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Fluctuations in Salem–Zygmund
almost sure Central Limit Theorem*

Jürgen Angst† Guillaume Poly†

Abstract

We consider the following family of random trigonometric polynomials of the form
Sn(θ) := 1√

n

∑n
k=1 ak cos(kθ) + bk sin(kθ), where the variables {ak, bk}k≥1 are i.i.d.

and symmetric, defined on a common probability space (Ω,F ,P). In the seminal paper
[SZ54], Salem and Zygmund proved that for Rademacher coefficients, P−almost
surely and for all t ∈ R

lim
n→+∞

1

2π

∫ 2π

0

eitSn(θ)dθ = e−t
2/2.

To the best of our knowledge, the natural question of the fluctuations in the above
almost sure limit has not been tackled so far and is precisely the object of this article.
Namely, for general i.i.d. symmetric random coefficients having a finite sixth-moment
and for a large class of continuous test functions φ we prove that

√
n

 1

2π

∫ 2π

0

φ(Sn(θ))dθ −
∫
R

φ(t)
e−

t2

2 dt√
2π

 Law−−−−→
n→∞

N
(
0,Σ2

φ

)
,

where the limit variance is given by Σ2
φ := σ2

φ + c2(φ)
2

2

(
E[a41]− 3

)
. Here, the constant

σ2
φ is explicit and corresponds to the limit variance in the case of Gaussian coefficients

and c2(φ) is the coefficient of order 2 in the decomposition of φ in the Hermite
polynomial basis. It thus turns out that the fluctuations are Gaussian and not universal
since they involve the kurtosis of the random coefficients.

The method we develop here is robust and allows to use Wiener chaos expansions
for proving CLTs for functionals of general, non-necessarily Gaussian, random fields.
It combines contributions from the Malliavin–Stein method, noise stability results, and
algebraic considerations around Newton sums and the Newton–Girard formula.
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Fluctuations in Salem–Zygmund almost sure CLT

1 Introduction and statement of the results

Let us first introduce our basic notations, motivate the problematic in consideration
and state our main results.

1.1 Setting and motivations

On a suitable probability space (Ω,F ,P), we consider a family of real random vari-
ables {ak, bk}k≥1 that are all independent and identically distributed, their common
distribution being symmetric with unit variance. We then consider the product space

(Ω,F ,P)⊗
(

[0, 2π],B ([0, 2π]) ,
dx

2π

)
on which we define the new random variable X : (ω, x) ∈ Ω × [0, 2π] 7→ x, whose law
P̂ is then uniformly distributed on [0, 2π], that is P̂ = dx

2π , and by construction X is

independent of the whole sequence {ak, bk}k≥1. Besides, for Z ∈ L1
(
P⊗ P̂

)
we set

E [Z] :=

∫
Ω

Z(ω, ·)dP(ω) ∈ L1
(
P̂
)
, Ê [Z] :=

1

2π

∫ 2π

0

Z(·, x)dx ∈ L1(P).

For x ∈ R, we then define:

Sn(x) :=
1√
n

n∑
k=1

ak cos(kx) + bk sin(kx). (1.1)

In this setting, the celebrated almost sure central limit Theorem established by Salem
and Zygmund in [SZ54] asserts that P−almost surely, for any t ∈ R, as n goes to infinity

Ê
[
eitSn(X)

]
−−−−→
n→∞

e−t
2/2.

In other words, P−almost surely, Sn(X) converges in distribution under P̂ towards a

standard Gaussian N (0, 1). Equivalently, if we denote by γ(dx) := e−
x2

2
dx√
2π

the standard
Gaussian distribution, then for any continuous and bounded function φ we have P−almost
surely that

Ê [φ (Sn(X))]) −−−−→
n→∞

γ(φ) :=

∫
R

φ(x)γ(dx). (1.2)

Moreover, it was shown in Corollary 1 of [AP21], that for some appropriate distance d

between distributions, we have in fact P−almost surely, for all β < 1/6

d (Sn(X),N (0, 1)) = O(n−β).

Our goal in this article is to address the natural question of the fluctuations in the
almost sure convergence (1.2) above. Let us precise what we mean by fluctuation
here. By analogy, if the P−almost sure convergence (1.2) is seen as a strong law of
large numbers, we are looking for the associated CLT. Namely, we are looking for

a normalization sequence rn tending to infinity such that rn
(
Ê [φ (Sn(X))])− γ(φ)

)
converges in distribution under P, towards a non trivial limit random variable Zφ.
Among the natural associated questions, one may then ask: is the limit variable Zφ
Gaussian? Hoes does it depend on φ? And more importantly, does it depend on the
particular law of the coefficients (ak, bk), and if yes how does it depend on the latter?
In the jargon of the domain, this last question is the question of the universality of the
fluctuations in Salem–Zygmund CLT.
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Fluctuations in Salem–Zygmund almost sure CLT

Let us now emphasize some of the motivations behind this study. First, there are
natural observables associated to trigonometric polynomials which can be written in
terms of integrals on the circle. To cite a few, let us mention the Mahler measure

M(Sn) := Ê[log(|Sn(X)|] =
1

2π

∫ 2π

0

log(|Sn(x)|)dx,

the defect, or signed area for real trigonometric polynomials

D(Sn) := Ê[sign(Sn(X))] =
1

2π

∫ 2π

0

sign(Sn(x))dx,

or else the so-called Leray measure

L(Sn) := lim
ε→0

1

2ε
Ê[1|Sn(X)|≤ε] = lim

ε→0

1

2π

∫ 2π

0

1|Sn(x)|≤ε
dx

2ε
.

Up to standard truncation and/or regularization techniques, the results obtained below
provide CLT for these observables, in both Gaussian and non-Gaussian contexts, which
to our knowledge cannot be found in the literature.

In fact, our initial and main motivation is the study of another natural observable of
the field, namely the zero set of the random trigonometric polynomial considered. As
shown in [AP21] in the trigonometric case and in [Gas23] in the more general context
of Riemannian manifolds, it turns out that extensions of the original CLT by Salem–
Zygmund allow to establish almost sure asymptotics for the nodal set associated to a
smooth random field. In the trigonometric case, via the celebrated Kac formula, we have
indeed formally

#{x ∈ [0, 2π], Sn(x) = 0}
n

= Ê [φ(Sn(X))ψ(S′n(X)/n)]

where φ(x) = 1x=0 and ψ(x) = |x|. Therefore, the study of the fluctuations of functional
of the form Ê [φ(Sn(X))] can be seen as a first step to understand the ones of more
intricate functionals such as the number of zeros, see Remark 5 below for more details.

The study of the fluctuations in Salem–Zygmund CLT and in particular the fact the the
limit depends or not on the particular common law of the coefficients {ak, bk}k≥1 can also
be seen as a first step towards a better understanding of the universality phenomenon
for trigonometric models, which is the object of a vast literature, both at microscopic
and macroscopic scales, see [Fla17, IKM16, APP18, DNV18, NV22] and the references
therein.

As we shall see below, the fluctuations in Salem–Zygmund CLT do depend on the
distribution of the coefficients, via their fourth moment. The non-universality of the
fluctuations we establish here could thus be seen as a partial explanation to the surprising
phenomenon that, for random trigonometric polynomials whose degree tends to infinity,
the first order asymptotics – i.e. the expectation – of the number of zeros, is generally
universal [Fla17, APP22], whereas the second order asymptotics – i.e. the variance – is
not, as observed in the references [BCP19, DNN22]. This situation is somehow typical
of random trigonometric polynomials models as for other models of random polynomials
such that the celebrated Kac polynomials, the fluctuations are indeed universal as they
do not depend on the specific distributions of the coefficients {ak, bk}k≥1. The reader
can consult for example the references [Mas74, NV21] for more details.

Finally, in the spirit of Salem–Zygmund almost sure CLT, let us mention that some
related approaches, but with a strong arithmetic flavor, have been used in the setting
of Laplace eigenfunctions on the torus via the so-called Bourgain de-randomization
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Fluctuations in Salem–Zygmund almost sure CLT

method, see [BW16, Bou14]. One difference between these ideas and our approach is
that the genericity of the eigenfunctions is there mainly related to the generic arithmetic
properties of the eigenvalues, whereas in our setting, the genericity is exclusively related
to the randomness of the coefficients, even if the latter are seen as frozen.

1.2 Statement of the results

In order to state precisely our mains results, let us briefly recall basic concepts
around Hermite polynomials. For any integer p ≥ 0, we shall denote by Hp the p-th
Hermite polynomial which is classically defined by

Hq(x) = (−1)qe
x2

2
dq

dxq

[
e−

x2

2

]
.

It is well known that Hermite polynomials form a complete orthogonal system in
L2 (γ) so that any square integrable function φ can be expanded in the following way
φ(x) =

∑∞
k=0 ck(φ)Hk(x), where the sum converges in L2(γ) and where the ck(φ) denote

the so-called Hermite coefficients of φ. As we have γ(H2
k) = k!, by orthogonality, one

obtains in particular that

γ(φ2) =

∫
R

φ2(x)dγ(x) =
∞∑
k=0

c2k(φ)k!.

The first main result of the article describes the fluctuations in Salem–Zygmund CLT in
the particular case where the coefficients are i.i.d. standard Gaussian variables.

Theorem 1. Suppose that the variables (ak) and (bk) are all independent with standard
Gaussian distribution and that φ ∈ L2(γ). Then as, n goes to infinity, we have the
convergence in distribution

√
n
(
Ê [φ (Sn(X))]− γ(φ)

)
Law−−−−→
n→∞

N (0, σ2
φ), (1.3)

where the variance of the limit Gaussian distribution is given by

σ2
φ :=

∞∑
k=2

c2k(φ)
k!

2π

∫
R

(
sin(x)

x

)k
dx < +∞. (1.4)

Remark 1. The above theorem shows that the exact rate of convergence in Salem–
Zygmund CLT is of order 1/

√
n, which was indeed conjectured in [AP21] when quantifying

the convergence for some ad-hoc metric. A motivating and representative example is
the one where φ(x) = x2 and in that case

√
n
(
Ê
[
Sn(X)2

]
− 1
)

=
√
n

(
1

n

n∑
k=1

a2
k + b2k

2
− 1

)
.

In this particular example, the convergence thus reduces to the classical CLT for i.i.d.
random variables and the Gaussian nature of the limit should not be surprising. Note
that the k−th moments of the sinc function appearing in the limit variance are well
studied, and can be easily upper bounded. For example, following [BBL10], one has∫

R

(
sin(x)

x

)2

dx = π, lim
k→+∞

√
k

∫
R

∣∣∣∣ sin(x)

x

∣∣∣∣k dx =

√
3π

2
.

Remark 2. The proof of Theorem 1 takes fully advantage of the Gaussian context, via the
so-called Wiener chaos decomposition and the Malliavin–Stein approach. In particular,
via Peccati–Tudor Theorem, one can restrict to a finite number of chaoses and the use of
square field operator then allows to reduce the convergence in law to the convergence
of a scalar sequence.
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Let us now describe the second main result of the article, i.e. the fluctuations in the
more general context of symmetric coefficients. The price to pay to extend Theorem 1 to
distributions which are not anymore Gaussian is to narrow the class of applicable test
functions φ. To this purpose, we introduce the following condition.

∃0 < κ < 1, φ(x) = O
(
eκ

x2

2

)
,

∃A > 0 s.t.
∞∑
k=0

|ck(φ)|k!Ak <∞.
(1.5)

Condition (1.5) deals with the growth rate of Hermite coefficients and thus, it requires
the prior knowledge of the Hermite decomposition of the considered test function. In
order to facilitate some potential applications of our results, we can formulate the
alternative hypothesis that the test function belongs to the space C3

c of C3 functions with
compact support. The link between Condition (1.5) and this more classical hypothesis is
detailed in Section 3.1 below.

Remark 3. Note that Condition (1.5) is in fact rather mild, in particular, it allows to
consider test functions φ with arbitrary exponential growth rate. Indeed, we have the
well known following Hermite decomposition of the exponential function, for α > 0

eαx =

∞∑
k=0

ck(α)Hk(x), with ck(α) := eα
2/2α

k

k!
,

so that, if α > 0 and for any A > 0 such that Aα < 1, we have indeed

∞∑
k=0

|ck(α)|k!Ak = eα
2/2

∞∑
k=0

(Aα)
k
< +∞.

Since the above discussion can be extended to complex variables, the above Condi-
tion (1.5) in particular allows to consider characteristic functions. Note moreover that
the condition guarantees the finiteness of series of the following forms, which will
naturally appear in the course of the proofs below, for β,C, T arbitrary positive constants∑

k≥1

ck(φ)2k!kβ < +∞,
∑
k≥1

ck(φ)k!√
(k − 1)!

< +∞,
∑
k≥1

ck(φ)k!
kβCk

bk/T c!
< +∞.

We now describe the fluctuations for general symmetric coefficients.

Theorem 2. Suppose that the variables (ak) and (bk) are all independent and identically
distributed, their common law being symmetric, with unit variance and a finite moment
of order six. Suppose moreover that the test function φ satisfies Condition (1.5) or else
that it belongs to C3

c , then as n goes to infinity, we have the convergence in distribution

√
n
(
Ê [φ (Sn(X))]− γ(φ)

)
Law−−−−→
n→∞

N (0,Σ2
φ), (1.6)

where this time the variance of the limit Gaussian distribution is given by

Σ2
φ := σ2

φ +
1

2
c2(φ)2

(
E
[
a4

1

]
− 3
)
. (1.7)

Remark 4. Of course, the main novelty of this last result when compared to the first
Theorem 1 is that the limit variance does not coincide with the one obtained in the
Gaussian case. Therefore, the last Theorem 2 is a typical example of a non-universality
statement. Quite surprisingly, the correction term is simply given by the product of
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the kurtosis of the common distribution of the coefficients factorized by the second
Hermite coefficient of the test function. As a result, if the latter vanishes – it occurs e.g.
if φ is an odd function– then the limit variance is indeed universal. Going back to the
simple example φ(x) = x2 mentioned in Remark 1 above, the classical CLT applied to
i.i.d. continuous variables (a2

k + b2k)/2− 1 yields for example

√
n
(
Ê
[
Sn(X)2

]
− 1
)

=
√
n
(

1
n

∑n
k=1

a2k+b2k
2 − 1

)
Law−−−−→
n→∞

N
(
0, 1

2

(
E[a4

1]− 1
))
.

Note that in the case of Rademacher coefficients, i.e. if ak, bk take values in ±1, then

one has
√
n
(
Ê
[
Sn(X)2

]
− 1
)
≡ 0, so that the non-universality is then obvious.

Remark 5. As already mentioned above, this non-universality result can be thought
as a first partial explanation to the surprising phenomenon that, when looking at the
large degree asymptotics of the number of zeros of random trigonometric polynomials,
the expected number of zeros is universal, whereas the variance is not. Thanks to Kac
formula, the number of zeros of the function Sn can be expressed as an integral functional
of (Sn(X), S′n(X)) or (Sn(X), S′n(X), S′′n(X)) under P̂, see [AP20, AP21]. Theorem 2
above shows that, dealing with more simple observables of the type Ê[φ(Sn(X))], their
fluctuations are already non-universal. In fact, the study of CLT for the number of real
zeros of random trigonometric polynomials is the object of the forthcoming article [AP23]
by the authors. In its philosophy, the method employed to establish a CLT for the number
of zeros is largely inspired from the one presented here, nevertheless some additional
and serious technical difficulties have to be addressed.

The detailed proofs of Theorem 1 and Theorem 2 are the object of the next Section 2
and Section 3 respectively. To facilitate the reading of the paper, the proofs of some of
the technical estimates are postponed in the last Section 4.

1.3 Ingredients and heuristics of the proofs

Before giving the detailed proofs of our main results in the next sections, let us give
here the heuristics of the proofs and describe the mathematical ingredients involved. We
deliberately place ourselves here in a slightly more general context since the method we
develop is not restricted to trigonometric sums, but would apply to more general sums
of random variables.

Suppose that we are given a sequence (or a triangular array) of random variables
{Ui,n}1≤i≤n defined on some probability space (Ω1,F1,P1), as well as another sequence
of random variables {ai}i≥1 that are centered with unit variance and defined on another
probability space (Ω2,F2,P2). We also consider a test function φ : R→ R with enough
integrability and which is centered with respect to the Gaussian distribution. We assume
the following condition of normalization for the sum of interest.

(C.N) ∀n ≥ 1,∀ω1 ∈ Ω1, EP2

( n∑
i=1

aiUi,n(ω1)

)2
 =

n∑
i=1

Ui,n(ω1)2 = 1.

We are interested in proving a central limit Theorem for a quantity of the form
rn EP1

[φ (
∑n
i=1 aiUi,n)], where rn is a suitable deterministic sequence. In the setting of

this article, we have for instance Ui,n = cos(iX)/
√
n, if we omit the sinus contribution.

Step 1. The first step is natural and consists of exploring this question in the
somewhat simpler case of Gaussian coefficients, that is to say when the sequence {ak}k≥1
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is a sequence of i.i.d. standard Gaussian variables. In a such case, the machinery of
Wiener chaos is a perfectly adapted tool as one can expand the functional φ into the
orthogonal basis of Hermite polynomials

φ(x) =

∞∑
k=1

ck(φ)Hk(x),

and one is left to establish a CLT for the Wiener expansion

(W.E) rnEP1

[
φ

(
n∑
i=1

aiUi,n

)]
=

∞∑
k=1

ck(φ)rnEP1

[
Hk

(
n∑
i=1

aiUi,n

)]
.

Thanks to the normalization condition (C.N), for each integer k, the quantity of
interest rnEP1 [Hk (

∑n
i=1 aiUi,n)] belong to the Wiener chaos of order k and the previous

equality is the so called Wiener chaotic expansion of rnEP1 [φ (
∑n
i=1 aiUi,n)] which theo-

retically exists under an L2 integrability condition. Indeed, the Wiener chaotic expansion
simply consists in decomposing variables according to the Hermite polynomials basis,
the orthogonal basis associated to the standard Gaussian distribution on Rd or RN.
That being said, Wiener chaos display remarkable properties with respect to Gaussian
convergence: (i) a sequence of random variables lying in a Wiener chaos of fixed order
k ≥ 1 has a Gaussian limit in distribution if and only if its fourth cumulant tends to zero
which is pretty easy to check in practice and (ii) the separate convergence in distribution
can be upgraded to joint convergence. One can consult the dedicated articles [PT05]
and [NP05] for a detailed overview.

Step 2. Once the Gaussian case is resolved, one may still write the above Wiener
expansion (W.E) formally, even in the case where the random variables {ak}k≥1 are not
Gaussian anymore under P2. The problem is that, one then loses the rich structure
of Wiener chaoses provided by the aforementioned properties (i) and (ii) and one also
loses the fact that the chaotic components are orthogonal. To overcome these issues,
one needs to somehow “simplify” the expressions rnEP1

[Hk (
∑n
i=1 aiUi,n)] which are a

priori polynomial quantities of the variables (a1, · · · , an), in such way that they become
homogeneous polynomials in these variables.

Namely, one can decompose

(S) rnEP1

[
Hk

(
n∑
i=1

aiUi,n

)]
= Qk,n(a1, · · · , an) +Rk,n,

where Qk,n : Rn → R is a homogeneous polynomial of degree k, with no diagonal
terms, and Rk,n is a remainder which tends to zero as n→∞. This procedure is purely
algebraic and as detailed in Section 3.3 below, it can be carried out through the so
called Newton–Girard formula which, given a set of numbers {x1, · · · , xn}, relates the
symmetric polynomial expressions en,l =

∑
i1<i2<···<il xi1xi2 · · ·xil with the Newton sums

Nn,l =
∑n
i=1 x

l
i. Concretely one gets

en,p = (−1)p
∑

m1+2m2+...+pmp=p
m1,...,mp≥0

p∏
j=1

(−Nn,j)mj

mj !jmj
.

Applying this to the case where xi = Ui,nai and assuming the natural condition that
max1≤i≤n |Ui,nai| = o(1) in some probabilistic sense, which roughly expresses the fact
that no variable Ui,n dominates, we get that |Nn,l| ≤ maxi |Ui,n||ai|l−2

∑
i U

2
i,na

2
i which
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may be neglected for l ≥ 3 in some probabilistic sense. Then, the Newton–Girard formula
considerably simplifies at the first order as one gets

en,p = (−1)p
∑

m1+2m2=p

(−Nn,1)m1(−Nn,2)m2

m1!m2!2m2
+ Remainder.

Noticing that, on the one hand Hp(x) =
∑
m1+2m2=p(−1)m1+m2 xm

1

m1!m2!2m2
, and on the

other hand that Nn,2 ≈ 1 which is ensured by the normalizing condition (C.N) and the
law of large numbers, one thus obtains the following version of Equation (S)

(S′) rnEP1

[
Hk

(
n∑
i=1

Ui,nai

)]
≈

∑
1≤i1<i2···<ik≤n

cn(i1, . . . , ik)ai1 · · · aik ,

with
cn(i1, . . . , ik) := rn k!EP1

[Ui1,n · · ·Uik,n] .

Step 3. Once these first two steps are achieved, the conclusion follows from the
combination of two results borrowed to the theory of noise sensitivity. First of all, given
an homogeneous sum of degree k, say

Qk(x1, · · · , xn) =
∑

i1<···<ik

f(i1, · · · , ik)xi1 · · ·xik ,

one can associate its maximal influence function

τ := τn = max
1≤k≤n

∑
i2<···<ik

f(k, i2, · · · , ik)2.

If the maximal influence τ is small (in a suitable quantified manner), then as established
in [MOO10], under suitable renormalization conditions, one can make the following
asymptotic identification in law, where g1, . . . , gn are i.i.d Gaussian variables

Qk(a1, · · · , an)
Law
≈ Qk(g1, · · · , gn).

Keeping this in mind and coming back to our problematic, it is then sufficient to prove
that all the maximal influence functions of the homogeneous sums

rn
∑

1≤i1<i2···<ik≤n

ai1 · · · aikEP1
[Ui1,n · · ·Uik,n]

tend to zero as n goes to infinity. It is indeed the case, using the observation that, as
shown in [NPR10, Equation (1.10)], if an homogeneous sum evaluated in Gaussian stan-
dard random variables has a Gaussian limit (as established in Step 1), then necessarily,
its maximal influence function tends to zero. As a conclusion, we can infer that the
asymptotic behavior of the left hand side of Equation (S′) coincides with the one where
we replace the non-Gaussian coefficients {ak}k≥1 by Gaussian ones. The conclusion then
follows from Step 1, where we established the desired CLT in the Gaussian framework.
Note that this invariance principle for homogeneous sums has been already used with
success in [NP10] for establishing CLTs for renormalized traces in the context of random
matrices.

2 Fluctuations in the Gaussian case

The object of this section is to give the detailed proof of Theorem 1, describing the
fluctuations in Salem–Zygmund CLT for i.i.d. standard Gaussian coefficients. We will
first treat the case where the base function φ is an Hermite polynomial and then deduce
the general case where φ ∈ L2(γ).

EJP 28 (2023), paper 44.
Page 8/40

https://www.imstat.org/ejp

https://doi.org/10.1214/23-EJP931
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Fluctuations in Salem–Zygmund almost sure CLT

2.1 Dealing with projections on Wiener chaoses

In this section, we shall first and specifically deal with the case where φ(x) = Hq(x).
Note that in this latter case, we have

∫
R
Hq(x)dγ(x) = 0 for all q ≥ 1 so that we shall in

fact establish a central limit Theorem for the sequence of random variables (Fn,q) where
we have set n ≥ 1 and q ≥ 1

Fn,q :=
√
n Ê [Hq (Sn(X))] . (2.1)

Note that Fn,1 =
√
n Ê [H1 (Sn(X))] =

√
n Ê [Sn(X)] = 0 so that the interesting cases

naturally correspond to indices q ≥ 2. The object of the section is to establish the
following result.

Theorem 3. Under the probability P, for any q ≥ 2, we have the following convergence
in distribution as n goes to infinity

Fn,q
Law−−−−→
n→∞

N (0, σ2
q ) where σ2

q :=
q!

2π

∫
R

(
sin(x)

x

)q
dx. (2.2)

As already mentioned in Section 1.3, the proof relies on the so-called Malliavin–Stein
approach. Let us briefly recall the heart of this method in the finite dimensional setting.
Note that, the quantities we manipulate here live by essence in a finite dimensional
Wiener space since for each n ≥ 1, Sn(X) involves only a finite number of Gaussian
coefficients. So let us consider n ≥ 1 and let us place ourselves in the probability space
(Rn,B(Rn), γn) where γn = ⊗nγ is the n-dimensional standard Gaussian distribution.

Let us denote by L the celebrated Ornstein–Ulhenbeck operator, that is L := ∆−~x ·∇.
This operator is symmetric with respect to γn, we have standard decomposition

L2(γn) =

∞⊕
k=0

Ker (L+ kI) ,

Ker (L+ kI) = Vect

(
n∏
i=0

Hki(xi)
∣∣∣ n∑
i=0

ki = n

)
:= Wk.︸︷︷︸
k-th Wiener chaos

Then, introducing Γ [·, ·] = ∇·∇ the square field or “carré du champ” operator associated
with L, for any F ∈ Ker (L+ kI) such that E

[
F 2
]

= 1 and for some constant Ck only
depending on k, the total variation distance between the variable F and a standard
Gaussian can be upper bounded by

dTV (F,N (0, 1)) ≤ Ck
√

Var (Γ [F, F ]).

One might consult for example [NP09] or else Lemma 2 below for a non quantitative
analogous statement. In fact, in order to bound Var (Γ [F, F ]) and establish the asymptotic
Gaussianity, it is necessary and sufficient to show that E

[
F 4
]
− 3 ≈ 0, but we shall use

instead the Poincaré inequality which ensures that Var(Z) ≤ E [Γ[Z,Z]] for any variable
Z in the domain D of the carré du champ operator.

In order to apply in our context the Malliavin–Stein method, without any loss of gen-
erality we may consider that our coefficients {ak, bk}1≤k≤n are the coordinate mappings
of the space

(
R2n,B

(
R2n

)
, γ2n

)
. Next, we must observe that, for any n ≥ 1, for every

fixed value of the random variable X in [0, 2π] and under P, the random variable Sn(X) is
a standard Gaussian random variable which belongs to the first Wiener chaos induced by
the coefficients. Hence, Hq (Sn(X)) and Ê [Hq (Sn(X))] belong to the q-th Wiener chaos
as established in the next lemma.

Lemma 1. For every integer n ≥ 1, we have Ê [Hq (Sn(X))] ∈ Wq.
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Proof of Lemma 1. As already stated above, for any fixed x ∈ R and under P, we can
observe that Sn(x) = 1√

n

∑n
k=1 ak cos(kx) + bk sin(kx) is a random variable with Gaussian

distribution, which is centered and with variance

E
[
Sn(x)2

]
=

1

n

n∑
k=1

cos2(kx) + sin2(kx) = 1.

Then, by definition of Wiener chaos, for every q ≥ 1, Hq(Sn(x)) ∈ Wq. Let us recall that
Wq is a closed subspace of L2(P) under the almost sure convergence. Thus, using for
instance Riemann approximation, we get

Ê [Hq (Sn(X))] =
1

2π

∫ 2π

0

Hq (Sn(x)) dx

= lim
p→∞

1

p

p−1∑
k=0

Hq

(
Sn

(
2kπ

p

))
∈ Wq.

Given that, thanks to Lemma 1, (Fn,q)n≥1 belongs to the q-th Wiener chaos, in order to
prove that Fn,q converges in distribution towards N (0, σ2

q ), it is necessary and sufficient
to establish that Γ [Fn,q, Fn,q] converges towards the corresponding constant qσ2

q , where
Γ is the aforementioned square field operator. The convergence can be established
either in probability or in L2(P) since these two topologies coincide on a finite sum of
Wiener chaoses. More concretely we shall rely on the following lemma whose proof may
be found for instance in [NP05]. We refer to [NP09] for stronger quantitative versions
via Stein’s method.

Lemma 2. Let (Xn)n≥1 be a sequence of random variables on (Ω,F ,P) such that that
there exists q ≥ 1 with Xn ∈ Wq for all n ≥ 1 and such that, as n goes infinity i)

E
[
X2
n

]
→ σ2 and ii) Var [Γ[Xn, Xn]] → 0. Then, under P and as n goes to infinity, one

has the following convergence in distribution Xn → N (0, σ2).

In order to implement this strategy, one must compute Γ[Fn,q, Fn,q] and establishes
that its variance tends to zero. To do so, we first establish the following lemma, where
Dn denotes the classical Dirichlet kernel

Dn(x) :=
1

n

n∑
k=1

cos(kx) =
1

n
cos

(
n+ 1

2
x

)
sin
(
nx
2

)
sin
(
x
2

) . (2.3)

Recall that the notation E stands for the expectation with respect to the measure P.
To simplify the notations, if Y is and independent copy of X, also independent of the
coefficients {ak, bk}k≥1, we will still denote by Ê the expectation with respect to the
joint law of (X,Y ). In the same way, if (X1, X2, Y1, Y2) are independent copies of X also
independent of the coefficients {ak, bk}k≥1, we will still denote by Ê the expectation with
respect to their joint law.

Lemma 3. For all q ≥ 2, there exists a constant Cq > 0 only depending on q such that
for all n ≥ 1

Var [Γ[Fn,q, Fn,q]] ≤ Cqn2Ê [|Dn(X1 − Y1)Dn(X2 − Y2)Dn(X1 −X2)|] .

Proof of Lemma 3. Remark that for any x, y ∈ R, we have

E[Sn(x)Sn(y)] =
1

n

n∑
k=1

cos(kx) cos(ky) + sin(kx) sin(ky) = Dn(x− y). (2.4)
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Then, using both the chain rule and the bilinearity of the carré du champ operator Γ [·, ·]
we may write since H ′q(x) = qHq−1(x)

Γ [Fn,q, Fn,q] = nΓ
[
Ê[Hq(Sn(X))], Ê[Hq(Sn(Y ))]

]
= nq2Ê [Hq−1 (Sn(X))Hq−1 (Sn(Y ))E[Sn(X)Sn(Y )]]

= nq2Ê [Hq−1 (Sn(X))Hq−1 (Sn(Y ))Dn(X − Y )] .

In order to control the variance of Γ[Fn,q, Fn,q] and avoid lengthy computations induced
by the use of the multiplication formula on Wiener chaoses, we may rely on Poincaré
inequality which infers that

Var [Γ [Fn,q, Fn,q]] ≤ E [Γ [Γ [Fn,q, Fn,q] ,Γ [Fn,q, Fn,q]]] .

Keeping in mind that Γ[·, ·] is a diffusive operator, it obeys the chain rule and we
may write for (A,B,C,D) being for instance in Wiener chaoses – but it remains true for
variables in the domain D ∩

⋂
p≥1 L

p(Ω1,F1,P)

Γ[AB,CD] = BDΓ[A,C] +BCΓ[A,D] +ACΓ[B,D] +ADΓ[B,C].

Then, applying the above chain rule to the four random variables A = Ê [Hq−1 (Sn(X1))],

B = Ê [Hq−1 (Sn(Y1))], C = Ê [Hq−1 (Sn(X2))] and D = Ê [Hq−1 (Sn(Y2))] which all belong
toWq−1, and again using the bilinearity we get

E [Γ [Γ [Fn,q, Fn,q] ,Γ [Fn,q, Fn,q]]] = n2q2(q − 1)2 × (Ã+ B̃ + C̃ + D̃),

with
Ã := EÊ [Dn(X1 − Y1)Dn(X2 − Y2)Dn(X1 −X2)Hn,q(X1, X2, Y1, Y2)]

B̃ := EÊ [Dn(X1 − Y1)Dn(X2 − Y2)Dn(X1 − Y2)Hn,q(X1, Y2, Y1, X2)]

C̃ := EÊ [Dn(X1 − Y1)Dn(X2 − Y2)Dn(Y1 −X2)Hn,q(Y1, X2, X1, Y2)]

D̃ := EÊ [Dn(X1 − Y1)Dn(X2 − Y2)Dn(Y1 − Y2)Hn,q(Y1, Y2, X1, X2)] ,

where we introduced the following notation to simplify the expressions

Hn,q(X1, X2, Y1, Y2) := Hq−2 (Sn(X1))Hq−2 (Sn(X2))

×Hq−1 (Sn(Y1))Hq−1 (Sn(Y2)) .

Noticing that each of the above variables is invariant by the operations X1 ↔ Y1 or
X2 ↔ Y2, we get finally

E [Γ [Γ [Fn,q, Fn,q] ,Γ [Fn,q, Fn,q]]] = 4n2q2(q − 1)2Ã, (2.5)

where, by the triangle inequality and Fubini inversion of integrals, we have

Ã ≤ Ê
[
|Dn(X1 − Y1)Dn(X2 − Y2)Dn(X1 −X2)|
×E [|Hn,q(X1, X2, Y1, Y2)|]

]
.

Then, using Hölder inequality, we can write

E [|Hn,q(X1, X2, Y1, Y2)|] ≤
2∏
i=1

E
[
Hq−2(Sn(Xi))

4
]1/4

E
[
Hq−1(Sn(Yi))

4
]1/4

.

Here, one should again keep in mind that, for any given value of x, we have the identity
in law Sn(x) ∼ N (0, 1) under P, so that if N ∼ N (0, 1) under P, the right hand side of
the last inequality can be replaced by the following constant term.

E [|Hn,q(X1, X2, Y1, Y2)|] ≤ E
[
Hq−2(N)4

] 1
2 E
[
Hq−1(N)4

] 1
2 .
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Injecting this estimates in Equation (2.5) establishes the lemma with the constant

Cq := 4q2(q − 1)2E
[
Hq−2(N)4

] 1
2 E
[
Hq−1(N)4

] 1
2 .

Thanks to Lemma 3, in order to prove that Var [Γ [Fn,q, Fn,q]] tends to zero as n goes
to infinity, we are thus left to prove that the quantity

n2Ê [|Dn(X1 − Y1)Dn(X2 − Y2)Dn(X1 −X2)|]

tends to zero, which is the object of the next lemma.

Lemma 4. Provided that X1, X2, Y1, Y2 are independent and uniformly distributed over
the interval [0, 2π], we have

n2Ê [|Dn(X1 − Y1)Dn(X2 − Y2)Dn(X1 −X2)|] = O

(
log(n)3

n

)
−−−−→
n→∞

0.

Proof of Lemma 4. From the expression (2.3) above of the Dirichlet kernel, for any
y ∈ [−nπ, nπ], using that | sin(θ)| ≥ 2

π |θ| on [0, π2 ] we have∣∣∣Dn

( y
n

)∣∣∣ ≤ | sin(y2 )|
n| sin( y

2n )|
≤
π| sin(y2 )|
|y|

.

Performing a change of variables and using the previous bound, we then obtain

n2Ê [|Dn(X1 − Y1)Dn(X2 − Y2)Dn(X1 −X2)|]

≤ 1
16πn2

∫
[−nπ,nπ]4

| sin
(
x1−y1

2

)
|

|x1 − y1|
| sin

(
x2−y2

2

)
|

|x2 − y2|
| sin

(
x1−x2

2

)
|

|x1 − x2|
dx1dx2dy1dy2.

Besides, for any value x1 ∈ [−nπ, nπ] it holds that, for some absolute C > 0∫
[−nπ,nπ]

| sin
(
x1−y1

2

)
|

|x1 − y1|
dy1 ≤

∫
[−2nπ,2nπ]

| sin
(
y1
2

)
|

|y1|
dy1 ≤ C log(n).

As a result, setting In = [−nπ, nπ], we deduce that

1

16πn2

∫
I4n

| sin
(
x1−y1

2

)
|

|x1 − y1|
| sin

(
x2−y2

2

)
|

|x2 − y2|
| sin

(
x1−x2

2

)
|

|x1 − x2|
dx1dx2dy1dy2

≤ 1

16πn2

∫
I3n

| sin
(
x2−y2

2

)
|

|x2 − y2|
| sin

(
x1−x2

2

)
|

|x1 − x2|

(∫
In

| sin
(
x1−y1

2

)
|

|x1 − y1|
dy1

)
dx1dx2dy2

≤ C log(n)

16πn2

∫
I2n

| sin
(
x1−x2

2

)
|

|x1 − x2|

(∫
In

| sin
(
x2−y2

2

)
|

|x2 − y2|
dy2

)
dx1dx2

≤ C2 log(n)2

16πn2

∫
In

(∫
In

| sin
(
x1−x2

2

)
|

|x1 − x2|
dx1

)
dx2 ≤

C3 log(n)3

8n
→ 0.

In view of Lemma 2, to complete the proof that Γ[Fn,q, Fn,q] tends to a constant qσ2
q it

remains to show that the expectation converges. This is precisely the object of the next
lemma.

Lemma 5. For any q ≥ 2, we have as n goes to infinity

E [Γ[Fn,q, Fn,q]] −−−−→
n→∞

qq!

2π

∫
R

(
sin(x)

x

)q
(x)dx.

EJP 28 (2023), paper 44.
Page 12/40

https://www.imstat.org/ejp

https://doi.org/10.1214/23-EJP931
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Fluctuations in Salem–Zygmund almost sure CLT

Proof of Lemma 5. Using Equation (2.4), we write

E [Γ[Fn,q, Fn,q]] = qE
[
F 2
n,q

]
= qE

[(√
n Ê [Hq(Sn(X))]

)2
]

= qnE
[
Ê [Hq(Sn(X))] Ê [Hq(Sn(Y ))]

]
= qnÊ [E [Hq(Sn(X))Hq(Sn(Y ))]]

= qq!nÊ [E[Sn(X)Sn(Y )]q]

= qq!nÊ [Dn(X − Y )q]

= qq!nÊ [Dn(X)q]

=
qq!

2π

∫ nπ

−nπ

(
Dn

(x
n

))q
dx.

As q ≥ 2, we observe that

∣∣∣Dn

(x
n

)∣∣∣ =

∣∣∣∣∣cos

(
(n+ 1)x

2n

)
sin
(
x
2

)
n sin

(
x
2n

) ∣∣∣∣∣ ≤ πq | sin(x/2)|q

|x|q
∈ L1(R, dx).

Besides, for a fixed x, we also have as n goes to infinity

Dn

(x
n

)
= cos

(
(n+ 1)x

2n

)
sin
(
x
2

)
n sin

(
x
2n

) −−−−→
n→∞

sin(x)

x
.

We conclude by Lebesgue dominated convergence.

The combination of Lemmas 1 to Lemma 5 established above achieves the proof of
Theorem 3 for the projection in each q-th Wiener chaos.

Remark 6. Note that by the celebrated Peccati–Tudor Theorem, allowing to deduce the
joint convergence in a finite number of chaoses from the convergence of the projections,
see e.g. [PT05], we may in fact infer that under the distribution P and for any fixed
integers q1, . . . , qr, we have

(Fn,q1 , . . . , Fn,qr )
Law−−−−→
n→∞

N

0,


σ2
q1 0 · · · 0

0 σ2
q2

. . . 0
...

. . .
. . . 0

0 · · · 0 σ2
qr


 .

2.2 The case of an infinite expansion on Wiener chaoses

In this section we deal with the case of a general test function φ ∈ L2(γ) and complete
the proof of Theorem 1. As a first step one needs to establish the following lemma, where
we recall that the Hermite coefficients ck(φ) are such that

φ
L2

=

∞∑
k=0

ck(φ)Hk, and Fn,k =
√
n Ê [Hk (Sn(X))] .

Lemma 6. We have the following identification in L2

√
n

(
Ê [φ(Sn(X))]−

∫
R

φ(x)dγ(x)

)
L2

=

∞∑
k=2

ck(φ)Fn,k. (2.6)
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Proof of Lemma 6. First of all, relying on the proof of Lemma 5, and using the fact that
|Dn(x)| ≤ 1, we may write

E
[
F 2
n,q

]
≤ q!n Ê [|Dn(X)|q] ≤ q!n Ê

[
|Dn(X)|2

]
≤ Cq!.

Indeed, as seen in the proof of Lemma 5, the sequence n Ê[|Dn(X)|2] is convergent,
hence bounded by some constant C > 0. Gathering the facts that (i) Fn,q ∈ Wq, (ii)
Wiener chaoses are orthogonal spaces and finally (iii) φ ∈ L2(γ)⇒

∑∞
k=0 ck(φ)2k! <∞,

together with the previous estimate implies that the series in Equation (2.6) is converging
in L2(P).

Next, relying on Theorem 3 for the projection in each chaos and, as already noted in
Remark 6, the celebrated Peccati–Tudor Theorem allowing to deduce the joint conver-
gence in a finite number of chaoses from the convergence of the projections, we may
conclude that under P and for any fixed integer Q ≥ 1

Q∑
k=2

Fn,q
Law−−−−→
n→∞

N (0,

Q∑
k=2

k!σ2
k).

This central convergence gathered with the fact that

sup
n≥1

E


 ∞∑
k=Q+1

ck(φ)Fn,k

2
 ≤ C ∞∑

k=Q+1

ck(φ)2k! = o
Q→∞

(1) ,

achieves the proof of the Theorem 1.

3 Fluctuations for general symmetric coefficients

We give in this section the detailed proof of Theorem 2. As already mentioned above,
the methods employed in the above Section 2 are very specific to the Gaussian framework
and do not apply for general symmetric distributions. We shall therefore replace the
fruitful Malliavin–Stein approach by a combination of ideas among which

• a combinatorial formula, allowing to express power of sums of independent vari-
ables as homogeneous polynomials in the entries, up to negligible terms. This point
is the object of the next Section 3.3;

• noise sensitivity methods to reduce the asymptotics behavior of homogeneous
polynomials with independent entries to their analogue in the Gaussian framework.
This point is the object of Section 3.5 below.

3.1 It is enough to work under Condition (1.5)

In the rest of Section 3, we will give the proof of Theorem 2 under the hypothesis that
the test function φ satisfies Condition (1.5). In this brief section, we detailed how the
case of a test function φ belonging to C3

c can in fact be reduced to the case of a function
satisfying Condition (1.5).

Let us consider θ a function belonging to the Schwartz class such that θ̂ is compactly
supported in [−1, 1] and θ is a probability density. For A > 0 we write θA(·) = A θ(A ·) so

that θ̂A (·) = θ̂
( ·
A

)
. For φ ∈ C3

c , we may then write the decomposition

√
n Ê [φ (Sn(X))− γ(φ)] =

√
n Ê [φ ∗ θA (Sn(X))− γ(φ ∗ θA)]

+
√
n Ê [(φ− φ ∗ θA) (Sn(X))− γ (φ− φ ∗ θA)] .
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First, since (φ− φ ∗ θA) is three times differentiable with bounded derivatives, relying
on [AP21, Theorem2] we may infer that, for some relevant C > 0,

sup
n≥1

E
[∣∣∣√n Ê [(φ− φ ∗ θA) (Sn(X))− γ (φ− φ ∗ θA)]

∣∣∣] ≤ C‖φ(3) − φ(3) ∗ θA‖∞ −−−−→
A→∞

0,

(3.1)
where the last limit combines the fact that θA is a regularizing kernel with the fact that
φ(3) is uniformly continuous (since it is continuous with compact support). Now, note
that the Fourier transform φ̂ is properly defined since φ ∈ C3

c . Therefore, taking into

account that θ̂A is supported on [−A,A], we have

√
n Ê [φ ∗ θA (Sn(X))− γ (φ ∗ θA)] =

√
n

∫ A

−A
θ̂A(t)φ̂(t)Ê

[
eitSn(X) − e− t2

2

]
dt

=
√
n Ê [ΨA (Sn(X))− γ(ΨA)] ,

where we have set ΨA(·) :=
∫ A
A
θ̂A(t)φ̂(t)eit·dt. Now, remark that the new function ΨA

satisfies Condition (1.5) thanks to Remark 3 above. Establishing the result for a fixed
value of A and then letting A → ∞ leads to the desired claim since the bound (3.1) is
uniform in n.

3.2 Hermite series approximation

Let us now justify that, in the non-Gaussian framework, the variable Ê [φ (Sn(X))]) is
well defined if φ satisfies the sole Condition (1.5), and that it is then well approximated
by the associated Hermite sums. Under Condition (1.5), it might not completely clear
how to give a meaning to the term Ê [φ(Sn(X))]. Indeed, one cannot use any more
that Sn(X) ∼ N (0, 1) since {ak, bk}k≥1 are not Gaussian any more. In order to bypass
this problem, we may prove that, under Condition (1.5), the Hermite expansion of φ
converges uniformly on each compact set. Namely we have the following lemma.

Lemma 7. If the test function φ satisfies Condition (1.5), then its Hermite expansion∑N
k=0 ck(φ)Hk(x) converges uniformly on each compact set of R. In particular, φ is

continuous and almost surely with respect to P we have

N∑
k=0

ck(φ)Ê [Hk(Sn(X))] −−−−→
N→∞

Ê [φ(Sn(X))] . (3.2)

Proof of Lemma 7. Let us recall the following criterion for Hermite series which may
be found in [San91, p. 367]. For the sake of readability, we first state the criterion
with the notations of the citation and we shall then translate it using our convention.
In comparison with our probabilistic notations, the physics convention for Hermite
polynomials is the following hn(x) := 2

n
2Hn(

√
2x). The initial criterion is the following.

Convergence criterion in physics notations. Let f be a measurable function which is
locally integrable and let us define F (x) =

∫ x
0
f(t)dt as well as G(x) = −2xf(x) + F (x).

We assume
i) F (x) = O

(
eκx

2
)
, for some 0 < κ < 1,

ii)

∫ ∞
−∞

e−x
2

G2(x)dx <∞.

Then, setting

cn :=
1

2nn!
√
π

∫ ∞
−∞

e−x
2

F (x)hn(x)dx,

the series
∑∞
n=0 cnhn(x) converges uniformly on each compact set of R towards F (x).
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Let us now translate the above condition using our notations. We may write

F (x) =
∑
n

cnhn(x)

=
∑
n

(
1

2nn!
√
π

∫ ∞
−∞

e−u
2

F (x)2n/2Hn(
√

2u)du

)
2n/2Hn(

√
2x)

=
∑
n

1

n!

(∫ ∞
−∞

F

(
u√
2

)
Hn(u)γ(du)

)
Hn(
√

2x).

Then, making the identification φ(x) = F (x/
√

2), i.e. F (x) = φ(
√

2x), we have naturally
F ′(y) =

√
2φ′(
√

2y) so that

G(x) = −2xF ′(y) + F (x) = −2x
√

2φ′(
√

2x) + φ(
√

2x)

and ∫
G2(x)e−x

2

dx =

∫ (
−2x
√

2φ′(
√

2x) + φ(
√

2x)
)2

e−x
2

dx

=
√
π

∫
(−2xφ′(x) + φ(x))

2
γ(dx).

Therefore, the above criterion translates as follows.

Convergence criterion in probabilistic notations. Let φ a real function such that

i) φ(x) = O
(
eκ

x2

2

)
, for 0 < κ < 1,

ii)

∫ ∞
−∞

(φ(x)− 2xφ′(x))
2
γ(dx) <∞.

Then, the Hermite series
∑∞
k=0 ck(φ)Hk(x) converges uniformly on each compact set of

the real line towards φ(x).

Naturally, the first point above coincides with the first point in the definition of Condi-
tion (1.5). Otherwise, using the fact that H ′k(x) = kHk−1(x) and the classical induction
formula xHk−1(x) = Hk(x) + (k − 1)Hk−1(x), the Hermite expansion of φ(x)− 2xφ′(x) is
given by

φ(x)− 2xφ′(x) =
∑
k

[ck(φ)− 2 (kck(φ) + (k + 2)k + 1)ck+2(φ))]Hk(x),

and under Condition (1.5), following Remark 3, we have indeed∑
k

k! [ck(φ)− 2 (kck(φ) + (k + 2)(k + 1)ck+2(φ))]
2
< +∞.

As a consequence, Condition (1.5) indeed implies the uniform convergence of the Hermite
expansion on each compact set and therefore the continuity of the function φ. Now notice
that Sn(x) is a trigonometric function of x of degree n and then is bounded. As a result,
for any fixed integer n and the coefficients {ak, bk}k≥1 being fixed,

∑N
k=0 ck(φ)Hk(Sn(x))

converges uniformly on [−π, π] towards φ(Sn(x)) as N goes to infinity. Integrating with
respect to the Lebesgue measure on [−π, π] gives the desired conclusion.

3.3 Newton–Girard formula: the link with Hermite polynomials

This section contains the combinatoric material which is necessary to establish the
main Theorem 2. More precisely, we shall relate Hermite polynomials evaluated at
Sn(X) with some homogeneous polynomials without diagonal terms in the coefficients
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{ak, bk}k≥1, the latter being easier to manipulate in view of establishing a central limit
Theorem. We first recall below the explicit expression of Hermite polynomials

∀p ≥ 0, Hp(x) = p!

bp/2c∑
m=0

(−1)mxp−2m

(p− 2m)!m!2m
.

Then, we fix the following notations for the so-called Newton sums

∀p ≥ 0, Nn,p(X) :=
1

np/2

n∑
k=1

(ak cos(kX) + bk sin(kX))p,

∀p ≥ 2, en,p(X) :=
1

np/2

∑
k1...,kp∈[|1,n|]
k1<...<kp

p∏
i=1

(aki cos(kiX) + bki sin(kiX)) ,

and we adopt the conventions en,1(X) = Nn,1(X) and en,0(X) = 1.
In particular, with the notations of the introduction, we have naturally Nn,1(X) =

Sn(X). The so-called Newton–Girard formula relates symmetric polynomials with the
Newton sums, see e.g. Equation (2.14’) in [Mac95]. Namely, for all p ≥ 1, we have

en,p(X) = (−1)p
∑

m1+2m2+...+pmp=p
m1,...,mp≥0

p∏
j=1

(−Nn,j(X))
mj

mj !jmj
. (3.3)

A key step in our approach is to decompose the aforementioned formula according to
the positivity of mj for j ≥ 3. Namely, one may write

en,p(X) = Mn,p(X) +Rn,p(X),

with the convention that Rn,0(X) = Rn,1(X) = Rn,2(X) = 0 and

∀p ≥ 0, Mn,p(X) := (−1)p
∑

m1+2m2=p
m1,m2≥0

p∏
j=1

(−Nn,j(X))
mj

mj !jmj
, (3.4)

∀p ≥ 3, Rn,p(X) := (−1)p
∑

m1+2m2+...+pmp=p
m1,...,mp≥0
∃j≥3,mj>0

p∏
j=1

(−Nn,j(X))
mj

mj !jmj
. (3.5)

Note that Mn,p(X) can itself be rewritten as

Mn,p(X) = (−1)p
bp/2c∑
m=0

(−Nn,1(X))
p−2m

(−Nn,2(X))
m

(p− 2m)!m!2m

=

bp/2c∑
m=0

(−1)m (Nn,1(X))
p−2m

[(Nn,2(X)− 1 + 1)
m

]

(p− 2m)!m!2m

=

bp/2c∑
m=0

(−1)m (Nn,1(X))
p−2m

(p− 2m)!m!2m

[
m∑
k=0

(
m

k

)
(Nn,2(X)− 1)

k

]

=

bp/2c∑
k=0

bp/2c∑
m=k

(−1)m (Nn,1(X))
p−2m

(p− 2m)!k!(m− k)!2m
(Nn,2(X)− 1)

k

=

bp/2c∑
k=0

(−1)k

k!2k
(Nn,2(X)− 1)

k
bp/2c∑
m=k

(−1)m−k (Nn,1(X))
p−2k−2(m−k)

(p− 2k − 2(m− k))!(m− k)!2m−k
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m→m−k
=

bp/2c∑
k=0

(−1)k

k!2k
(Nn,2(X)− 1)

k
b(p−2k)/2c∑

m=0

(−1)m (Nn,1(X))
p−2k−2m

(p− 2k − 2m)!m!2m

=

bp/2c∑
k=0

(−1)k

k!2k
(Nn,2(X)− 1)

k Hp−2k(Nn,1(X))

(p− 2k)!
.

In other words, we have for every p ≥ 0,

Hp(Nn,1(X))

p!
= en,p(X)−Rn,p(X)

−
bp/2c∑
k=1

(1−Nn,2(X))
k

k!2k
Hp−2k(Nn,1(X))

(p− 2k)!︸ ︷︷ ︸
=0 if p=0

.
(3.6)

Then, interchanging the role played by Hk(Nn,1(X)) and en,k(X)− Rn,k(X) in the last
Equation (3.6), leads to the following key formula.

Proposition 1. For every p ≥ 1 we have the relation

Hp (Nn,1(X))

p!
=

b p2 c∑
k=0

(−1)k(1−Nn,2(X))k

2kk!
(en,p−2k(X)−Rn,p−2k(X)) . (3.7)

Proof of Proposition 1. Let us first assume that p is an even integer, namely p = 2q with
q ≥ 2. If we formally introduce the notations t =

1−Nn,2(X)
2 and for all k ≥ 0

ak :=
H2k (Nn,1(X))

k!
, bk := en,2k(X)−Rn,2k(X), ck(t) :=

tk

k!
,

then Equation (3.6) reads as follows, for all q ≥ 1

aq = bq −
q∑

k=1

tk

k!
aq−k,

which in turn implies that for all q ≥ 1

aq +

q∑
k=1

tk

k!
aq−k =

q∑
k=0

tk

k!
aq−k = [a ∗ c(t)]q = bq.

Since our conventions entail that b0 = a0c0 = 1 we have a∗c(t) = b which can be reversed
so that a = b ∗ c(−t). As a result, for all q ≥ 1 we get indeed

H2q (Nn,1(X))

(2q)!
=

q∑
k=0

(Nn,2(X)− 1)k

2kk!

(
en,(2q−2k)(X)−Rn,(2q−2k)(X)

)
.

The case of odd integers can be managed exactly in the same way. Precisely, if we set

ãk :=
H2k+1 (Nn,1(X))

k!
, b̃k = en,2k+1(X)−Rn,2k+1(X),

then Equation (3.6) becomes this time, for every q ≥ 0

ãq = b̃q −
q∑

k=1

tk

k!
ãq−k,
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which in turn implies for all q ≥ 0 that ã ∗ c(t) = b̃(t). Reversing again the relations we
naturally obtain for every q ≥ 0 that

H2q+1 (Nn,1(X))

(2q + 1)!
=

q∑
k=0

(Nn,2(X)− 1)k

2kk!

(
en,2(q−k)+1(X)−Rn,2(q−k)+1(X)

)
.

Let us introduce the following quantity, which will play an important role in the sequel

Rn,p := Ê

−Rn,p(X) +

b p2 c∑
k=1

(Nn,2(X)− 1)k

k!
(en,p−2k(X)−Rn,p−2k(X))

 . (3.8)

Then, taking the expectation with respect to Ê in Equation (3.7) yields the key decompo-
sition

1

p!
× Ê [Hp(Sn(X))] = Ê [en,p(X)] +Rn,p. (3.9)

As we shall see in the next section, the term Rn,p can be thought as a remainder term
as n goes to infinity, so that Equation (3.9) in fact allows to reduce the study of the
asymptotics of

√
n Ê [Hp(Sn(X))] to the one of

√
n Ê [en,p(X)]. The advantage and the

pertinence of this approach is that there exists universality results for homogeneous
polynomials that allow to establish central limit Theorems outside the Gaussian context.
In some sense, the last Equation (3.9) will enable us to extend Gaussian techniques used
in the proof of Theorem 1 to the non-Gaussian framework.

3.4 Some technical estimates

As announced just above, the goal of this section is to establish that, as n goes to
infinity, the term Rn,p in the last Equation (3.9) goes to zero in a suitable sense, keeping
track of the dependence in the parameter p. To facilitate the reading of the paper, the
(rather technical) proofs of all the results stated in this section are postponed in the last
Section 4 of the article.

The first lemma below deals with an L2 estimate with respect to P of terms of the
form Ê [en,p(X)(1−Nn,2(X))] which appear in the definition of Rn,p in Equation (3.8).
Namely, we have the following upper bound.

Lemma 8. There exists a positive constant C such that, as n goes to infinity,

nE
[
Ê [en,p(X)(1−Nn,2(X))]

2
]
≤ C

n(p− 1)!
.

The next lemma allows to treat, in a P−almost sure sense, the analogue quantities
with higher powers of (1−Nn,2(X)). Again, we search for estimate which behaves nicely
in function of both variables n and p.

Lemma 9. There exists a positive constant C(ω) such that for every j ≥ 2 and every
p, n ≥ 1 we have P−almost surely

√
n
∣∣∣Ê [(1−Nn,2(X))

j
en,p(X)

]∣∣∣ ≤ C(ω)j
√

log(n)
j n

7
8−

j
2

p!
1
4

.

Finally, the third lemma below provides an almost sure estimation of the quantity
|Rn,p(X)| for which it appears crucial to track the dependency with respect to the
parameter p. In the statement below, we separate small values of p from large ones since
the arguments in the proof differ. Note that the hypothesis that the sixth moment of the
random coefficient is finite plays an important role here.
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Lemma 10. There exists a positive constant C = C(ω) such that for any p ∈ {3, 4, 5, 6}
and uniformly in X we have P−almost surely

|Rn,p(X)| ≤ C(ω)log(n)2

n
, (3.10)

and for all p ≥ 7

|Rn,p(X)| ≤ C(ω) log(n)p/2 max

(
1

n

p7[
p
72

]
!
,

1

n
3p
20

)
. (3.11)

Based on the previous estimates, we can now formally state in which sense the family
of variables (Rn,p) are negligible as n→∞. Precisely, we have the following theorem,
whose detailed proof is also given in the last Section 4 of the article.

Theorem 4. Under Condition (1.5), the following sequence of random variables is well
defined and tends to zero in distribution under P as n goes to infinity

√
n

∞∑
p=3

p! cp(φ)|Rn,p|
Law−−−−→
n→∞

0. (3.12)

Let us now go back to the key Equation (3.9) and examine how the above estimates
allow to reduce the convergence of

√
n Ê[φ(Sn(X)] to the one of the homogeneous sums

(
√
n Ê[en,p(X)])p≥1. Since, H0 ≡ 1 and H1(x) = x, we have

c0(φ) =

∫
R

φ(x)γ(dx), Ê [H1 (Sn(X))] = Ê[Sn(X)] = 0,

and thus, relying on Lemma 7, we may infer that almost surely with respect to P we have

√
n

(
Ê [φ (Sn(X))]−

∫
R

φ(x)γ(dx)

)
=
√
n lim
q→∞

q∑
p=2

cp(φ)Ê [Hp (Sn(X))] .

Then, thanks to Proposition 1 (Newton–Girard decomposition), we can write for every
q ≥ 3 that

√
n

q∑
p=1

cp(φ)Ê [Hp (Sn(X))] = c2(φ)
√
n Ê [H2 (Sn(X))]

+
√
n

q∑
p=3

p!cp(φ)Ê [en,p(X)] +
√
n

q∑
p=3

p!cp(φ)Rn,p.

Next, we use the last Theorem 4 to handle the remainder and we deduce that

lim
q→∞

√
n

q∑
p=3

p!cp(φ)Rn,p
Law−−−−→
n→∞

0.

As a result, to study the limit behavior of
√
n Ê[φ(Sn(X)] as n goes to infinity, one is then

left to studying the limit in distribution of the infinite series

√
n c2(φ)Ê [H2 (Sn(X))] +

√
n

∞∑
p=3

p!cp(φ)Ê [en,p(X)] ,

where the last sum converges P−almost surely. Moreover, one can even restrict to the
case of a finite sum. Indeed, let us recall that

√
n Ê [en,p(X)] =

1

n
p
2

∑
1≤k1<...<kp≤n

Ê

[
p∏
i=1

(aki cos(kiX) + bki sin(kiX))

]
.
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A simple computation then yields that

np!2E
[
Ê [en,p(X)]

2
]

= np!2EÊ [en,p(X)en,p(Y )]

= np!2
1

np

∑
k1<k2<···<kp

Ê

[
p∏
i=1

cos (ki (X − Y ))

]

= np!2
1

np

∑
k1<k2<···<kp

Ê

[
p∏
i=1

cos (kiX)

]

≤ np!2 1

np

∑
k1<k2<···<kp−1

1 ≤ np!2 1

np
np−1

(p− 1)!
= pp!.

As a result, keeping in mind that for every n ≥ 1 the random variables {EX [en,p(X)]}p≥1

form an orthogonal system we may infer that for any integer Q ≥ 1

E


√n ∞∑

p=Q

p!cp(φ)Ê [en,p(X)]

2
 =

∞∑
p=Q

nc2p(φ)p!2E
[
Ê [en,p(X)]

2
]

≤
∞∑
p=Q

c2p(φ)pp!.

Thanks to Condition (1.5), as noted in Remark 3, the rest of the last series goes to zero
as Q goes to infinity. This leads in particular to

lim sup
Q→∞

sup
n≥1

E


√n ∞∑

p=Q

p!cp(φ)Ê [en,p(X)]

2
 = 0. (3.13)

As a conclusion, to study the limit behavior of
√
n Ê[φ(Sn(X)] as n goes to infinity, it is

then sufficient to compute the limit in distribution of the finite sum

√
n c2(φ)Ê [H2 (Sn(X))] +

√
n

Q∑
p=3

p!cp(φ)Ê [en,p(X)] . (3.14)

The situation becomes now considerably simpler as we deal now with homogeneous,
finite degree polynomial expressions in terms of the coefficients {ak, bk}k≥1.

3.5 Universality principles for homogeneous sums

We can now complete the proof of our second main Theorem 2. The motivation behind
the introduction of the combinatorics material in Section 3.3 above, yielding to the study
of the asymptotics of the last Equation (3.14), is precisely that remarkable central
limit Theorems and invariance principles for homogeneous polynomial expressions
are already available in the literature, sometimes referred as noise stability or noise
sensitivity results, see [MOO10, NPR10] and the references therein.

The key observation here is that all the variables
√
n
(
Ê [en,p(X)]

)
3≤p≤Q

are then

homogeneous polynomials evaluated in the variables {ak, bk}1≤k≤n, without diagonal
terms in the precise sense of [NPR10, Definition 1.1]. Namely, in order to stick to the
notations of the latter reference, let us first remark that, under the probability P, the

whole family of random variables
(√

n Ê [en,p(X)]
)
n≥1,p≥3

has the same distribution as
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the new family
(√

n Ê [ẽn,p(X)]
)
n≥1,p≥3

where we have set

ẽn,p(X) :=
1

np/2

∑
1≤k1<...<kp≤n

p∏
i=1

(a2ki cos(kiX) + a2ki−1 sin(kiX)) .

If we introduce the set

Bp2n =

{
(k1, . . . , kp), 1 ≤ ki ≤ 2n,

@i 6= j, ki = kj
@(i, j), ki ∈ 2Z, kj = ki − 1

}
,

then expanding the product, we can write alternatively

√
n Ê [ẽn,p(X)] =

∑
1≤k1<...<kp≤2n

f2n,p(k1, . . . , kp)ak1 . . . akp ,

with f2n,p(k1, . . . , kp) being the following symmetric function vanishing on the diagonal
1

n
p−1
2

Ê

 ∏
i, ki∈2Z

j, kj∈2Z−1

cos

(
ki
2
X

)
sin

(
kj + 1

2
X

) if (k1, . . . , kp) ∈ Bpn,

0 if (k1, . . . , kp) /∈ Bpn.

In order to prove a central limit Theorem for both sequences(√
n Ê [ẽn,p(X)]

)
n≥1,3≤p≤Q

and
(√

n Ê [en,p(X)]
)
n≥1,3≤p≤Q

we will apply Theorem 1.2 of [NPR10], which allows to reduce the general central limit
Theorem to its Gaussian analogue.

The Gaussian case: suppose first that the variables {ak, bk}k≥1 are independent standard
Gaussian random variables. Then, relying on Theorem 3 and Remark 6 above, we may
infer that

(√
n Ê [Hp(Sn(X))]

)
3≤p≤Q

Law−−−−→
n→∞

N

0,


σ2

3 0 · · · 0

0 σ2
4

. . . 0
...

. . .
. . . 0

0 · · · 0 σ2
Q


 .

Now, for p ∈ {3, · · · , Q}, applying Equation (3.9), we have the decomposition

√
n Ê [Hp(X)] =

√
n p! Ê [en,p(X)] +

√
n p!Rn,p.

One may then apply Theorem 4 to the particular case of φ(x) = Hp(x) which naturally
fulfills the requirement (1.5) and we get

√
nRn,p → 0 in probability. Hence, by Slutsky

Lemma, one recovers (so far in the Gaussian case only) that(√
n p! Ê [en,p(X)]

)
3≤p≤Q

Law−−−−→
n→∞

N (0,Diag(σ2
3 , . . . , σ

2
Q))

and in the same way, since the vectors have the same law under P(√
n p! Ê [ẽn,p(X)]

)
3≤p≤Q

Law−−−−→
n→∞

N (0,Diag(σ2
3 , . . . , σ

2
Q)).
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The general case: Now, let us go back to the general case of i.i.d. non-Gaussian coeffi-
cients that are centered with unit variance and a bounded sixth moment. Recall that, as
computed in the end of Section 3.4, we have then the uniform bound

np!2E
[
Ê [en,p(X)]

2
]

= np!2E
[
Ê [ẽn,p(X)]

2
]
≤ pp!.

Given the convergence established just above in the Gaussian framework and relying
on Theorem 1.2 of [NPR10], due to the homogeneous nature of the sums, we then
automatically obtain the invariance principle(√

n p! Ê [ẽn,p(X)]
)

3≤p≤Q

Law−−−−→
n→∞

N (0,Diag(σ2
3 , . . . , σ

2
Q)),

and again since the sequences of the same law under P(√
n p! Ê [en,p(X)]

)
3≤p≤Q

Law−−−−→
n→∞

N (0,Diag(σ2
3 , . . . , σ

2
Q)).

Incorporating the second chaos component: In view of Equation (3.14), we are left to
incorporate the contribution coming from the second chaos projection. First, as noted in
Remark 1

√
n c2(φ)Ê [H2 (Sn(X))] =

√
n c2(φ)Ê

[(
Sn(X)2 − 1

)]
=

c2(φ)√
n

n∑
k=1

(
a2
k + b2k

2
− 1

)
.

By the standard central limit Theorem for independent and identically distributed random
variables, one then naturally deduce the convergence in distribution

√
n c2(φ)Ê [H2 (Sn(X))] −−−−→

n→∞
N
(

0,
c2(φ)2

2

(
E[a4

1]− 1
))

.

We are now left to establish the joint convergence of the variables
√
n Ê [H2 (Sn(X))] and(√

n p! Ê [en,p(X)]
)

3≤p≤Q
. To do so, it could be tempting to apply the multidimensional

Theorem 7.10 of [NPR10], but we have to pay attention here to the fact that the variables
{ak, bk} and {(a2

k + b2k)/2 − 1} are not independent, so that the result does not apply.
Instead, we can adapt the original proof, making use of the standard Lindeberg’s trick
consisting of replacing the variables one after the other by Gaussian ones. Doing so, one
gets the following proposition, whose detailed proof is given in Section 4.5.

Proposition 2. Under P, we have the following joint convergence in distribution as n
goes to infinity(

1√
n

n∑
k=1

(
a2
k + b2k

2
− 1

)
,
(√

n p! Ê [en,p(X)]
)

3≤p≤Q

)
Law−−−−→
n→∞

N (0,Σ),

with

Σ := Diag

(
E[a4

1]− 1

2
, σ2

3 , . . . , σ
2
Q

)
.

We can now complete the proof of Theorem 2. By Proposition 2, we get that

√
n c2(φ)Ê [H2 (Sn(X))] +

√
n

Q∑
p=3

p!cp(φ)Ê [en,p(X)]
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−−−−→
n→∞

N

(
0,
c2(φ)2

2

(
E(a4

1)− 1
)

+

Q∑
k=3

ck(φ)2σ2
k

)
.

Letting Q→∞ and relying on the tail estimate (3.13), we then obtain that

√
n c2(φ)Ê [H2 (Sn(X))] +

√
n

∞∑
p=3

p!cp(φ)Ê [en,p(X)]

−−−−→
n→∞

N

(
0,
c2(φ)2

2

(
E(a4

1)− 1
)

+

∞∑
k=3

ck(φ)2σ2
k

)
.

Note that, from Remark 1 and the expression of the limit variance in Theorem 3, we
have σ2

2 = 1 so that the above variance can be indeed rewritten

Σ2
φ :=

c2(φ)2

2

(
E(a4

1)− 1
)

+

∞∑
k=3

ck(φ)2σ2
k

=
c2(φ)2

2

(
E(a4

1)− 3
)

+

∞∑
k=2

ck(φ)2σ2
k

=
c2(φ)2

2

(
E(a4

1)− 3
)

+ σ2
φ,

which indeed completes the proof of Theorem 2.

4 Proofs of technical estimates

In this last section, we give the rather technical proofs of the lemmas and theorems
stated in Section 3.4, as well as the proof of the last Proposition 2 on the joint central
convergence.

4.1 Proof of Lemma 8

We first notice that Ê [en,p(X)(1−Nn,2(X))] can be made explicit as follows

Ê [en,p(X)(1−Nn,2(X))] =
1

n1+p/2

n∑
k0=1

∑
k1...,kp∈[|1,n|]
k1<...<kp

Ê [Ak(X)]

where we have set k = (k0, k1, . . . , kp) and

Ak(X) :=
[
(ak0 cos(k0X) + bk0 sin(k0X))2 − 1

]
×
∏p
i=1(aki cos(kiX) + bki sin(kiX)).

In particular, taking the square and the expectation with respect to P, we get

∆2 := E
[
Ê [en,p(X)(1−Nn,2(X))]

2
]

=
1

n2+p

∑
1≤k0,l0≤n

k1...,kp∈[|1,n|]
l1,...,lp∈[|1,n|]
k1<...<kp
l1<...<lp

EÊ [Ak(X)Al(Y )] .
(4.1)

The next lemma establishes the decorrelation of Ak(X) and Al(Y ) whenever multi-
indexes k and l are different. It plays a crucial role in the proof of Lemma 8.
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Lemma 11. If k 6= l, then E [Ak(X)Al(Y )] = 0.

Proof of Lemma 11. Let us first show that E [Ak(X)Al(Y )] = 0 as soon as we have
(k1, . . . , kp) 6= (l1, . . . , lp). Indeed, suppose that there exists 1 ≤ r ≤ n such that kr /∈
{lj , 1 ≤ j ≤ p}. Then, in the case where we further assume that k0, l0 /∈ {ki, lj , 1 ≤ i, j ≤
p}, by independence of the coefficients, one can write

Ak(X)Al(Y ) = (akr cos(krX) + bkr sin(krX))B

where B is integrable and independent of (akr , bkr ). In particular, we get

E [Ak(X)Al(Y )] = E[(akr cos(krX) + bkr sin(krX))]E[B] = 0.

In the same way, if kr = k0 6= l0, we can decompose Ak(X)Al(Y ) as[
(akr cos(krX) + bkr sin(krX))3 − (akr cos(krX) + bkr sin(krX))

]
B′

where B′ is integrable and independent of (akr , bkr ). In particular, since the coefficients
are symmetric, we get again E [Ak(X)Al(Y )] = 0. In the last case where kr = k0 = l0, we
have the similar decomposition

(akr cos(krX) + bkr sin(krX))
[
(akr cos(krX) + bkr sin(krX))2 − 1

]2
B′′

where B′′ is again independent of (akr , bkr ) and the same conclusion holds. Let us now
suppose that (k1, . . . , kp) = (l1, . . . , lp) and k0 6= l0. In the case where we have moreover
k0 /∈ {ki = li, 1 ≤ i ≤ p}, we have as above

Ak(X)Al(Y ) =
[
(ak0 cos(k0X) + bk0 sin(k0X))2 − 1

]
C

where C is integrable and independent of (ak0 , bk0) so that again E [Ak(X)Al(Y )] = 0. In
the last case where k0, l0 ∈ {ki = li, 1 ≤ i ≤ p}, one can write similarly Ak(X)Al(Y ) as
the product[

(ak0 cos(k0X) + bk0 sin(k0X))3 − (ak0 cos(k0X) + bk0 sin(k0X))
]
C ′

where C ′ is integrable and independent of (ak0 , bk0), hence the result. As a conclusion
we get E [Ak(X)Al(Y )] = 0 if k 6= l.

By Lemma 11, Equation (4.1) simplifies into

∆2 =
1

n2+p

∑
1≤k0≤n

k1...,kp∈[|1,n|]
k1<...<kp

EÊ [Ak(X)Ak(Y )] , (4.2)

and we are left with estimating the term EÊ [Ak(X)Ak(Y )].

Case 1: Let us first suppose that k0 /∈ {ki, 1 ≤ i ≤ p}. Taking the expectation with
respect to P, we get by independence of the coefficients

E [Ak(X)Ak(Y )] = E

[ [
(ak0 cos(k0X) + bk0 sin(k0X))2 − 1

]
×
[
(ak0 cos(k0Y ) + bk0 sin(k0Y ))2 − 1

] ]

×
p∏
i=1

E [(aki cos(kiX) + bki sin(kiX))(aki cos(kiY ) + bki sin(kiY ))].
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A direct computation then yields the expression

E [Ak(X)Ak(Y )] =

(
E[a4

k0
]− 1

2

)
p∏
i=1

cos(ki(X − Y ))

+

(
E[a4

k0
] + 1

4

)
cos(2k0(X − Y ))

p∏
i=1

cos(ki(X − Y ))

+

(
E[a4

k0
]− 3

4

)
cos(2k0(X + Y ))

p∏
i=1

cos(ki(X − Y )).

(4.3)

Case 2: Let us now suppose that k0 ∈ {ki, 1 ≤ i ≤ p}. A rather fastidious but direct
computation then yields similarly

E [Ak(X)Ak(Y )] =

1

32

(
2E[a6

k0 ] + 6E[a4
k0 ]
)

cos(3k0(X − Y ))
∏

1≤i≤p
ki 6=k0

cos(ki(X − Y ))

+
1

32

(
18E[a6

k0 ] + 6E[a4
k0 ]− 16

)
cos(k0(X − Y ))

∏
1≤i≤p
ki 6=k0

cos(ki(X − Y ))

+
1

32

(
6E[a6

k0 ]− 38E[a4
k0 ] + 24

)
cos(3k0X + k0Y )

∏
1≤i≤p
ki 6=k0

cos(ki(X − Y ))

+
1

32

(
6E[a6

k0 ]− 38E[a4
k0 ] + 24

)
cos(k0X + 3k0Y )

∏
1≤i≤p
ki 6=k0

cos(ki(X − Y )).

(4.4)

Taking the expectation with respect to P̂, we have

Ê

[
p∏
i=1

cos(ki(X − Y ))

]
= Eε

[
1∑p

i=1 εiki=0

]
where ε = (ε1, . . . , εp) is a p−uplet of independent Rademacher random variables with
P(ε1 = 1) = P(ε1 = −1) = 1/2. In particular, we have

1

np

∑
k1...,kp∈[|1,n|]
k1<...<kp

Ê

[
p∏
i=1

cos(ki(X − Y ))

]

= Eε

 1

np

∑
k1...,kp∈[|1,n|]
k1<...<kp

1∑p
i=1 εiki=0

 ≤ 1

np

∑
k1...,kp−1∈[|1,n|]
k1<...<kp−1

1 =
1

n(p− 1)!
.

In the same manner, we get

Ê

[
cos(2k0(X − Y ))

p∏
i=1

cos(ki(X − Y ))

]
= Eε

[
12ε0k0+

∑p
i=1 εiki=0

]
,
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where ε = (ε0, ε1, . . . , εp) is a (p+1)−uplet of independent Rademacher random variables,
from which we deduce that

1

n1+p

∑
1≤k0≤n

k1...,kp∈[|1,n|]
k1<...<kp

Ê

[
cos(2k0(X − Y ))

p∏
i=1

cos(ki(X − Y ))

]
≤ 1

np!

Proceeding similarly for each of the terms in Equations (4.3) and (4.4), and coming back
to Equation (4.2), we obtain that there exists a universal constant C = C

(
E[a4

k0
],E[a6

k0
]
)

such that

nE
[
Ê [en,p(X)(1−Nn,2(X))]

2
]
≤ C

n(p−1)! . (4.5)

4.2 Proof of Lemma 9

We now proceed with the proof of Lemma 9. We first notice that

Nn,2(X) =
1

n

n∑
k=1

(ak cos(kX) + bk sin(kx))
2

=
1

n

n∑
k=1

a2
k cos2(kX) + b2k sin2(kX) + akbk sin(2kX)

=
1

n

n∑
k=1

a2
k + b2k

2
+

1

n

n∑
k=1

a2
k − b2k

2
cos(2kX) +

1

n

n∑
k=1

akbk sin(2kX).

To control the term |1−N2,n(X)|, we will use different laws of iterated logarithm. First,
using the standard law of iterated logarithm for i.i.d. variables, and since we have
trivially log ◦ log� log, we have that P−almost surely, there exists a constant C = C(ω)

such that ∣∣∣∣∣
n∑
k=1

a2
k + b2k

2
− n

∣∣∣∣∣ ≤ C(ω)
√
n log(n).

Two handle the two remaining terms, we use the law of iterated logarithm for random
trigonometric polynomials, as established in [SZ54, Thm 4.3.1 p.270]. Let us recall it
below. Take (rk)k≥1 some deterministic sequence, and (εk)k≥1 an independent sequence
of Rademacher symmetric random variables. Then, almost surely

lim sup
n→∞

sup
θ∈[0,2π]

∣∣∣∣∣
n∑
k=1

εkrk cos(kθ)

∣∣∣∣∣√
log(n)

∑n
k=1 r

2
k

≤ 2. (4.6)

Besides, as noticed in [SZ54, p 265], this result can be extended in the same way to
linear combinations of sine functions. Now, if (Xk) is a sequence of i.i.d. symmetric
random variables, one can always identify the laws of (Xk) and (εkXk) where (εk) is an
independent sequence of i.i.d. symmetric Rademacher variables. Applying (4.6) with
respect to the Rademacher variables conditionally to (Xk), we then get that almost
surely, there exists a constant C = C(ω) such that

sup
θ∈[0,2π]

∣∣∣∣∣
n∑
k=1

Xk cos(kθ)

∣∣∣∣∣ ≤ C(ω)
√

log(n)

√√√√ n∑
k=1

X2
k , (4.7)

and similarly for random combinations of sine functions. In our context, note that the
random variables {akbk}k≥1 and {a2

k − b2k}k≥1 are symmetric, therefore applying (4.7)
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combined with the strong law of large numbers, we get that almost surely, there exists a
constant C = C(ω) > 0 such that

sup
x∈[0,2π]

∣∣∣∣∣
n∑
k=1

a2
k − b2k

2
cos(2kx)

∣∣∣∣∣ ≤ C(ω)
√

log(n)

√√√√ n∑
k=1

(
a2
k − b2k

2

)2

≤ C(ω)
√
n log(n),

and similarly

sup
x∈[0,2π]

∣∣∣∣∣
n∑
k=1

akbk sin(2kx)

∣∣∣∣∣ ≤ C(ω)
√
n log(n).

Gathering all theses bounds implies that P−almost surely

sup
x∈[0,2π]

|1−Nn,2(x)| ≤ C(ω)

√
log(n)

n
. (4.8)

Hence, for all j ≥ 2 the latter implies that

∣∣∣Ê [(1−Nn,2(X))
j
en,p(X)

]∣∣∣ ≤ Ê [|en,p(X)|]C(ω)j
√

log(n)

n

j

. (4.9)

Thus, one is left to estimate the remaining term Ê [|en,p(X)|]. We simply notice that

EÊ
[
en,p(X)2

]
≤ 1

p! , indeed by independence of {ak, bk}k≥1 one has uniformly in X

E
[
en,p(X)2

]
=

1

np

∑
k1<k2<···<kp

p∏
i=1

E
[
(aki cos(kiX) + bki sin(kiX))

2
]

so that

E
[
en,p(X)2

]
≤ 1

p!
. (4.10)

Since we have assumed the finiteness of the sixth-moment of the random variables
{ak, bk}k≥1 we may use hypercontractivity results for the homogeneous sum en,p(X), see
for example [MOO10, Propositions 3.11 and 3.12], which entail the fact that L2 and L4

norms are equivalent for this sequence of random variables. More precisely, Proposition
3.12 of the latter reference guarantees that for some constant C > 0 and uniformly in
the variable X

E
[
en,p(X)4

]
≤ Cp

p!2
. (4.11)

Note that, one could have obtained the same kind of estimate by a simple computation
of E

[
en,p(X)4

]
, but we used the above hypercontrativity argument in order to avoid

computations.
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By Markov inequality, we have then

P

(∑
p

p!
1
4 Ê [|en,p(X)|] > n

3
8

)
≤ 1

n
3
2

E

(∑
p

p!
1
4 Ê [|en,p(X)|]

)4


=
1

n
3
2

∑
p1,p2,p3,p4

(
4∏
i=1

pi!

)1/4

E

[
4∏
i=1

Ê [|en,pi(X)|]

]

≤ 1

n
3
2

∑
p1,p2,p3,p4

(
4∏
i=1

pi!

)1/4 4∏
i=1

EÊ
[
en,pi(X)4

] 1
4

(4.11)
≤ 1

n
3
2

∑
p1,p2,p3,p4

(
4∏
i=1

pi!

)1/4( 4∏
i=1

Cpi

pi!2

)1/4

≤ C

n
3
2

.

Hence, relying on Borel–Cantelli Lemma, there exists a constant C(ω) > 0 such that for
every p, n ≥ 1 we have

Ê [|en,p(X)|] ≤ C(ω)
n

3
8

p!
1
4

. (4.12)

Combining (4.9) and (4.12) gives that, P−almost surely, there exists a constant C(ω) > 0

such that for every j ≥ 2 and every n, p ≥ 1, we have

√
n
∣∣∣Ê [(1−Nn,2(X))

j
en,p(X)

]∣∣∣ ≤ C(ω)j
√

log(n)
j n

7
8−

j
2

p!
1
4

.

which brings the desired conclusion.

4.3 Proof of Lemma 10

We now give the proof of Lemma 10 which provides bounds for the remainder
term Rn,p and tracks the dependence on the integer p. Recall that by convention
Rn,1 = Rn,2 = 0. Let us first give uniform bounds on the terms N1,n(X) and N3,n(X).
Here and in the sequel, C(ω) stands for a constant only depending on {ak, bk} and which
may change from line to line. We proceed as in the proof of Lemma 9, using the law of
iterated logarithm established by Salem and Zygmund. Namely, using the estimate (4.7),
since the variables {ak, bk}k≥1 are symmetric, there exists a constant C = C(ω) such
that P−almost surely

sup
x∈[0,2π]

∣∣∣∣∣
n∑
k=1

ak cos(kx) + bk sin(kx)

∣∣∣∣∣ ≤ C(ω)
√

log(n)

√√√√ n∑
k=1

a2
k + b2k

≤ C(ω)
√
n log(n).

so that uniformly in X

|Nn,1(X)| ≤ C(ω)
√

log(n). (4.13)
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We deal with the term |Nn,3(X)| in the same manner. Indeed, expanding the cube and
linearising the trigonometric functions, we have

n∑
k=1

(ak cos(kx) + bk sin(kx))
3

=

n∑
k=1

a3
k cos3(kx) +

n∑
k=1

b3k sin3(kx)

+3

n∑
k=1

a2
kbk cos2(kx) sin(kx) + 3

n∑
k=1

akb
2
k cos(kx) sin2(kx)

=

n∑
k=1

a3
k ×

3 cos(kx) + cos(3kx)

4
+

n∑
k=1

b3k ×
3 sin(kx)− sin(3kx)

4

+3

n∑
k=1

a2
kbk ×

sin(kx)− sin(3kx)

4
+ 3

n∑
k=1

akb
2
k ×

cos(kx)− cos(3kx)

4
.

Then, noticing that all the variables a3
k, b

3
k, a

2
kbk and akb2k are symmetric, we may apply

the estimate (4.7) for each of the eight terms above and we conclude that uniformly in X

|Nn,3(X)| ≤ 1

n3/2]
sup

x∈[0,2π]

∣∣∣∣∣
n∑
k=1

(ak cos(kx) + bk sin(kx))
3

∣∣∣∣∣
≤ C(ω)

√
log(n)

n3/2

√√√√ n∑
k=1

a6
k + b6k + a4

kb
2
k + a2

kb
4
k

 ,

so that

|Nn,3(X)| ≤ C(ω)

√
log(n)

n
. (4.14)

By definition, for p = 3, we have

Rn,3(X) =
1

3
Nn,3(X), therefore |Rn,3(X)| ≤ C(ω)

√
log(n)

n
.

For j ∈ {4, 5, 6}, we simply write

|Nn,j(X)| ≤ 1

n
j
2−1

1

n

n∑
k=1

(|ak|+ |bk|)j︸ ︷︷ ︸
Law of large numbers

≤ C(ω)

n
j−2
2

≤ C(ω)

n
. (4.15)

Injecting these estimates in the trivial upper bound

|Rn,p(X)| ≤
∑

m1+2m2+···+pmp=p
m1≥0,··· ,mp≥0
∃j≥3,mj>0

 p∏
j=1

1

mj !jmj

 p∏
j=1

|Nn,j(X)|mj , (4.16)

we get

|Rn,4(X)| ≤ 1

3
|Nn,1(X)Nn,3(X)|+ 1

4
|Nn,4(X)| ≤ C(ω)

log(n)

n
.

In the same way, using (4.8), we get

|Rn,5(X)| ≤ 1

6

∣∣Nn,1(X)2Nn,3(X)
∣∣+

1

6
|Nn,2(X)Nn,3(X)|

+
1

4
|Nn,1(X)Nn,4(X)|+ 1

5
|Nn,5(X)| ≤ C(ω)

√
log(n)

3

n
,
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and

|Rn,6(X)| ≤ 1

6
|Nn,1(X)Nn,2(X)Nn,3(X)|+ 1

6

∣∣Nn,1(X)3Nn,3(X)
∣∣

+
1

8

∣∣Nn,3(X)2
∣∣+

1

8
|Nn,2(X)Nn,4(X)|+ 1

8

∣∣Nn,1(X)2Nn,4(X)
∣∣

+
1

5
|Nn,1(X)Nn,5(X)|+ 1

6
|Nn,6(X)| ≤ C(ω)

log(n)2

n
.

Let us now consider larger values of p. As we have assumed a finite 6−th moment for
the random variables {ak, bk}k≥1, using Markov inequality we get

P
(
|ak| ≥ k

1
5

)
≤
E
[
|a1|6

]
k

6
5

.

Hence, Borel–Cantelli Lemma ensures that, for some constant C(ω) > 0, we have

∀k ≥ 1, |ak|+ |bk| ≤ C(ω)k
1
5 .

As a result, for every j ≥ 7 the triangular inequality entails

|Nn,j(X)| =
1

n
j
2

∣∣∣∣∣
n∑
k=1

(ak cos(kX) + bk sin(kX))
j

∣∣∣∣∣
≤ C(ω)j−6

n
j
2

n∑
k=1

k
j−6
5 (|ak|+ |bk|)6

≤ C(ω)j−6 n
j−6
5

n
j
2−1
× 1

n

n∑
k=1

(|ak|+ |bk|)6

︸ ︷︷ ︸
Law of large numbers

≤ C(ω)j−6 1

n
1
5 + 3j

10

. (4.17)

Combining the estimates (4.8), (4.13), (4.14), (4.15), (4.17), we get for p ≥ 7

p∏
j=1

|Nn,j(X)mj | ≤ C(ω)m1+m2+m3
log(n)

m1+m3
2

nm3

×
6∏
j=4

(
C(ω)

n

)mj p∏
j=7

(
C(ω)j−6

n
1
5 + 3j

10

)mj

≤ C(ω)2p log(n)
p
2 ×

(
1

n

)∑6
j=3mj+ 1

5

∑p
j=7mj+ 3

10

∑p
j=7 jmj

.

(4.18)

Notice that under the condition
∑p
j=1 jmj = p and ∃j ≥ 3,mj > 0, we have always

6∑
j=3

mj +
1

5

p∑
j=7

mj +
3

10

p∑
j=7

jmj ≥ 1,

and naturally if
∑p
j=7 jmj ≥ p/2

6∑
j=3

mj +
1

5

p∑
j=7

mj +
3

10

p∑
j=7

jmj ≥
3p

20
.

Let us come back to the upper bound (4.16) and remark that on the one hand∑
m1+2m2+···+pmp=p

m1≥0,··· ,mp≥0
∃j≥3,mj>0

p∏
j=1

1

mj !jmj
≤ 1,
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and on the other hand that, if
∑p
j=7 jmj < p/2, we have necessarily that m1 + 2m2 + · · ·+

6m6 >
p
2 so that there is an index i ∈ {1, 2, 3, 4, 5, 6} such that imi ≥ p

12 and in that case

p∏
j=1

1

mj !jmj
≤ 1[

p
72

]
!

p∏
j=7

1

mj !jmj
.

As a result, for p ≥ 7, we obtain from Equations (4.16) and (4.18) that

|Rn,p(X)| ≤ C(ω)2p log(n)
p
2 ×


1

n
3p
20

+
1

n

1[
p
72

]
!

∑
m1≥0,··· ,mp≥0∑p

j=1 jmj=p∑p
j=7 jmj<p/2

p∏
j=7

1

mj !jmj

.

Otherwise, the last sum can be upper bounded by

∑
m1≥0,··· ,mp≥0∑p

j=1 jmj=p∑p
j=7 jmj<p/2

p∏
j=7

1

mj !jmj
≤

∑
0≤mi≤p
1≤i≤6

∑
0≤mi≤+∞
7≤i≤+∞

p∏
j=7

1

mj !jmj

≤ (p+ 1)6 exp

(
1

7
+

1

8
+ . . .+

1

p

)
≤ Cp7.

Therefore, we conclude that

|Rn,p(X)| ≤ C(ω)2p log(n)
p
2 ×

(
1

n
3p
20

+
p7

n

1[
p
72

]
!

)

≤ 2C(ω)2p log(n)
p
2 ×max

(
1

n
3p
20

,
p7

n

1[
p
72

]
!

)
.

4.4 Proof of Theorem 4

Let us now give the proof of Theorem 4 ensuring that the term Rn,p can be treated
as a remainder term. First of all, using the content of Lemma 10, we may infer that

√
n

∣∣∣∣∣
∞∑
p=3

p!cp(φ)Rn,p(X)

∣∣∣∣∣ ≤ C(ω) log(n)2

√
n

6∑
p=3

p!|cp(φ)|

+C(ω) log(n)p/2
√
n

∞∑
p=7

p!|cp(φ)|max

(
1

n

p7

b p72c!
,

1

n
3p
20

)
.

On the one hand, we notice that under Condition (1.5), the following series is convergent

∞∑
p=7

p!|cp(φ)| p
7

b p72c!
<∞.

On the other hand, by dominated convergence, we have also

lim
n→+∞

√
n

∞∑
p=7

p!|cp(φ)| 1

n
3p
20

= 0.
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Indeed, for n and p large enough, we have n
1
2−

3p
20 ≤ Ap where A is the positive constant

appearing in Condition (1.5). As a result, uniformly in the variable X, we have P−almost
surely

lim
n→+∞

√
n

∣∣∣∣∣
∞∑
p=3

p!cp(φ)Rn,p(X)

∣∣∣∣∣ = 0.

Note that, since all the bounds are uniform in X ∈ [0, 2π] the involved series are
convergent and we can interchange limit and expectation to get

√
n Ê

[ ∞∑
p=3

p!cp(φ)Rn,p(X)

]
a.s.−−−−→
n→∞

0. (4.19)

Then we fix an integer Q ≥ 1 and we write

Ê

√n Q∑
p=3

p!cp(φ)

b p2 c∑
k=1

(Nn,2(X)− 1)k

2kk!
(en,p−2k(X)−Rn,p−2k(X))


=
√
n

Q∑
p=3

p!cp(φ)

2
Ê [(Nn,2(X)− 1) en,p−2(X)]

+
√
n

Q∑
p=4

p!cp(φ)

b p2 c∑
k=2

(−1)k

2kk!
Ê
[
(1−Nn,2(X))ken,p−2k(X)

]
+
√
n

Q∑
p=5

p!cp(φ)

b p2 c∑
k=1

(−1)k+1Ê

[
(1−N2,n(X))k

2kk!
Rn,p−2k(X)

]
:= An,Q +Bn,Q + Cn,Q.

Let us first deal with An,Q. Relying on Lemma 8 and Minkowski inequality one obtains
(for a constant C > 0 possibly changing from line to line)

√
E
[
A2
n,Q

]
≤

Q∑
p=3

p!|cp(φ)|
2

‖
√
n Ê [(Nn,2(X)− 1) en,p−2(X)] ‖2︸ ︷︷ ︸

=O
(√

1√
n(p−1)!

)
using Lemma 8

≤ C

n
1
4

∞∑
p=3

p!|cp(φ)|√
(p− 1)!︸ ︷︷ ︸

<∞ under (?)

.

Letting Q→∞ and then n→∞ we obtain that An,∞, which exists and belongs to L2(P),
tends to zero in L2(P) and thus in probability.

Let us now deal with the term Bn,Q. Using Lemma 9 and the triangle inequality, we
get (for some absolute constant C(ω) > 0 possibly changing from line to line)

|Bn,Q| ≤
Q∑
p=4

p!|cp(φ)|
b p2 c∑
k=2

1

2kk!

√
n
∣∣∣Ê [(1−Nn,2(X))ken,p−2k(X)

]∣∣∣
Lemma 9
≤

Q∑
p=4

p!|cp(φ)|
b p2 c∑
k=2

C(ω)k

2kk!

√
log(n)

k n
7
8−

k
2

(p− 2k)!
1
4

.
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To remove the logarithm in the numerator, we can simply argue that√
log(n) ≤ Cn 1

32 and thus
√

log(n)
k
n

7
8−

k
2 ≤ C n 7

8−
15k
32 .

Then we distinguish two cases, either k ≥ max
(
bp4c, 2

)
and we get

1

2kk!

n
7
8−

15k
32

(p− 2k)!
1
4

≤ 1

bp4c!
n

7
8−

15b p
4
c

32 ≤ 1

bp4c!
1

n
1
16

.

Otherwise k ≤ bp4c and we get (since k ≥ 2 anyway) that

1

2kk!

n
7
8−

15k
32

(p− 2k)!
1
4

≤ 1

n
1
16

1

bp2c!
.

Gathering these two facts, one obtains

|Bn,Q| ≤ C(ω)

Q∑
p=4

p!|cp(φ)| p
2
C(ω)p

(
1

bp4c!
1

n
1
16

+
1

n
1
16

1

bp2c!

)

≤ 1

n
1
16

Q∑
p=4

p p!C(ω)p

bp4c!
|cp(φ)|.

Following Remark 3, the last series is convergent under the assumption (1.5) and thus
we may let Q→∞ and get that Bn,∞ is well-defined and tends to zero almost surely and
hence in probability as n goes to infinity.

It remains to handle the case of Cn,Q. Relying on Equation (4.8) established in the
proof of Lemma 9, we know that P−almost surely

|1−Nn,2(X)| ≤ C(ω)

√
log(n)√
n

.

Therefore, we get uniformly in X ∈ [0, 2π]

|Cn,Q| ≤
Q∑
p=5

p!|cp(φ)|
b p2 c∑
k=1

√
n C(ω)k

2kk!

(
log(n)

n

) k
2

sup
X
|Rn,p−2k(X)| .

Either k ≥ bp4c and in this case, given that for any value of p by Lemma 10, we have

sup
X
|Rn,p(X)| ≤ C(ω) log(n)max(2,p/2)

n
,

we get, since for any exponent log(n)q �
√
n,

Λn,p :=

√
n C(ω)k

2kk!

(
log(n)

n

) k
2

sup
X
|Rn,p−2k(X)| ≤ 1√

n

C(ω)p

bp4c!
.

In the opposite case where k < bp4c, and in the subcase where bp2c ≥ 7 that is to say if
p ≥ 14, we may use the second bound in Lemma 10 to get

Λn,p ≤ C(ω)p
log(n)

p−k
2

2kk!

(
1

n

bp2c
7

b p
144c!

+
1

n
3p
40

)
.

Gathering these two cases for p ≥ 14 and making the sum for k ∈ J1, bp2cK leads to

b p2 c∑
k=1

√
n C(ω)k

2kk!

(
log(n)

n

) k
2

sup
X
|Rn,p−2k(X)| ≤ p√

n

C(ω)p

bp4c!
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+ C(ω)p
(

1

n

bp2c
7

b p
144c!

+
1

n
3p
40

)
e

√
log(n)

2 .

Then, using a dominated convergence argument which is based on Condition (1.5) and
Remark 3, we may deduce that

∞∑
p=14

p!|cp(φ)|
(

p√
n

C(ω)p

bp4c!
+ C(ω)p

(
1

n

bp2c
7

b p
144c!

+
1

n
3p
40

)
e

√
log(n)

2

)
a.s.−−−−→
n→∞

0.

Finally, we can treat separately the finite number of terms p ∈ J5, 13K and let first Q go
to infinity and then n go to infinity in order to get that Cn,∞ goes almost surely to zero
as n goes to infinity. This concludes the proof of Theorem 4.

4.5 Proof of Proposition 2

We finally give here the non-trivial proof of Proposition 2 on the joint convergence
of the second and higher degree components. As mentioned in Section 3.5, the result
can not be deduced directly form the ones of [NPR10] since the variables {ak, bk} and
{(a2

k + b2k)/2− 1} are not independent. The proof below is largely inspired from the ones
of the latter reference and it relies on the Lindeberg’s replacement trick, for which we
need to introduce a certain number of convenient notations. For any finite collection of
variables (x,y) := (xk, yk)1≤k≤n we shall set

Q2 (x) =
1√
n

n∑
k=1

xk and ∀j ∈ {3, · · · , p}

Qj ((x,y)) =
1

n
j
2

∑
k1...,kj∈[|1,n|]
k1<...<kj

E

[
j∏
i=1

(xki cos(kiX) + yki sin(kiX))

]
.

Suppose that we are given the family of random variables {ak, bk} and another inde-
pendent family of i.i.d. standard Gaussian variables {gk, g̃k}. Then, we shall adopt the
following notations, ∀i ∈ J1, n− 1K

(x,y)0 = (ak, bk)1≤k≤n → zero replacements

(x,y)n = (gk, g̃k)1≤k≤n → n replacements

(x,y)i = {(g1, g̃1), · · · , (gi, g̃i), (ai+1, bi+1), · · · , (an, bn)},

that is, we replace the i−first pairs of variables by their Gaussian analogues. Assuming
that {ak, bk}k≥1 do not follow a symmetric Rademacher distribution, we may set

σ2 = Var

(
a2

1 + b21
2

− 1

)
=

1

2

(
E[a4

1]− 1
)
> 0.

Then, for some auxiliary sequence {zk}k≥1 of standard Gaussian random variables which
is independent of {ak, bk, gk, g̃k}k≥1, we need to introduce similarly, ∀i ∈ J1, n− 1K

u0 =
1√
σ

(
a2
k + b2k

2
− 1

)
1≤k≤n

un = (zk)1≤k≤n

ui =

{
z1, . . . , zi,

1√
σ

(
a2
i+1 + b2i+1

2
− 1

)
, . . . ,

1√
σ

(
a2
n + b2n

2
− 1

)}
.

In the same way, for any finite collection of variables (x,y) and any index i ∈ {1, · · · , n}
we set

(x,y)(i) = {(x1, y1), · · · , (xi−1, yi−1), (0,0), (xi+1, yi+1), · · · , (xn, yn)},
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that is to say the sequence that one obtains by setting xi = yi = 0 in (x,y). We also set
u(i) the sequence obtained by setting ui = 0 in u. In order to compare the distributions
of homogeneous polynomial with Gaussian and non-Gaussian entries, let us compare
their characteristic functions. With our “iterated replacements” notations, we thus want
to estimate, for any t = (t2, · · · , tp) ∈ Rp−1

∆n(t) = E
[
eit2Q2(u0)+i

∑p
l=3 tlQl((x,y)0)

]
− E

[
eit2Q2(un)+i

∑p
l=3 tlQl((x,y)n)

]

=

n∑
k=1

E

[
exp

(
it2Q2(uk−1) + i

p∑
l=3

tlQl
(
(x,y)k−1

))]

−
n∑
k=1

E

[
exp

(
it2Q2(uk) + i

p∑
l=3

tlQl ((x,y)k)

)]
.

=
∑n
k=1 (Ak −Bk) ,

where we have set

Ak := E

[
exp

(
it2Q2(uk−1) + i

p∑
l=3

tlQl
(
(x,y)k−1

))]

−E

[
exp

(
it2Q2(u

(k)
k−1) + i

p∑
l=3

tlQl

(
(x,y)

(k)
k−1

))]
and

Bk := E

[
exp

(
it2Q2(uk) + i

p∑
l=3

tlQl ((x,y)k)

)]

−E

[
exp

(
it2Q2(u

(k)
k ) + i

p∑
l=3

tlQl

(
(x,y)

(k)
k

))]
.

To proceed, we may decompose for any l ∈ {3, · · · , p} and k ∈ {1, · · · , n} the symmet-
ric sums in the following manner

Ql ((x,y)k) =
1

n
j
2

∑
k1...,kj∈[|1,n|]
k1<...<kj

k/∈{k1,··· ,kj}

E

[
j∏
i=1

(xki cos(kiX) + yki sin(kiX))

]

︸ ︷︷ ︸
=Rl,k

+
1

n
j
2

∑
k1...,kj∈[|1,n|]
k1<...<kj

k∈{k1,··· ,kj}

E

[
j∏
i=1

(xki cos(kiX) + yki sin(kiX))

]

︸ ︷︷ ︸
=Sl,k

and similarly

Ql
(
(x,y)k−1

)
=

1

n
j
2

∑
k1...,kj∈[|1,n|]
k1<...<kj

k/∈{k1,··· ,kj}

E

[
j∏
i=1

(xki cos(kiX) + yki sin(kiX))

]

︸ ︷︷ ︸
=R̃l,k
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+
1

n
j
2

∑
k1...,kj∈[|1,n|]
k1<...<kj

k∈{k1,··· ,kj}

E

[
j∏
i=1

(xki cos(kiX) + yki sin(kiX))

]

︸ ︷︷ ︸
=S̃l,k

.

We then notice that

Rl,k = Ql((x,y)
(k)
k ), R̃l,k = Ql((x,y)

(k)
k−1), (x,y)

(k)
k−1 = (x,y)

(k)
k .

Therefore, performing a Taylor expansion up to the order three at the points (x,y)
(k)
k−1

and u(k)
k−1, we get

Ak = it2E

[
e
it2Q2(u

(k)
k−1)+i

∑p
l=3 tlQl

(
(x,y)

(k)
k−1

)
1

σ
√
n

(
a2k+b2k

2 − 1
)]

+i
∑p
l=3 tlE

[
e
it2Q2(u

(k)
k−1)+i

∑p
l=3 tlQl

(
(x,y)

(k)
k−1

)
S̃l,k

]
− 1

2

∑p
l,l′=3 tltl′E

[
e
it2Q2(u

(k)
k−1)+i

∑p
l=3 tlQl

(
(x,y)

(k)
k−1

)
S̃l,kS̃l′,k

]
−
∑p
l′=3 t2tl′E

[
e
it2Q2(u

(k)
k−1)+i

∑p
l=3 tlQl

(
(x,y)

(k)
k−1

)
1

σ
√
n

(
a2k+b2k

2 − 1
)
S̃l′,k

]
− 1

2 t
2
2E

[
e
it2Q2(u

(k)
k−1)+i

∑p
l=3 tlQl

(
(x,y)

(k)
k−1

)
1
σ2n

(
a2k+b2k

2 − 1
)2
]

+O
(

maxl∈J3,pKE
[
|S̃l,k|3 +

a6k+b6k
n
√
n

])
.

In a similar way we have:

Bk = it2E

[
e
it2Q2(u

(k)
k )+i

∑p
l=3 tlQl

(
(x,y)

(k)
k

)
zk√
n

]
+i
∑p
l=3 tlE

[
e
it2Q2(u

(k)
k )+i

∑p
l=3 tlQl

(
(x,y)

(k)
k

)
Sl,k

]
− 1

2

∑p
l,l′=3 tltl′E

[
e
it2Q2(u

(k)
k )+i

∑p
l=3 tlQl

(
(x,y)

(k)
k

)
Sl,kSl′,k

]
−
∑p
l′=3 t2tl′E

[
e
it2Q2(u

(k)
k )+i

∑p
l=3 tlQl

(
(x,y)

(k)
k

)
zk√
n
Sl′,k

]
− 1

2 t
2
2E

[
e
it2Q2(u

(k)
k )+i

∑p
l=3 tlQl

(
(x,y)

(k)
k

)
z2k
n

]
+O

(
maxl∈J3,pKE

[
|Sl,k|3 +

z6k
n
√
n

])
.

One the one hand, since ak, bk, gk, g̃k, zk and σ−1
(
(a2
k + b2k)/2− 1

)
are centered and since

the index k appears in both Sk,l and S̃k,l but not in the variables (x,y)
(k)
k−1 = (x,y)

(k)
k

nor in u
(k)
k = u

(k)
k−1, then by independence the first order terms in the above Taylor

expansions vanish. On the other hand, as {ak, bk}k≥1 have a symmetric distribution then
computing the expectation with respect to terms of index k gives

p∑
l′=3

t2tl′E

[
e
it2Q2(u

(k)
k−1)+i

∑p
l=3 tlQl

(
(x,y)

(k)
k−1

)
1

σ
√
n

(
a2
k + b2k

2
− 1

)
S̃l′,k

]

=

p∑
l′=3

t2tl′E

[
e
it2Q2(u

(k)
k )+i

∑p
l=3 tlQl

(
(x,y)

(k)
k

)
zk√
n
Sl′,k

]
= 0.

In the same way, since { 1
σ
√
n

(
a2k+b2k

2 − 1
)
}k≥1 have variance one we get

E

[
e
it2Q2(u

(k)
k )+i

∑p
l=3 tlQl

(
(x,y)

(k)
k

)
z2
k

n

]
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= E

[
e
it2Q2(u

(k)
k−1)+i

∑p
l=3 tlQl

(
(x,y)

(k)
k−1

)
1

σ2n

(
a2
k + b2k

2
− 1

)2
]
.

Finally, taking into account that {ak, bk, gk, g̃k} are all independent, centered with vari-
ance one, we may compute the expectation with terms of index k as before and we get
that

p∑
l,l′=3

tltl′E

[
e
it2Q2(u

(k)
k )+i

∑p
l=3 tlQl

(
(x,y)

(k)
k

)
Sl,kSl′,k

]

=

p∑
l,l′=3

tltl′E

[
e
it2Q2(u

(k)
k−1)+i

∑p
l=3 tlQl

(
(x,y)

(k)
k−1

)
S̃l,kS̃l′,k

]
.

Hence, the terms of order two coincide in the Taylor expansions of Ak and Bk for every
k ∈ {1, · · · , n}. Gathering all these facts implies that the difference of characteristic
functions can be controlled as follows

∆n(t) =

n∑
k=1

Ak −Bk = O

(
1√
n

+

p∑
l=3

n∑
k=1

E
[
|Sl,k|3 + |S̃l,k|3

])
.

Then, relying on the hypercontractivity principle given in Lemma 4.2 of [NPR10], that
we apply for the sequence of independent random variables (x,y)k which is bounded in
L3 and the homogeneous sums Sl,k and S̃l,k, we get for some constant C depending on p
and E

[
a6

1

]
p∑
l=3

n∑
k=1

E
[
|Sl,k|3 + |S̃l,k|3

]
≤ C

p∑
l=3

max
1≤k≤n

√
E
[
S2
l,k

] n∑
k=1

E
[
S2
l,k

]

+C

p∑
l=3

max
1≤k≤n

√
E
[
S̃2
l,k

] n∑
k=1

E
[
S̃2
l,k

]
.

In order to conclude the proof, without loss of generality, we readopt the renumbering of
the homogeneous sums used at the beginning of Section 3.5. Namely we have that

max
1≤k≤n

√
E
[
S2
l,k

]
= max

1≤k≤n

√
E
[
S̃2
l,k

]
≤
√

Inf2k(f2n,l) + Inf2k−1(f2n,l)

≤
√

2 max
1≤i≤2n

Infi(f2n,l),

where, following the notations of [NPR10, e.q. (1.5)], Infi(f2n,l) denotes the influence of
the index i, namely

Infi(f2n,l) :=
∑

1≤i2<i3···<il≤2n

f2n,l(i, i2, · · · , il)2.

As established in Section 3.5, in the case of Gaussian coefficients, each of the homo-
geneous sums

√
nE [en,j(X)], which is induced by the symmetric kernel f2n,j , has a

Gaussian limit in distribution as n goes to infinity. Hence, relying on Equation (1.10) of
[NPR10], we know that for every j ∈ {3, · · · , p}, max1≤i≤2n Infi(f2n,j) goes to zero as n
goes to infinity. Finally, we also notice that

n∑
k=1

E
[
S̃2
l,k

]
=

n∑
k=1

E
[
S̃2
l,k

]
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=

n∑
k=1

∑
{2k,2k−1}∩{i1<i2<··· ,il}6=∅

f2n,l(i1, i2, · · · , il)2

=

2n∑
k=1

∑
k∈{i1<i2<··· ,il}

f2n,l(i1, i2, · · · , il)2

= E

[(√
n Ê [en,l(X)]

)2
]
≤ 1

(l − 1)!
,

in virtue of the computations of the L2-norm of
√
n Ê [en,l(X)] which are given at the end

of the Section 3.4. Gathering all these facts guarantees that ∆n(t), the difference of the
characteristic functions, tends to zero as n goes to infinity, which leads to the desired
conclusion.
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