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Summary

The phase field modeling of fracture is able to simulate the nucleation and the prop-
agation of complex crack patterns. However, the relatively small internal lengths
that are required usually lead to very fine meshes and high computational costs,
especially for three-dimensional applications. Unstable crack propagations are reg-
ularized through an implicit dynamics framework potentially leading to a very large
variation of time steps switching from a quasi-static regime to a dynamic one. Since
the fracture is a non-conservative and path dependent phenomenon, this strategy is
well adapted. It also provides a better control on the dissipated energy than adding
an artificial viscosity. It however increases the computational cost of the method.
To reduce the time to solution and exploit modern supercomputers, we propose a
domain decomposition framework and acceleration techniques for the phase field
fracture staggered solver. The displacement subproblem and the phase field one are
solved with parallel domain decomposition solvers. Dual domain decomposition
methods provide low cost preconditioner well adapted to the phase field subprob-
lem. For displacement subproblems undergoing unstable crack propagations, primal
domain decomposition methods are preferred to be less sensitive to the treatment of
floating substructures.
Preconditioners performances are assessed and scalability studies over academic test
cases, up to 324 subdomains, are presented. Finally, the robustness of the approach
is illustrated on two semi-industrial simulations.
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1 INTRODUCTION

The phase field modeling of fracture, also known as variational approach of fracture mechanics, has been widely developed
during the last decade. This approach appears to be a very promising tool to bridge damage mechanics (that can be used to
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determine the onset of failure) and fracture mechanics of quasi-brittle materials (which is used to predict the crack evolution).
Variational approach of fracture mechanics has been initially introduced as a novel technique to handle Griffith theory1,2. More
recently, strong links to damage mechanics have been established. While phase field models are not constitutive laws in the
sense of a strict local relationship between strain and stress, the concept of stress threshold can be exhibited3,4. It thus provides
the essential ingredient of most classical damage models that allows the prediction of crack nucleation. A dimensional analysis
as well as more detailed analysis of specific phase field models establish a link between the energy propagation criterion of the
Griffith theory, the stress threshold and the phase field internal length. Depending on the kind of analysis, this internal length can
be viewed either as a numerical parameter that has to tend to 0 within the framework of brittle fracture and Γ-convergence, or as
a material parameter that is related to either a microstructural feature, the Irwin length or the characteristic size of a process zone.

Either way, apart from a few exceptions such as geomaterials or woven fibers composites who can have a relatively large
microstructures compared to the size of the structure of interest, the internal length is very small. Since this length influences
the gradient of the phase field (i.e. the damage variable), the discretization generally has to be very small, thus leading to very
expensive numerical models. In this work, phase field problems are solved using a staggered iteration scheme2, which is known
to be relatively robust. However, this staggered scheme is also quite expensive since it does not use tangent descent directions
like Newton-Raphson solvers5.

A last source of numerical cost in the present work is the way we choose to handle instabilities. Instabilities occur when the
structure, while dissipating the cracking surface energy, can not store the remaining energy coming from the work of external
forces as strain energy. This additional energy is thus transformed into kinetic energy and the response becomes dynamic. Several
techniques can be used to handle this. The first technique is to add some kind of viscous regularization with the risk to artificially
introduce a too large amount of dissipation. The second one is to use a continuation solver to find a quasi-static response6, but
it will be further impossible to use time-dependent constitutive laws. Finally, one can solve the problem in a transient dynamics
framework. This latter solution is the one selected in this work. This requires the solver to be able to adapt its time stepping
from a quasi-static regime to a “fast” dynamic one, thus requiring several decades between the maximum and minimum time
steps. Thus, it possibly increases by a large amount the cost of the numerical simulation. Acceleration strategies and parallel
frameworks consequently become essential.

To improve the overall computational efficiency, the first strategy is to reduce the number of subproblems to be solved by
optimizing the minimization algorithm7,8 or the time integration scheme9. The second one is to accelerate the construction and
resolution of the tangent systems. Several authors have been investigating the parallelization of phase field simulations with
staggered scheme. Most of them consider explicit schemes that remove the need for an efficient linear solver. The paralleliza-
tion for explicit schemes has been investigated using Abaqus10,11 with shared memory parallelism. A massively parallel GPU
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implementation with time step adaptation is proposed12. Regarding implicit schemes, a Krylov solver associated with an alge-
braic multigrid preconditioner with near nullspace correction using Petsc is investigated7. The nullspace correction is needed
to improve the interpolation operators for elasticity problems13. A parallel implementation based on the Gradient Projection
Conjugate Gradient of Petsc associated with an incomplete Cholesky factorization as preconditioner was also proposed14.

Non overlapping domain decomposition methods, such as the Balancing Domain Decomposition (BDD)15 or the Finite El-
ement Tearing and Interconnecting (FETI)16, their constrained variants FETI-DP17 and BDDC18 or multipreconditioned one
AMPFETI19,20,21, provide a good alternative to multigrid methods. Thanks to the combination of direct and iterative solvers,
domain decomposition methods are usually more robust than traditional iterative solvers. Stiffness scaling22 and multiprecon-
ditioned variants19,20,21 provide robustness against material heterogeneity misplaced with respect to the domain decomposition
interface. This material heterogeneity is characterized by large variation of diagonal coefficients of the stiffness matrix. This ro-
bustness is essential since the degradation function of the phase field approach produces similar effects. Also, one crucial point
of FETI and BDD methods is that the local operators nullspaces provide a coarse problem essential for the scalability. In this
context, the transition between quasi-static regime to a highly dynamic one makes the detection of local operators nullspace
complexe. This point requires a specific attention even if recent progress have been made in this field23.

The aim of this paper is to present the parallel framework based on domain decomposition methods, used to accelerate the
staggered resolution algorithm of the phase field fracture formulation. The article is organized as follows: Section 2 gives a short
presentation of the phase field fracture formulation as well as the specificities of the dynamics resolution; then Section 3 recalls
the FETI and BDD methods and highlights the specificities for both the phase field and the displacement subproblems as well as
the issues caused by the dynamic/quasi-static transition. Acceleration techniques are discussed in Section 4. Scalability results
on academic benchmarks are provided in Section 5 and Section 6 presents two semi-industrial simulations. Finally, Section 7
concludes the paper.

2 PHASE FIELD FRACTURE AND STAGGERED RESOLUTION ALGORITHM

In this section, the basics of the phase field approach for brittle and quasi-brittle fracture are first reminded. In this work, we focus
on the so-called AT2 model (named after the work of Ambrosio and Tortorelli on Γ-convergence24) which has been historically
used in the seminal work of Bourdin et al.2. The extension to AT1 should however be straightforward. Secondly, we give some
insights on the staggered solution strategy and its related code-coupling implementation. We also emphasize the way we use an
implicit dynamics integration scheme to regularize the fracture process during unstable phases.
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2.1 The basics of phase field models for quasi-brittle fracture

Phase field models for fracture mechanics are closely related to the variational approach to brittle fracture1. They aim at
representing the crack path with a continuous scalar field (the so-called phase field). Both displacement field and phase field
have to fulfill the Hamilton’s principle25 in accordance with the Griffith theory26. In this framework, the total potential energy
formally writes as the following functional:

(𝑢,Γ) = ∫
Ω∕ Γ

𝜓0 (𝜀 (𝑢)) 𝑑𝑉

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Ψ𝑠

+𝐺𝑐 ∫
Γ

𝑑𝑆

⏟⏞⏞⏟⏞⏞⏟
Ψ𝑐

(1)

where Ψ𝑠 is the strain energy which is computed over the whole domain Ω from the elastic energy density 𝜓0 which depends
on the linearized strain tensor 𝜀(𝑢), 𝑢 being the unknown displacement field. The dissipated surface energy corresponding to the
cracking process is denoted Ψ𝑐 . It is integrated over the crack surface Γ which is a parameter of the functional in this formal
context. The so-called critical energy release rate 𝐺𝑐 is supposed to be a material property in the quasi-brittle fracture theory.
The kinetic energy writes:

(�̇�) = ∫
Ω

1
2
𝜌�̇� ⋅ �̇� 𝑑𝑉 (2)

where 𝜌 is the material density and �̇� is the velocity field.
Because the functional parameter Γ appears as the integral domain in the expression of Ψ𝑐 , its evaluation in the context of

numerical resolutions through discretization techniques such as finite elements can become complex if not possible. The main
idea of the variational approach to brittle fracture2 is to approximate the surface integral in Ψ𝑐 by a volume integral:

Ψ𝑐 = 𝐺𝑐 ∫
Γ

𝑑𝑆 ≈ 𝐺𝑐 ∫
Ω

𝛾𝑙(𝜙,∇𝜙)𝑑𝑉

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
Γ𝑙

(3)

The unknown measure of the surface Γ is replaced by a surface density functional Γ𝑙 which depends on the continuous scalar
field 𝜙 ∈ [0, 1] defined on Ω and its gradient. When 𝜙 = 0, the material is locally unbroken while the material is locally broken
when 𝜙 = 1. The Γ-convergence concept is used to enforce the approximation (3)2,24. In particular in the context of the so-called
AT2 model, 𝛾𝑙(𝜙,∇𝜙) is defined as:

𝛾𝑙(𝜙,∇𝜙) =
1
2

(1
𝑙
𝜙2 + 𝑙(∇𝜙)2

)

(4)

where 𝑙 is a length parameter. In this situation, it can be proven that2, if 𝜙 = 1 on Γ and ∇𝜙 ⋅ 𝑛 = 0 on 𝜕Ω, then:

lim
𝑙→0 ∫

Ω

𝛾𝑙(𝜙,∇𝜙)𝑑𝑉 = ∫
Γ

𝑑𝑆 (5)
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The following functional 𝑙(𝑢,Γ) will now be used in place of (𝑢,Γ):

𝑙(𝑢, 𝜙) = ∫
Ω

𝜓(𝜀(𝑢), 𝜙)𝑑𝑉 + 𝐺𝑐 ∫
Ω

𝛾𝑙(𝜙,∇𝜙)𝑑𝑆 (6)

It is worth noting that 𝜓0(𝜀(𝑢)) as been replaced by 𝜓(𝜀(𝑢), 𝜙) which accounts for the presence of the crack through the field 𝜙.
These two quantities are related by:

𝜓(𝜀(𝑢), 𝜙) = 𝑔(𝜙)𝜓+
0 + 𝜓−

0 (7)

The degradation function 𝑔(𝜙) accounts for the effect of the 𝜙 field on the elastic response of the material. The elastic energy 𝜓0

is split into a positive part 𝜓+
0 and a negative one 𝜓−

0 which are related respectively to the positive and negative principal strain
components. This split has been proposed27 to account for the fact that in some materials, cracks are not likely to propagate in
a compression state. In the AT2 model 𝑔(𝜙) is defined as 𝑔(𝜙) = (1 − 𝜙)2.

The whole problem can now be written following the Hamilton’s principle which requires to define an action-integral over
the time interval [𝑡0, 𝑡1]:

 =

𝑡1

∫
𝑡0

(

𝑙 − − 
)

𝑑𝑡 (8)

where  is the work of the external forces. The Hamilton’s principle 𝛿 = 0 yields the strong form of the model:

∇𝜎 = 𝜌�̈� (9)
𝐺𝑐
2

(1
𝑙
𝜙 − 𝑙Δ𝜙

)

= (1 − 𝜙)𝜓+
0 (10)

with the following boundary conditions:

𝜎 ⋅ 𝑛 = 𝑡 on 𝜕Ω𝑡 (11)
𝑢 = 𝑢𝑑 on 𝜕Ω𝑑 (12)

∇𝜙 ⋅ 𝑛 = 0 on 𝜕Ω (13)

where 𝑡 and 𝑢𝑑 are the prescribed surfacic traction density and prescribed displacement. It is also worth mentioning that if 𝜎 were
computed from equation (7) as 𝜎 = 𝜕Ψ∕𝜕𝜀 = 𝑔(𝜙), equation (9) would become non-linear. We thus use the hybrid formulation28

in which the stress in computed as:
𝜎 = 𝑔(𝜙)

𝜕Ψ0

𝜕𝜀
(14)

For a comprehensive derivation of the strong form, the reader is referred to27 or29. The main advantage of this formulation is
that both unknowns 𝑢 and 𝜙 and their gradients are continuous fields defined over the whole volume. They can then be handled
by classical discretization techniques such as the finite elements method.
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The structure of equation (10) as well as the effect of 𝜙 on the elastic response expressed in (7) suggest that phase field models
are related to gradient enhanced damage models used to circumvent the issues arising from softening constitutive behaviors30,31.
In32, strong relations between these two families of models are established. Actually, their differences lie more in their origin
than in the structure of their equations. As mentioned before, phase field models and the variational approach to brittle fracture
rely on the Griffith theory of the linear elastic fracture mechanics where the material is considered as elastic and the crack
is viewed as a macroscopic feature in the structure. On the opposite, damage models are fundamentally inelastic constitutive
models. They are designed to account for the effect of microscopic defects at the macroscopic scale. When these defects grow
above a certain amount, damage models naturally exhibit a softening regime which goes up to total failure (null stress and null
stiffness). These models then suffer from the so-called loss of ellipticity (or localization) issue 33 and need to be regularized by
techniques such as viscous regularization? or non-local damage34,30 models which use an internal length parameter.

Damage models are designed as inelastic constitutive laws (i.e. satisfying the local state principle35). They usually rely on
stress (or strain) criteria to define the onset of damage and on the definition of a damage kinetics. The required parameters can be
identified on specific tests as long as the samples exhibit a homogeneous response36. On the other hand, the phase field models
are not designed as constitutive laws. The apparent softening behavior induced by equation (7) is not related to any experiment
led on a homogeneous sample since the Γ-convergence tends to make this apparent softening to occur on a vanishing zone
surrounding the crack surface. The evolution of 𝜙 is not considered as a damage kinetics driven by the material local state but as
the consequence of the global minimization of 𝑙. While stress thresholds or stress peeks can be explicitly defined as more or less
complex formulations in damage models, in phase field models they are only the indirect consequences of a global minimization
problem. The only material parameters that are required by brittle fracture phase field models are the elastic moduli and the
critical energy release rate. The internal length is considered to be a numerical parameter that has not to be as small as possible.
The internal length can however recover a sort of physical meaning when one is interested in quasi-brittle material when the
notion of stress threshold has to be accounted for. In this situation, the link that exists between the internal length, the toughness,
the young modulus, and the stress threshold can be exhibited3.

In non-local damage models, toughness is not formally controlled since the Γ-convergence concept has not been introduced.
There is therefore no direct link between the dissipated volumetric energy density defined by the constitutive behavior, the
internal length and the critical energy release rate (which is an energy per unit area).

2.2 Finite element discretization

The finite element discretization of the strong form (9)-(10) with boundary conditions (11)-(13) is easily obtained through a
classical variational analysis:
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∫
Ω

𝜎 ∶ 𝜀(𝛿𝑢) 𝑑Ω + ∫
Ω

𝜌�̈� ⋅ 𝛿𝑢 𝑑Ω − ∫
𝜕Ω

𝑓 𝑑 ⋅ 𝛿𝑢 𝑑𝑆 = 0 ∀𝛿𝑢 ∈ 0 (15)

∫
Ω

(

−2(1 − 𝜙)𝜓0 +
𝐺𝑐𝜙
𝑙

)

𝛿𝜙 + 𝑙𝐺𝑐∇𝜙 ⋅ ∇𝛿𝜙 𝑑Ω = 0 ∀𝛿𝜙 ∈ Φ0 (16)

where 𝛿𝑢 and 𝛿𝜙 are the displacement and phase field test functions while 0 and Φ0 are the admissible spaces. In this work,
we use first order finite elements to interpolate these weak forms. We write 𝑁(𝑥) the shape functions and 𝐵(𝑥) and 𝐵𝑠(𝑥) their
gradient and symmetrizing gradient so that :

𝑢𝑖(𝑥) =
∑

𝐼∈

𝑁𝐼 (𝑥)𝑈𝐼𝑖 𝜙(𝑥) =
∑

𝐼∈

𝑁𝐼 (𝑥)Φ𝐼

𝜀𝑖𝑗(𝑥) =
∑

𝐼∈

𝐵𝑠𝐼𝑗(𝑥)𝑈𝐼𝑖
𝜕𝜙(𝑥)
𝜕𝑥𝑗

=
∑

𝐼∈

𝐵𝐼𝑗(𝑥)Φ𝐼

(17)

where𝑈𝐼𝑖 and Φ𝐼 are the degrees of freedom related to node 𝐼 , and space direction 𝑖. In the following, the summation convention
of duplicated indices will be used. The semi-discretized (i.e. not discretized in time) weak formulation then writes:

∫
Ω

𝜎𝑖𝑗𝐵
𝑠
𝐼𝑗𝛿𝑈𝐼𝑖 𝑑Ω + ∫

Ω

𝜌 �̈�𝐼𝑖𝑁𝐽𝑁𝐼𝛿𝑈𝐽𝑖 𝑑Ω − ∫
𝜕Ω

𝑓 𝑑𝑖 𝑁𝐼𝛿𝑈𝐼𝑖 𝑑𝑆 = 0 ∀𝛿𝑢 ∈  (18)

∫
Ω

(

−2(1 −𝑁𝐽Φ𝐽 )𝜓0 +
𝐺𝑐
𝑙
𝑁𝐽Φ𝐽

)

𝑁𝐼𝛿Φ𝐼 + 𝑙𝐺𝑐𝐵𝐼𝑖𝜙𝐼𝐵𝐽𝑖𝛿Φ𝐽 𝑑Ω = 0 ∀𝛿𝜙 ∈ Φ0 (19)

where �̈�𝐼𝑖 are acceleration degrees of freedom. The semi-discretized residuals write:

𝑅𝑢𝐼𝑖 = ∫
Ω

𝜎𝑖𝑗𝐵
𝑠
𝐼𝑗 𝑑Ω + ∫

Ω

𝜌𝑁𝐽𝑁𝐼 �̈�𝐽𝑖 𝑑Ω − ∫
𝜕Ω

𝑓 𝑑𝑖 𝑁𝐼 𝑑𝑆 (20)

𝑅𝜙𝐼 = ∫
Ω

(

−2(1 −𝑁𝐽Φ𝐽 )𝜓0 +
𝐺𝑐
𝑙
𝑁𝐽Φ𝐽

)

𝑁𝐼 + 𝑙𝐺𝑐𝐵𝐼𝑖𝜙𝐼𝐵𝐽𝑖 𝑑Ω (21)

2.3 Numerical solution using a staggered scheme

The finite element discretization of the phase field model leads to a non-linear two-fields problem that can be classically solved
using either a monolithic solver30,37 or an alternate minimization scheme as initially proposed in2. According to the current
literature, it is generally admitted that monolithic schemes associated to Newton solvers perform poorly. This is due to the non-
convexity of the energy functional 𝑙 with respect to the displacement and damage unknowns. Several strategies can however
improve the robustness of this approach as emphasized in5,38,39. In this work, we have selected an alternate minimization solver
which consists in solving alternatively the mechanical equation (9) and the phase field equation (10) as illustrated in Figure 1.
While the convergence can be slow to achieve, this strategy is known to be more robust since each subproblem taken separately
is convex. Also, the domain decomposition methods used in this work take advantage of this staggered scheme. Separate tangent
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linear or possibly non-linear solution using Newton-Raphson

"stagnated" iterate 

Figure 1 Schematic of the alternate minimization solver for one loading increment (from time 𝑡𝑛 to 𝑡𝑛+1)

systems are symmetric positive definite allowing the use of the conjugate gradient iterative solver (and its multipreconditioned
variants).

Figure 1 illustrates the iterative process of the staggered scheme over a time increment from 𝑡𝑛 to 𝑡𝑛+1 = 𝑡𝑛 + Δ𝑡. A solution
of the equilibrium subproblem is first performed considering the field 𝜙 fixed. This subproblem can be non-linear and be solved
locally with Newton-like methods. This is useful if one need to account for nonlinearities arising from other features in the
whole model such as cohesive zones or contact for instance. In this work however, all applications deal with linear equilibrium
problems. Then the field Ψ+

0 is post-processed and prescribed to the phase field subproblem (which is linear in the case of AT2
variant). The process continues until a stagnation criterion is achieved as detailed in Section 2.4 and algorithm 1.

To integrate equation (18) over time, we use the classical 𝛼-method40 which uses the Newmark relations to link the
displacement dofs 𝑈 𝑡𝑛

𝐼𝑖 with the approximation of the velocity �̇� 𝑡𝑛
𝐼𝑖 and the acceleration �̈� 𝑡𝑛

𝐼𝑖 degrees of freedom:

𝑈 𝑡𝑛+Δ𝑡
𝐼𝑖 = 𝑈 𝑡𝑛

𝐼𝑖 + Δ𝑡�̇� 𝑡𝑛
𝐼𝑖 +

Δ𝑡2
2

(1 − 2𝛽)�̈� 𝑡𝑛
𝐼𝑖

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑈 𝑡𝑛
𝐼𝑖

+𝛽Δ𝑡2�̈� 𝑡𝑛+Δ𝑡
𝐼𝑖 (22)

�̇� 𝑡𝑛+Δ𝑡
𝐼𝑖 = �̇� 𝑡𝑛

𝐼𝑖 + Δ𝑡(1 − 𝛾)�̈� 𝑡𝑛
𝐼𝑖 + Δ𝑡𝛾�̈� 𝑡𝑛+Δ𝑡

𝐼𝑖 (23)

where superscripts 𝑡𝑛 and 𝑡𝑛 + Δ𝑡 relate the nodal quantities to their values at the beginning and at the end of the current time
step respectively. 𝑈 𝑡𝑛

𝐼𝑖 is the predictor which is completely defined from the converged previous increment. The 𝛼-method also
slightly modifies the residual (20) into:

𝑅𝑢𝐼𝑖 = ∫
Ω

(

(1 − 𝛼)𝜎𝑡𝑛+Δ𝑡𝑖𝑗 + 𝛼𝜎𝑡𝑛𝑖𝑗
)

𝐵𝑠𝐼𝑗 𝑑Ω + ∫
Ω

𝜌𝑁𝐽𝑁𝐼
1

𝛽Δ𝑡2
(𝑈 𝑡𝑛+Δ𝑡

𝐽 𝑖 − 𝑈 𝑡𝑛
𝐽𝑖) 𝑑Ω − ∫

𝜕Ω

(

(1 − 𝛼)𝑓 𝑑 𝑡𝑛+Δ𝑡𝑖 + 𝛼𝑓 𝑑 𝑡𝑛𝑖
)

𝑁𝐼 𝑑𝑆

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝐹 𝑡𝑛+𝛼Δ𝑡ext

(24)
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The integrator parameters 𝛽 and 𝛾 in (22) and (23) are linked to the parameter 𝛼 ∈ [0, 0.3] of equation (24) such that 𝛽 =

(1 + 𝛼)2∕4 and 𝛾 = 1∕2 + 𝛼. Note that 𝜎𝑡𝑛 is known from the previous converged increment.
The full tangent operator of the full problem is obtained through a first order Taylor expansion of the residuals (24) and (21)

with respect to 𝑈𝐼𝑖 and 𝜙𝐼 . Since the staggered scheme does not require the computation of the coupling terms 𝜕𝑅𝑢∕𝜕𝜙 and
𝜕𝑅𝜙∕𝜕𝑢, the two required operators can thus be written as:

𝐾𝑢𝑢
𝐼𝑖𝐾𝑘 =

𝜕𝑅𝑢𝐼𝑖
𝜕𝑈𝐾𝑘

= ∫
Ω

𝐵𝑠𝐼𝑗
𝜕𝜎𝑖𝑗
𝜕𝜀𝑘𝑙

𝐵𝑠𝐾𝑙 𝑑Ω (25)

𝐾𝜙𝜙
𝐼𝐾 =

𝜕𝑅𝜙𝐼
𝜕𝜙𝐾

= ∫
Ω

(

2𝜓0 +
𝐺𝑐
𝑙

)

𝑁𝐾𝑁𝐼 + 𝑙𝐺𝑐𝐵𝐼𝑖𝐵𝐾𝑖 𝑑Ω (26)

Following expression (14), we have:
𝜕𝜎𝑖𝑗
𝜕𝜀𝑘𝑙

= (1 − 𝜙)2𝐶𝑖𝑗𝑘𝑙 (27)

where 𝐶𝑖𝑗𝑘𝑙 is the Hooke operator. The mass matrix finally writes:

𝑀𝐼𝑖𝐾𝑘 = ∫
Ω

𝜌𝑁𝐼𝑁𝐾𝛿𝑖𝑘 𝑑Ω (28)

where 𝛿𝑖𝑗 stands for the Kronecker delta. With all of this, we can write the two linear systems we have to solve at each iteration
of the staggered algorithm:

(

1
𝛽Δ𝑡2

𝑀 + (1 − 𝛼)𝐾𝑢𝑢
)

𝑈 𝑡𝑛+Δ𝑡 = 𝐹 𝑡𝑛+𝛼Δ𝑡ext + 1
𝛽Δ𝑡2

𝑀𝑈 𝑡𝑛 − 𝛼𝐾𝑢𝑢𝑈 𝑡𝑛 (29)
𝐾𝜙𝜙Φ𝑡𝑛+Δ𝑡 = 𝐹 𝜙

ext (30)

where:
𝐹 𝜙

ext𝐼 = ∫
Ω

2𝜓+
0 𝑁𝐼 𝑑Ω (31)

2.4 Dynamics to regularize unstable fracture

In the applications discussed further in this paper, the overall loading is applied slowly. The structure response is then most of
the time quasi-static. However, the fracture process may be unstable and the crack propagation may occur in one or several short
dynamic jerks. Instabilities occur when the structure, submitted to an increasing work of external forces, can not store as strain
energy all the remaining additional energy available after crack propagation. Because of the energy conservation principle, this
additional energy is thus inevitably transformed into kinetic energy. The response becomes dynamic and a sudden drop in the
force-displacement curve occurs as illustrated in Figure 2. At a large time scale the solution thus exhibits a lack of smoothness
that is difficult to handle with Newton-based or staggered implicit solvers. At a low enough time scale however, the slope of the
response recovers its smoothness thanks to inertia and is thus easier to be captured with a Newton-Raphson solver or a staggered
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u

snap-back 

quasi-static response

dynamic response

at very low time scaleF snap-through 

Figure 2 Schematic of a dynamic response arising after a structural instability. The orange curve corresponds to a quasi-static
regime (i.e. kinetic energy is negligible) while the blue curve corresponds to a dynamic regime. A quasi-static response after
the snap-back may however exist and can then be captured by a continuation algorithm.

scheme. Figure 2 also shows the quasi-static response that would be captured with a continuation algorithm thus exhibiting a
snap-back. This quasi-static response corresponds to a crack growing under a decreasing work of external forces.

As mentioned previously in the introduction, these instabilities are regularized using an implicit dynamics solver. The main
difficulty in this approach holds in that the precise timing of instabilities is not known a priori. In practice, their occurrence is
characterized by a very large number of staggered iterations during a load increment, or even by a non convergence. To work
around this difficulty, the time-stepping adaptation rules have to be tuned so that a substancial time step decrease, usually of
several order of magnitude, is allowed. Thus, the algorithm adapts its time steps to work at a proper time scale where the solution
can be regularized by the inertia as illustrated in Figure 3.

When the geometry is simple enough, it can happen that when letting the staggered solver iterate a lot in the instability
neighborhood, a balanced solution can be found within a single load increment. In such situations, this solution often corresponds
to the complete failure of the whole structure or of a large region between two geometrical features (a ligament between two holes
for instance). Because the fracture is a non-conservative and path dependent phenomenon, and despite the satisfaction of the final
equilibrium, that solution may not correspond to the one that would have been obtained with more progressive time-stepping.
To avoid this unwanted behavior, one enhance the time stepping heuristics with a rule that constraints, at every integration point,
the relative growth of 𝜙 to be bounded by Δ𝜙max in a single load increment. As described at line 27 of Algorithm 1, if this can
not be achieved the load step is invalidated and restarted with a smaller time step decreased by the user defined factor 𝛽𝑡. In
other words, an integration point can not switch from a pristine state to a fully damaged one during a single increment. Despite
its apparent high cost, this methodology has proven to be very robust and tends to guaranty a good objectivity in terms of time
stepping. In order to recover a quasi-static regime, when convergence is achieved the time step is increased by a user defined
factor 𝛾𝑡 > 1 close to 1 and up to a maximum value Δ𝑡max (line 31 of Algorithm 1).

In order to avoid oscillations, we use the numerical damping of the 𝛼-method by setting 𝛼 = 0.3 so that kinetic energy is
dissipated and the quasi-static regime is recovered as soon as possible after the occurrence of instabilities. Ideally, this dissipated
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increment 2 : trial 1

increment 2 ; 
trial 2

 

Figure 3 Schematic of the time-stepping adaptation of a Newton-Raphson or a staggered algorithm in the instability vicinity.

energy would correspond to the difference between the dynamic response and the quasi-static response that would have been
obtained with a continuation algorithm (gray shaded area in Figure 2). With quasi-static solvers, such instabilities can also be
circumvented by introducing some sort of viscosity that regularizes the solution but has, as side effect, to dissipate energy into a
possibly less controlled way. We believe that the energy dissipated by the numerical damping if more consistent to the one that
is physically dissipated during dynamics events than the viscous dissipation is.

2.5 Parallel framework and remarks on the implementation

Staggered solution and code coupling

The alternate minimization is implemented in the implicit finite element software Z-set co-developed by Mines ParisTech and
Onera41. Z-set has a Python binding that has been intensively used for multiphysics applications through a code coupling
framework42,43. The alternate minimization solver has been implemented using this tenet. Thus, the equilibrium equation (9) is
solved with one instance of Z-set while the phase field equation (10) is solved with an other one. These instances are running
alternatively as depicted in Figure 1 and detailed in Algorithm 1.

A dedicated finite element has been designed to handle equation (10) according to expression (26). This approach is weakly
intrusive since the rest of the finite element software remains unchanged. In the alternate minimization scheme, the phase field
is viewed as a fixed known quantity at each displacement solution step while the displacement related 𝜓0 field (the source term
of equation (10)) is fixed at each phase field solution step. This process ends when a stagnation criterion of the phase field is
met (line 13 in Algorithm 1). The displacement subproblem at fixed phase field can possibly be nonlinear, a Newton-Raphson
solver is then used (line 11 in Algorithm 1). This allows to integrate into the mechanical model nonlinearities such as cohesive
zone models (which is however not done in the following examples).
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Algorithm 1 Staggered algorithm. Nodal vectors are noted as 𝑈 𝑗
𝑖 and Φ𝑗

𝑖 where 𝑖 stands for the load increment number and 𝑗
is the number of the current staggered iteration.

Δ𝑡← Δ𝑡init
𝑡0 ← 0
𝑈 0

0 , �̇�
0
0 , �̈�

0
0 ← 𝑈 (0), �̇� (0), �̈� (0)

Φ0
0 ← 0

𝑖← 1 (load increment counter)
while 𝑡𝑖 < 𝑡end do ⊳ loading loop

Φ0
𝑖 ← Φlast

𝑖−1
𝑗 ← 0 (staggered iteration counter)
continue ← True
while continue do ⊳ staggered loop

solve for 𝑈 𝑗
𝑖 with fixed 𝜙 at 𝑡 = 𝑡𝑖 (equations (9), (11), (12))

solve Φ𝑗
𝑖 with fixed 𝜓0 at 𝑡 = 𝑡𝑖 (equations (10), (13))

if ||Φ𝑗
𝑖 − Φ𝑗−1

𝑖 ||∞ < 𝜖 then
continue ← False
convergence ← True

else
if 𝑗 > 𝑗max then

continue ← False
convergence ← False

end if
𝑗 ← 𝑗 + 1

end if
end while
if not convergence then

Δ𝑡← Δ𝑡∕𝛽𝑡
𝑡𝑖 ← 𝑡𝑖−1 + Δ𝑡

else if ||Φ𝑗
𝑖 − Φ0

𝑖 ||∞ > Δ𝜙max then ⊳ if 𝜙 grows too fast
Δ𝑡← Δ𝑡∕𝛽𝑡
𝑡𝑖 ← 𝑡𝑖−1 + Δ𝑡

else ⊳ convergence and growth controlled : move on to next load increment
Δ𝑡← min(Δ𝑡 × 𝛾𝑡,Δ𝑡max)
𝑡𝑖+1 ← 𝑡𝑖 + Δ𝑡
𝑖← 𝑖 + 1

end if
end while

Staggered solution and parallel framework

Even though Z-set is used for both the displacement and the phase field subproblems, the parallel framework should be seen
as a combination of a Multiple-Program-Multiple-Data model (MPMD) with a Single-Program-Multiple-Data model (SPMD).
Indeed, to be able to exploit the domain decomposition methods presented in the next Section, two sets of Z-set instances are
run. The first set is dedicated to the displacement subproblem, it handles in parallel the construction of finite element operators,
tangent system resolution, input, output, etc. Similarly, the second set is dedicated to the damage subproblem. The communi-
cation between all processes of Z-set are handled with the MPI protocol. The communication scheme is illustrated in Figure 4.
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Two MPI communicators are exploited, one for each subproblem. To simplify the communication pattern, the mesh is split with
the same domain decomposition for both subproblems, (Ω𝑖

𝑢)𝑖 = (Ω𝑖
Φ)𝑖. With this hypothesis, the only communications between

the two MPI communicators are per subdomain point-to-point communications Ω𝑖
𝑢 ↔ Ω𝑖

Φ to exchange the distributed vectors
𝜓0 and Φ. As it is, the hypothesis leads to a strong load unbalance between the displacement subproblem and the damage sub-
problem instances of Z-set. We choose to oversubscribe processes in order to attribute Ω𝑖

𝑢 and Ω𝑖
Φ to the same physical core to

overcome this. Moreover, a perfect data locality is obtained for these point-to-point communications. Although useful, one can
release this hypothesis handling non conform decomposition and interface, with the CWIPI library for instance44. The other
type of communications are internal to their respective communicator and classically handled by domain decomposition solvers.
In this work, we use the domain decomposition solvers natively implemented in Z-set20,21.

Figure 4 Schematic representation of the communication scheme.

3 FETI AND BDD METHODS APPLIED TO THE PHASE FIELD FRACTURE PROBLEM

FETI16 and BDD15 share the same construction process. They are mainly the combination of three ingredients; the reformulation
of the global problem into an equivalent set of substructured problems, the static condensation of these problems onto the
interface and the use of a Krylov solver to solve the interface problem.

Although these methods are not limited to linear problems, we restrain to this framework for simplicity. If the problem con-
sidered is nonlinear, the method is classically applied to the tangent system induced by the Newton process. Another promising
strategy is to swap the Newton and the Krylov loop in order to reduce the number of global communication45,46. This “swapped”
strategy is not considered in the present work.
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In the following, FETI and BDD are reminded using an abstract operator . This abstract operator is assumed to be symmetric
positive definite since both the phase field operator and the effective stiffness operator satisfy these properties. Some important
points of these methods are highlighted, then the method is applied to the displacement subproblem and to the damage one.
More details can be found in the review paper47 and references herein.

3.1 Substructured formulation

Let us consider the linear system of equation 𝒙 = 𝒃 arising from the finite element discretization. The sparse matrix is given
by (25) or (29) for the displacement subproblem, and by (26) for the damage one. Let 𝒙 be the vector of unknowns and 𝒃 the
right-hand-side. Let (Ω𝑠)1⩽𝑠⩽𝑁𝑑

be a non overlapping partition of Ω such that: Ω̄ =
⋃𝑁𝑑
𝑠=1 Ω̄

𝑠 and Ω𝑠⋂Ω𝑝 = ∅,∀𝑠 ≠ 𝑝. The
interface between two subdomains 𝑝 and 𝑞 is denoted by Υ𝑠𝑝 = Ω̄𝑠⋂ Ω̄𝑝 and the union of all interfaces of the subdomain 𝑠 is
denoted Υ𝑠. The set gathering all interfaces is denoted Υ. In the substructured formulation, only local quantities (e.g. restricted
to one subdomain) are assembled such as the matrices 𝑠 and the right-hand-side 𝒃𝑠. The global system is equivalent to the
substructured formulation

𝑠𝒙𝑠 = 𝒃𝑠 + 𝝀𝑠 ∀ 1 ⩽ 𝑠 ⩽ 𝑁𝑑 (32)
𝑁𝑑
∑

𝑠=1
𝑨𝑠𝑻 𝑠𝒙𝑠 = 𝟎 (33)

𝑁𝑑
∑

𝑠=1
𝑨𝑠𝑻 𝑠𝝀𝑠 = 𝟎 (34)

where 𝑻 𝑠 ∶ Ω𝑠 → Υ𝑠 are trace operators, 𝑨𝑠 and 𝑨𝑠 are primal and dual assembly operators respectively (see47 for their
definition). The Lagrange multiplier field 𝝀𝑠 enforces the continuity of the primal unknown across the subdomains interfaces.
Equations (32) traduce the equilibrium of all subdomains, (33) corresponds to the continuity of the primal unknown across the
interfaces (displacement, damage) and (34) expresses the equilibrium of the interface (action-reaction principle, flux equality).

All unknowns can be separated between internal unknowns (denoted with subscript 𝑖) and boundary ones (denoted with
subscript 𝑏). Internal degrees of freedom can be eliminated in order to express (32)-(34) only in terms of boundary unknowns

𝑠𝒙𝑠𝑏 = 𝒃𝑠𝑝 + 𝝀𝑠𝑏 ∀ 1 ⩽ 𝑠 ⩽ 𝑁𝑑 (35)
𝑁𝑑
∑

𝑠=1
𝑨𝑠𝒙𝑠𝑏 = 𝟎 (36)

𝑁𝑑
∑

𝑠=1
𝑨𝑠𝝀𝑠𝑏 = 𝟎 (37)
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where 𝑠 and 𝒃𝑠𝑝 are primal Schur complements and condensed right-hand-sides.

𝑠 = 𝑠
𝑏𝑏 −𝑠

𝑏𝑖
𝑠−1
𝑖𝑖 𝑠

𝑖𝑏 (38)
𝒃𝑠𝑝 = 𝒃𝑠𝑏 −𝑠

𝑏𝑖
𝑠−1
𝑖𝑖 𝒃𝑠𝑖 (39)

Equations (35–37) are the starting point of both FETI and BDD methods.
Finally, we would like to point out that assembly operators are orthogonal in the following sense:

𝑁𝑑
∑

𝑠=1
𝑨𝑠𝑨𝑠⊤ = 𝟎 (40)

which means that any local interface vector 𝒙𝑠𝑏 can be uniquely defined as a combination of a balanced vector and a continuous
one 𝒙𝑠𝑏 = 𝑨𝑠⊤𝒚 +𝑨𝑠⊤𝒛.

3.2 A reminder of the Balancing Domain Decomposition method15

The Balancing domain decomposition (BDD) method writes the interface problem in terms of one unique primal global unknown
𝒙𝑏. Local interface vectors are given by 𝒙𝑠𝑏 = 𝑨𝑠⊤𝒙𝑏 and (36) is satisfied by construction thanks to the orthogonality property
of assembly operators (40). Few algebraic manipulations lead to the primal formulation:

𝑁𝑑
∑

𝑠=1
𝑨𝑠𝑠𝑨𝑠⊤𝒙𝑏 −

𝑁𝑑
∑

𝑠=1
𝑨𝑠𝒃𝑠𝑝 =

𝑁𝑑
∑

𝑠=1
𝑨𝑠𝝀𝑠𝑏 = 𝟎 (41)

𝒙𝑏 − 𝒃𝑝 = 𝟎 (42)

The global primal Schur complement  =
∑𝑁𝑑
𝑠=1 𝑨

𝑠𝑠𝑨𝑠⊤ is never built explicitly. Since this system is solved using a Krylov
iterative solver, only the result of a multiplication by  is needed. This computation is well suited to parallel computers since 
is a sum of local contributions. Also, in the present implementation, no Schur complement are explicitly computed, the action
of these Schur operators are evaluated implicitly.

Preconditioner

The BDD preconditioner 𝑴−1
𝐵𝐷𝐷 mimics the additive structure of  , it is chosen as a scaled sum of generalized inverse of primal

Schur complements defined by
𝑴−1

𝐵𝐷𝐷 =
𝑁𝑑
∑

𝑠=1
�̃�𝑠𝑠†�̃�𝑠⊤ (43)

where �̃�𝑠 are scaled primal assembly operators and the superscript 𝑠† denotes for a generalized inverse of 𝑠. The generalized
inverse is needed since depending on the original PDE and on the natural boundary conditions of the problem,𝑠 may be singular.
Corresponding subdomains are commonly qualified as “floating subdomains”48. The action of 𝑠† is obtained by solving a
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local problem with Neumann boundary conditions. Regarding scaling operators, classical choices are multiplicity scaling and
stiffness scaling (often called k-scaling) 22.

Coarse problem

The BDD preconditioner is applied to the residual of the Krylov solver 𝒛 = 𝑴−1
𝐵𝐷𝐷𝒓. For floating subdomains, local right-hand-

sides must lie inside the image of 𝑠 which leads to the optimality conditions:

𝑹𝑠⊤
𝒃 �̃�𝑠⊤𝒓 = 𝟎 ∀𝑠 (44)

where 𝑹𝑠
𝒃 is the nullspace of 𝑠. We rewrite this condition as 𝑪⊤𝒓 = 𝟎 with

𝑪 =
(

�̃�1𝑹1
𝒃 |… | �̃�𝑁𝑑𝑹𝑁𝑑

𝒃

)

(45)

These optimality conditions provide an additional coarse problem which is enforced using an augmented Krylov solver. An
augmentation projector 𝚷𝐶 such that 𝑪⊤𝚷𝐶 = 𝟎 is defined, and the solution is sought as:

𝒙𝑏 = 𝒙0 +𝚷𝐶 �̃� (46)
𝒙0 = 𝑪(𝑪⊤𝑪)−1𝑪⊤𝒃𝑝 (47)
𝚷𝐶 = 𝑰 − 𝑪(𝑪⊤𝑪)−1𝑪⊤ (48)

The system solved by the Krylov solver is finally

𝚷𝐶 �̃� =
(

𝒃𝑝 − 𝒙0
) (49)

If the initial system is symmetric positive definite, a Conjugate gradient is classically used.

3.3 A reminder of FETI method16

The FETI method writes the interface problem in terms of one unique dual global unknown 𝝀𝑏. The Lagrange multiplier field 𝝀𝑏

enforces the continuity of the primal unknown across the subdomains interfaces. Local interface vectors are given by 𝝀𝑠𝑏 = 𝑨𝑠⊤𝝀𝑏

and (37) is satisfied by construction. The remaining equations are:

𝑠𝒙𝑠𝑏 =𝒃
𝑠
𝑝 +𝑨𝑠⊤𝝀𝑏 ∀ 1 ⩽ 𝑠 ⩽ 𝑁𝑑 (50)

𝑁𝑑
∑

𝑠=1
𝑨𝑠𝒙𝑠𝑏 =𝟎 (51)

In order to eliminate primal unknowns, local systems have to be solved. As for BDD, the use of generalized inverses are needed
for floating subdomains. Compatibility conditions arise and the solution 𝒙𝑠𝑏 is not unique defined. The magnitude of the nullspace
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components are gathered in local vectors 𝜷𝑠.

𝒙𝑠𝑏 = 𝑠†
(

𝒃𝑠𝑝 +𝑨𝑠⊤𝝀𝑏
)

+𝑹𝑠
𝒃𝜷

𝑠 ∀ 1 ⩽ 𝑠 ⩽ 𝑁𝑑 (52)

𝟎 = 𝑹𝑠⊤
𝑏

(

𝒃𝑠𝑝 +𝑨𝑠⊤𝝀𝑏
)

∀ 1 ⩽ 𝑠 ⩽ 𝑁𝑑 (53)

After some algebraic manipulations, the classical FETI system is formed:
⎛

⎜

⎜

⎜

⎝

𝑭 𝑮

𝑮⊤ 𝟎

⎞

⎟

⎟

⎟

⎠

⎛

⎜

⎜

⎜

⎝

𝝀𝑏

𝜷

⎞

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎝

𝒅

𝒆

⎞

⎟

⎟

⎟

⎠

(54)

where
𝒆 = −

(

𝒃1𝑝
⊤𝑹1

𝒃|… |𝒃𝑁𝑑
𝑝

⊤𝑹𝑁𝑑
𝒃

)⊤
; 𝒅 = −

𝑁𝑑
∑

𝑠=1
𝑨𝑠𝑻 𝑠𝑠†𝒃𝑠𝑝

𝑭 =
𝑁𝑑
∑

𝑠=1
𝑨𝑠𝑠†𝑨𝑠⊤ ; 𝑮 =

(

𝑨1𝑹1
𝒃|… |𝑨𝑁𝑑𝑹𝑁𝑑

𝒃

)

As before, the presence of nontrivial local kernels depends on the underlying partial differential equation and on the prescribed
Dirichlet boundary conditions. The second row, 𝑮⊤𝝀 = 𝒆, is associated with the constraint that the right-hand-side, once
restricted to subdomain interfaces, should lie in the image of local operators.

Coarse problem

Instead of solving a saddle point system, an initialization–projection strategy is applied and 𝝀𝑏 is sought as:

𝝀𝑏 = 𝝀0 +𝚷�̃� ; 𝑮⊤𝝀0 = 𝒆 ; 𝑮⊤𝚷 = 𝟎

The coarse problem projector 𝚷 is classically of the form (55) where operator 𝑸 is a symmetric positive definite matrix.

𝚷 = 𝑰 −𝑸𝑮(𝑮⊤𝑸𝑮)−1𝑮⊤ (55)

Substituting this form into (54), and pre-multiplying by 𝚷⊤ leads to the final linear system:

𝚷⊤𝑭𝚷�̃� = 𝚷⊤(𝒅 − 𝑭𝝀0) (56)

This system is solved with a Krylov iterative solver. As for BDD, a Conjugate gradient is classically used.

Preconditioner

The FETI operator being a scaled sum of dual Schur complement, the usual preconditioner is chosen as a scaled sum of
(approximation of) primal Schur complements:

𝑴−1
𝐹𝐸𝑇𝐼 =

𝑁𝑑
∑

𝑠=1
�̃�𝑠�̃�𝑠�̃�𝑠⊤ (57)
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where (�̃�𝑠) are scaled assembly operators such that:
(𝑁𝑑
∑

𝑠=1
𝑨𝑠�̃�𝑠⊤

)

𝑨𝑗 = 𝑨𝑗 , ∀ 1 ⩽ 𝑗 ⩽ 𝑁𝑑

One of the strength of the FETI method is the diversity of available preconditioners. Indeed, several approximations of �̃�𝑠 may
be used. Common choices are:

• �̃�𝑠 = 𝑺𝑠 leading to the Dirichlet (or full) preconditioner which is costly but optimal;

• �̃�𝑠 = 𝑠
𝑏𝑏 (lumped preconditioner);

• �̃�𝑠 = diag(𝑠
𝑏𝑏) (super lumped preconditioner).

The Dirichlet preconditioner provides the better convergence rate, but the lumped one may surpass it in terms of time to solution.
This choice is often guided by numerical experiments (see Section 5). Regarding scaling operators, classical choices are the
same as for BDD: multiplicity scaling and stiffness scaling22.

3.4 Local kernels and generalized inverse

The FETI method requires a certain care in the computation of generalized inverse, especially in the case of ill conditioned sys-
tems where the difference between null and small pivots becomes unclear. A misdetection of these kernels leads to a divergence
of the Krylov solver and the FETI system (56) is not equivalent anymore to the initial one. Also, ill conditioned generalized
inverses may slow down its convergence. A misdetection is less critical for BDD since it comes into play at the preconditioner
level. Several techniques aiming to provide a robust way to compute them have been proposed based on explicit construction,
partial factorization or condensation49,50,51. The graph centrality approach proposed in23 is used in this work.

Also, the presence of local kernels remains an essential ingredient to the parallel scalability of the BDD and FETI method.
Indeed, it provides a coarse problem that quickly propagates the “loading information” across all subdomains. If a floating
subdomain does not induce a singular local operator, these methods fall back to the Neumann-Neumann and Dirichlet-Dirichlet
method which usually scale with difficulty. An auxiliary coarse problem may be added using an augmentation strategy (see
Section 4).

3.5 Application to the displacement subproblem

Quasi-static simulations

For stable cracks propagations, the simulations can be performed assuming quasi-static regime. Here, local operators 𝑠 are
simply local stiffness matrices given by (25). To simplify the notations, the 𝑢𝑢 exponent is removed, thus the stiffness operator



Rannou and Bovet 19

is denoted 𝑲𝑠 in this section. These local operators have a nontrivial kernel in the case of floating subdomains which provides
natural coarse problem for both FETI and BDD.

Implicit dynamics simulations

As detailed in Section 2.4, unstable crack propagation are handled using implicit dynamics with automatic time step adaptation.
The automatic step adaptation process fulfills two main objectives. When entering into a dynamic regime, the time step is
automatically reduced to regularize the solution and to accurately describe the unstable phase of the crack propagation. When
recovering a quasi-static regime, the time step is increased in order to reduce the computational cost of the overall simulation. The
time step reduction may be “brutal” because of numerous rejected steps at the static–dynamic transition as it will be illustrated
in the Section 6. The time step increase is however limited by a growth factor 𝛾𝑡. Whatever the time integrator used (Newmark,
HHT, generalized-𝛼) and its implementation (displacement, velocity and acceleration form), the variation of the time step makes
the detection of floating subdomains complex. Local operators are of the form:

𝑠 =
(

1
𝛽Δ𝑡2

𝑴 𝑠 + (1 − 𝛼)𝑲𝑠
)

(58)

In the dynamic regime Δ𝑡 is small so that the local operator is dominated by the mass matrix 𝑴 𝑠 whereas 𝑠 tends to (1 −

𝛼)𝑲𝑠 in the quasi-static regime where Δ𝑡 is relatively high. Thanks to the regularization provided by the mass matrix, 𝑠 is
mathematically invertible even in the absence of Dirichlet boundary conditions. This consideration is however only valid in exact
arithmetic. In the quasi-static regime, the mass matrix becomes negligible and 𝑠 becomes singular if no Dirichlet boundary
condition are present.

All automatic kernel detection strategies cited in Section 3.4 rely on a user defined threshold to make the distinction between
small and null singular values (or pivots according to the method used). At the dynamic–static transition, the time step slowly
increases so that the smallest singular values progressively tends to zero. The automatic kernel detection may fail at these
intermediate time steps despite our recent progress in this domain23. Thus, only the BDD method is used for dynamics since it
is less affected by a misdetection of the local kernels.

Please note that the FETI-DP method17 only partially resolves this point. The coarse problem is no more based on the nullspace
operators, but the propagation of the cracks may split the subdomain into several pieces leading extra rigid body motions. The
crack path being unknown a priori, the FETI-DP corner nodes need to be adapted on the fly. Also, new pieces completely inside
a subdomain lead to internal mechanisms.
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3.6 Application to the damage subproblem

The properties of the finite element operator associated with the damage subproblem (30) has some consequences on the domain
decomposition methods. First, the additive structure of 𝑲𝜙𝜙, which looks like the sum of a “mass” matrix and a discrete Laplace
operator, leads to a reasonably well conditioned matrix. Thus, we expect a good convergence rate of the interface Krylov solvers.
The FETI method has the advantage here, since cheap preconditioners are available.

Also, thanks to the regularization of the “mass” matrix, the damage local operator is always invertible even in the absence of
Dirichlet boundary condition. Floating subdomains do not induce singular local operators which removes the need for the coarse
grid mechanism of the FETI and BDD methods. As in the case of implicit dynamics, a degraded scalability may be expected
without this coarse problem. However, contrarily to implicit dynamics, the right-hand-side of the AT2 damage subproblem is
dense which compensates the lack of coarse problem. Auxiliary coarse spaces could be used, but the numerical experiments
have shown good convergence without this extra feature. In the following, only the FETI method is considered for the damage
subproblem in order to exploit the available preconditioners.

4 ACCELERATION STRATEGIES OF THE KRYLOV SOLVER

The staggered minimization scheme requires numerous tangent system resolutions. To improve the overall computational effi-
ciency, the first strategy is to reduce the number of subproblem to be solved by optimizing the minimization algorithm7. The
second one is to accelerate the resolution of the tangent systems. Both strategies are compatible, but we only consider acceleration
techniques for the resolution of the linear systems in the following. In the domain decomposition framework, the two classical
approaches are to add an auxiliary coarse problem and/or to improve the preconditioner in order to speed up the convergence of
the iterative solver.

4.1 Additional coarse problem

This approach consists in augmenting the resolution of the Krylov solver by an additional constraint of the form 𝑪⊤
𝑎 𝒓 = 0 where

the matrix 𝑪𝑎 is a basis of a chosen subspace and 𝒓 is the residual vector of the iterative solver. Thus, the solution solves the
problem exactly in the range of 𝑪𝑎, at every iteration. If 𝑪𝑎 is of small dimension and well-chosen, the convergence can be
greatly accelerated.

Additional coarse problem for the FETI method

The FETI variant of this approach, so-called FETI-2, was initially introduced to efficiently solve plate and shell problems by
imposing the displacement continuity at corner nodes through a second level of initialization and projection52,53. With the
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FETI-2 method, the solution is sought as (59) and only 𝝀⋆ remains unknown.

𝝀𝑏 = 𝝀0 +𝚷(�̃�0 +𝚷𝐶𝑎𝝀
⋆) (59)

�̃�0 = 𝑪𝑎(𝑪⊤
𝑎𝑭𝑪𝑎)−1𝑪⊤

𝑎 (𝒅 − 𝑭𝝀0) (60)
𝚷𝐶𝑎 = 𝑰 − 𝑪𝑎(𝑪⊤

𝑎𝑭𝑪𝑎)−1𝑪⊤
𝑎𝑭 (61)

The system to be solved by the Krylov solver is:

𝚷⊤𝑭𝚷𝚷𝐶𝑎𝝀
⋆ = 𝚷⊤(𝒅 − 𝑭 (𝝀0 +𝚷�̃�0)) (62)

Other choices of 𝑪𝑎 have been proposed in order to overcome the lack of a natural coarse problem (in the case of dynamic
studies for instance54); to reuse the search space in the context of repeated or similar studies 55,56 or to “catch some arduous
components” of the solution using local generalized eigenvalue problem57.

In this work, we have investigated the Selective Reuse of Krylov Subspace algorithm (SRKS)56 in order to exploit the similar-
ity of successive linear resolutions. The SRKS algorithm is based on the analysis of the Ritz values which are the eigenvalues of
the Hessenberg matrix generated by the Krylov iterative solver. When converged, these Ritz values accurately approximate the
eigenvalues of the initial matrix. The associated Ritz vectors are then good approximations of the corresponding eigenvectors.
The SRKS algorithm puts the converged Ritz vectors of a current linear solve in the additional coarse space 𝐶𝑎 of the subsequent
ones. The identification of converged Ritz values relies on a stagnation criterion which depends on a user defined threshold 𝜖𝑠𝑟𝑘𝑠.

In order to limit the memory requirement of the process, the maximal size of 𝑪𝑎 is prescribed by the user. When 𝑪𝑎 reaches
the maximal allowed size, its update follows a first-in first-out mechanism: the oldest recycled Ritz vectors are popped out and
new ones are added.

Additional coarse problem for the BDD method

The BDD coarse problem already takes the form of an augmented resolution. If it is possible to enlarge this coarse problem
using the 𝑪𝑎 described previously, it turns out to be less practical because the concatenated matrix (𝑪 𝑪𝑎) has to be full column
rank. A singular value decomposition of (𝑪 𝑪𝑎) is needed to get a robust process. The overhead associated with the singular
value decomposition limits the efficiency of the approach. Additional coarse problem for the BDD method is not considered
further in this work.

4.2 Multipreconditioning

Both FETI and BDD suffer from a loss of performance when strong material heterogeneities are misplaced with respect to the
interface. The damage field weaken the strain energy what induces such a heterogeneity. Thus, the condition number of the
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tangent systems degrades with the crack propagation. The absence of the natural coarse space in the case of implicit dynamics
simulation also hinders the convergence of the solvers. The multipreconditioned variants AMPFETI and AMPBDD are efficient
alternatives here19,58,20,21 since they are robust with respect to material heterogeneities and provide a ”non local” mechanism
that compensates the lack of natural coarse problem. In this work, a new implementation of AMPBDD has been tested to solve
the unstable propagation test cases in Section 5.3.1. The AMPBDD implementation uses the concept of multipreconditioning
aggregates first presented for AMPFETI21 and relies on the global adaptive test58.

5 NUMERICAL RESULTS

The parallel performances of the proposed parallel framework are presented in this section. First, some details about the imple-
mentation are provided. Then, a three dimensional plate with multiple cracks is used in Section 5.2 to analyze the scalability of
the method. The test case is derived in two variants in order to analyze stable and unstable cracks propagation.

5.1 Remarks on the implementation and hardware computing resources

All the computations presented in this section have been performed using the Part 1 of the Sator supercomputer at ONERA.
Part 1 of Sator is made of Intel Xeon Broadwell (E5-2680v4@2.4GHz) with 2 × 14 cores per node. All compute nodes are
interconnected with an Intel Omnipath 100Gbps network. In all configurations, MUMPS solver59 (version 5.1.2) is used in
association with the BLAS library provided by Intel 19.0.5 MKL for local solves. The Pardiso direct solver is used to solve the
coarse problem. Eigen library60 is used for dense linear algebra. Communications are handled by the Intel MPI library (version
19.0.5).

5.2 Weak scalability study

To study the weak scalability one need to design a test case that presents a reproducible solution pattern and exhibits a significant
crack propagation. We thus propose to generate problems of increasing sizes on the basis of the “four cracks pattern” depicted
in Figure 5. The figure also represents the underlying finite element mesh. The initial crack is explicitly discretized, and the
elements are refined in the crack propagation area. Two 𝑁 × 𝑁 patterns are illustrated in Figure 6. A homogeneous vertical
displacement field is applied on the upper and lower faces.

In this condition, the propagation of the cracks would be rapidly unstable and the solution would become inhomogeneous thus
preventing the study of the weak scalability in a quasi-static regime. To circumvent this difficulty, we add a non-damageable
substrate (as depicted in Figure 5) which acts as an elastic stabilizer by storing the energy that would be turned into kinetic
energy. The damageable cracked plate and the substrate meshes are both extruded from the same surface mesh with one element
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in the thickness. These two parts are mechanically linked at their interface by using a continuous finite element discretization.
However, to keep the phase field localized in the damageable plate, the mesh used to solve the damage subproblem is split at the
interface as depicted in Figure 5. The physical meaning of the resulting model is debatable, but it offers a proper way to expand
the size of the problem while guaranteeing a stable propagation of an almost repeatable crack propagation.

interface discretization on

the displacement mesh

interface discretization on

the phase field mesh

damageable plate

non-damageable substrate

geometrically 

null gap

Figure 5 Base pattern of the weak scalability study with a representation of the pre-cracks. The split of nodes at the interface
in the phase field mesh is schematized with a gap which is null in practice.

The elastic parameters of both the cracked plate and the substrate are 𝐸 = 210GPa and 𝜈 = 0.3. The AT2 model is selected
on the cracked plate with 𝑙 = 0.04mm and 𝐺𝑐 = 0.1J.mm−2
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Figure 6 Illustration of𝑁 ×𝑁 patterns problems and their corresponding domain decompositions (regular decomposition) with
𝑁 = 2 and 𝑁 = 4. Each color represents a subdomain. Vertical displacements are imposed on the top and bottom sides and
horizontal displacement is blocked in the upper-right corner.

5.2.1 Influence of the preconditioner for the damage subproblem

As recalled in Section 3.3, the FETI method has the advantage of providing several combinations for the preconditioner. Each of
these combinations is defined by the choice of a scaling operator and an approximation of the Schur complement. If the Dirichlet
preconditioner provides the best convergence rate, it may be outperformed in terms of time to solution. This assessment depends
on the problem to be solved and on the software implementation.

The FETI method is commonly applied to mechanical problems. For instance, scalability results and robustness assessment of
several combinations are provided in20 for the FETI and AMPFETI methods. The cases studied in20 were highly heterogeneous
elasticity problems.

The application of the FETI method to the phase field subproblem is new and needs some numerical tests. In this Section,
several preconditioners are compared for the 10×10 replicated pattern test case. Table 1 defines the three different combinations
of scaling and operator used. Only the results of the phase field subproblem are shown, the overall performance of the method
will be detailed in the next section. The convergence is triggered when ‖𝑟𝑖‖∕‖𝑟0‖ ≤ 10−6. At the end of the simulation, cracks
have largely propagated in the plate (similarly to Figure 14). The results are grouped in Table 2 where all tangent system solves
are taken into account. As expected, the Dirichlet preconditioner provides the best convergence rate. However, the Lumped
variant is the fastest in terms of computational time. Despite its simplicity, the diagonal preconditioner of Super lumped variant
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Preconditioner

Variant Dirichlet Lumped Super lumped
Operator Dirichlet Lumped Super lumped
Scaling Stiffness Stiffness Stiffness

Table 1 Considered preconditioner combinations for the damage problem.

is also faster than the Dirichlet one. The convergence curves of all tangent systems are given in Figure 7. Whatever the variant

Variant Dirichlet Lumped Super lumped
Total number of iter. 367 800 1442

Average number of iter. 7.06 15.38 27.73
Number of tangent systems 52 52 52

𝜙-solver (s) 28.71 17.48 24.91

Table 2 Three dimensional plate with multiple cracks undergoing stable propagation: influence of the preconditioner for the
damage subproblem for the case 10 × 10 with 𝑁𝑑 = 100.

is, we observe that the convergence of the Krylov solver is almost the same for all tangent systems. So, the evolution of the
vector Ψ0 has little impact on the condition number of the preconditioned system. The same tendencies are observed for different
number of replicated patterns. From these conclusions, the Lumped variant will be used from now on.
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Figure 7 Three dimensional plate with multiple cracks undergoing stable propagation: residual curves of the Krylov solvers for
the damage subproblem for the case 10 × 10 with 𝑁𝑑 = 100. Convergence curves of all tangent systems are superimposed.
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5.2.2 Three dimensional plate with multiple cracks undergoing stable propagation

This section is dedicated to the study of the weak scalability of the proposed parallel framework. The test case is the plate
presented previously with the elastic stabilizer. The study starts from 4 subdomains and goes up to 324 subdomains which
corresponds to 17.8 millions unknowns for the mechanical problem and 5.9 millions unknowns for the damage one. The studied
configurations are gathered in Table 3. Two domain decompositions are considered. As shown in Figure 6, the first one is

Test case 𝑁𝑑 #DOFs-𝒖 #DOFs-𝝓 #cores
2 × 2 4 221481 73827 4
4 × 4 16 884457 294819 16
6 × 6 36 1988937 662979 36
8 × 8 64 3534921 1178307 64

10 × 10 100 5522409 1840803 100
12 × 12 144 7951401 2650467 144
14 × 14 196 10821897 3607299 196
16 × 16 256 14133897 4711299 256
18 × 18 324 17887401 5962467 324

Table 3 Three dimensional plate with multiple cracks undergoing stable propagation: studied configurations.

regular which leads to perfect load balancing and straight interfaces. This decomposition is well adapted to weak scalability
studies since all local problems are identical and the condition number of the interface problem grows slowly with the number
of subdomains. However, this regular decomposition has little practical interest when looking at engineering applications. So,
another decomposition is studied (see Figure 8). This decomposition is automatically generated using the graph partitioning
software METIS. This decomposition is well-balanced, but the interface between subdomains is more and more jagged which
is known to penalize the convergence of domain decomposition methods. Also, the placement of the interface is not controlled
which means that it can cross or go along the cracks. A perfect scalability is not expected with this kind of decomposition.

Figure 8 Illustration of the mesh and decomposition used for weak scalability (two by two pattern, automatic domain decom-
position with 𝑁𝑑 = 4).
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For the phase field subproblem, the FETI solver uses the Lumped variant defined in Table 1. The preconditioner of the FETI
solver used for the displacement subproblem is the combination of Primal Schur complement and stiffness scaling. The projector
is orthogonal (𝑸 is set to the identity matrix in (55)). For both solvers, the convergence is triggered when ‖𝑟𝑖‖∕‖𝑟0‖ ≤ 𝜀.
The convergence criterion 𝜀 is set to 10−6. Unless otherwise specified, the Krylov solver is a conjugate gradient. Regarding the
staggered scheme, the stagnation threshold is 𝜖 = 0.05, and the maximum number of fixed point iterations before reducing the
time step is 5.

Two timers have been defined in order to analyze the parallel performances:

• The “Time to solution” timer corresponds to the complete duration of the simulation, it includes inputs/outputs, finite
element operator construction, local operator factorizations, resolutions, staggered algorithm communications, etc.

• The “Solver time” timer regroups, for the corresponding physics, the time spent in the Krylov iterative solver. It includes
search directions orthogonalization, applications of FETI (or BDD) operator and preconditioner, projection, etc.

Few counters are also provided: the cumulated number of Krylov iterations of all solves (Total number of iter.), the total number
of tangent systems (Number of tangent systems) and an average number of Krylov iterations per solve (Average number of iter.).

Scalability results with the regular decomposition

The results are gathered in Table 4. In terms of Krylov iterations, the weak scalability of both solvers is excellent since a plateau
is observed as soon as 𝑁𝑑 ≥ 36. Despite the absence of a coarse problem for the damage solver, its number of iterations does
not increase with the number of subdomains. The time spent in the displacement FETI subproblem slightly increases with the
number of subdomains. This tendency naturally affects the overall time to solution. Due to its better condition number and lower
number of unknowns, the computational cost of the damage subproblem is negligible compared to mechanical one.

The convergence curves of all tangent systems of the mechanical solver are shown in Figure 7. All superimposed curves are
well clustered which means that convergence rate of the mechanical solver is stable with respect to the crack propagation.

The evolution of the time step is shown in Figure 10. Whatever the size of the problem, the time step evolution is the same
meaning that we have provided a reproducible pattern.

Scalability results with the automatic decomposition

The results obtained with the automatic decomposition are gathered in Table 5. Here the jagged interface penalizes the weak
scalability of both solvers. A significant increase of the number of Krylov iterations is observed. The convergence curves of
all tangent systems are shown in Figure 11 (only the case 𝑁𝑑 ∈ {100, 144, 196, 256, 324} are shown for readability). For the
damage solver, all curves are well clustered which means that convergence rate of the Krylov solver is stable with respect to the
crack propagation. For the mechanical one, the curves gradually shift to the right indicating that the convergence of the Krylov
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𝑁𝑑 4 16 36 64 100 144 196 256 324
Overall performances

Time to solution (s) 702.5 784.8 854.3 892.8 905.9 926.1 955.9 975.8 979.4
Displacement subproblem

Total number of iter. 560 952 1064 1064 1064 1066 1064 1064 1064
Average number of iter. 10.00 17.00 19.00 19.00 19.00 19.04 19.00 19.00 19.00

Number of tangent systems 56 56 56 56 56 56 56 56 56
Solver time (s) 236.6 298.5 355.7 385.4 382.0 388.1 396.1 403.4 390.3

Damage subproblem
Total number of iter. 200 208 208 208 208 208 208 208 208

Average number of iter. 3.85 4.00 4.00 4.00 4.00 4.00 4.00 4.00 4.00
Number of tangent systems 52 52 52 52 52 52 52 52 52

Solver time (s) 7.319 8.43 9.178 9.193 9.264 9.59 10.56 9.796 9.867

Table 4 Three dimensional plate with multiple cracks undergoing stable propagation: weak scalability study with regular
decomposition. FETI with a conjugate gradient is used for both physics.
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Figure 9 Three dimensional plate with multiple cracks undergoing stable propagation: residual curves of the conjugate gradient
solvers for the displacement subproblem with regular decomposition. Convergence curves of all tangent systems are superim-
posed.

solver is slightly slowed down by the crack propagation. This trend is visible regardless of the number of subdomains. Again,
the computational cost of the damage subproblem is negligible compared with to mechanical one.

Improving the convergence with Krylov subspace recycling

As shown in the previous section, the scalability with automatic decomposition may be improved, especially for the displacement
subproblem. To this end, the Selective recycling of Krylov subspaces (SRKS) introduced in Section 4 has been tested. The
stagnation threshold for the Ritz values is set to 10−6 and the maximal size of the augmentation subspace 𝑪𝑎 is 100. As explained
previously, a FIFO mechanism is used when the maximal size is reached. This situation only happened with 𝑁𝑑 ≥ 196. The
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(b) Time step evolution w.r.t increment number.

Figure 10 Three dimensional plate with multiple cracks undergoing stable propagation: evolution of the time step.

𝑁𝑑 4 16 36 64 100 144 196 256 324
Overall performances

Time to solution (s) 737.0 834.9 944.9 1066.0 1163.0 1224.0 1493.0 1558.0 1727.0
Displacement subproblem

Total number of iter. 929 1365 1736 2256 2655 2951 4529 4819 5366
Average number of iter. 16.59 24.38 31.00 40.29 47.41 52.70 80.88 86.05 95.82

Number of tangent systems 56 56 56 56 56 56 56 56 56
Solver time (s) 269.0 341.6 441.6 551.9 621.1 675.0 920.7 976.5 1113.0

Damage subproblem
Total number of iter. 260 317 278 642 800 816 868 896 976

Average number of iter. 5.00 6.10 5.35 12.35 15.38 15.69 16.69 17.23 18.77
Number of tangent systems 52 52 52 52 52 52 52 52 52

Solver time (s) 8.065 9.789 10.05 15.42 17.56 18.33 20.27 20.21 21.86

Table 5 Three dimensional plate with multiple cracks undergoing stable propagation: weak scalability study with automatic
decomposition. FETI with a conjugate gradient is used for both physics.

results obtained with the automatic decomposition and Krylov subspace recycling are gathered in Table 6. A comparison with
Table 5, shows that the total number of Krylov iterations is significantly reduced with SRKS for all values of 𝑁𝑑 . For instance,
the reduction is about 40% for 𝑁𝑑 = 324. However, the reduction of the computational time is neither systemic nor significant.
The best reduction is about 15% for𝑁𝑑 ∈ (64, 144). For𝑁𝑑 ∈ (196, 256), SRKS increases the time to solution by approximately
5%.

These results are due to extra computations induced by the recycling process. First, 𝑪𝑎 has to satisfy 𝑮⊤𝑪𝑎 = 0, so the
augmentation subspace is projected (𝑪𝑎 ← 𝚷𝑪𝑎) at every resolution. Also, a singular value decomposition is done to ensure
𝑪𝑎 is full rank. Then, the duration of one Krylov iteration is slightly higher with the augmentation projector 𝚷𝑪𝑎

.
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(a) Convergence of the damage solver.
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(b) Convergence of the mechanical solver.

Figure 11 Three dimensional plate with multiple cracks undergoing stable propagation: residual curves of the Conjugate Gra-
dient solvers for the automatic decomposition. Convergence curves of all tangent systems are superimposed.

Moreover, subdomains are really small in order to limit the computational cost of the overall numerical campaign. Even for
𝑁𝑑 = 324, the duration of one Krylov iteration is less than 0.2𝑠. Here, the decrease in Krylov iterations barely compensates
these extra computational cost. Better results are expected with larger subdomains since one Krylov iteration involves forward
and backward substitutions to compute the action of 𝑭 and 𝑴−1

𝐹𝐸𝑇𝐼 .

𝑁𝑑 4 16 36 64 100 144 196 256 324
Overall performances

Time to solution (s) 725.4 816.2 899.6 990.3 1149.0 1120.0 1545.0 1616.0 1741.0
Displacement subproblem

Total number of iter. 567 1015 1186 1343 1702 1753 2436 2465 3250
Average number of iter. 10.12 18.12 21.18 23.98 30.39 31.30 43.50 44.02 58.04

Number of tangent systems 56 56 56 56 56 56 56 56 56
Solver time (s) 258.8 325.5 396.9 469.8 616.1 578.4 970.8 1028.0 1125.0

Damage subproblem
Total number of iter. 260 317 278 642 800 816 866 896 976

Average number of iter. 5.00 6.10 5.35 12.35 15.38 15.69 16.65 17.23 18.77
Number of tangent systems 52 52 52 52 52 52 52 52 52

Solver time (s) 8.475 9.771 10.06 15.23 17.59 18.27 20.41 21.05 22.28

Table 6 Three dimensional plate with multiple cracks undergoing stable propagation: weak scalability study with automatic
decomposition. FETI with Krylov subspace recycling is used for the displacement subproblem.
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5.3 Strong scalability study

Despite our efforts, we were not able to design a weak scalability study for unstable crack propagation. Just removing the elastic
stabilizer of the plate with multiple cracks is not satisfactory. Indeed, the prescribed displacement is proportional to the number
of patterns in order to get the same local strain, but the strain rate increases with the number of patterns leading to dynamic
effects such as waves propagation. Chercher une phrase pour compléter The evolution of the time step is not reproducible at all
what prevents any meaningful comparison. So, only a strong scalability study is proposed to evaluate the performances in the
case of unstable propagation.

5.3.1 Three dimensional plate with multiple cracks undergoing unstable propagation

The test case used for the strong scalability study is the 18 × 18 plate pattern without the elastic stabilizer. The number of
degrees of freedom is 17.8 millions for the mechanical problem and 5.9 millions for the damage one. The study starts from 100
subdomains and goes up to 324 subdomains. We were not able to use less than 100 subdomains due to the memory available on
the computational nodes. Only the automatic domain decompositions are considered. There is approximately 18 000 (resp. 59
000) nodes per subdomain with 324 (resp. 100) subdomains.

For the damage subproblem, the FETI solver uses the Lumped variant defined in Table 1. For the displacement subproblem,
the BDD method with a Conjugate gradient was not robust enough to converge for all tangent systems. It led to artificial time
step reductions due to the stagnation or the divergence of the Krylov solver. The AMPBDD solver is used here to be robust
enough. The underlying AMPCG solver uses 32 multipreconditioning aggregates and a global adaptive test with 𝜏 = 10−2. For
both solvers, the convergence criterion is 10−6. Regarding the staggered scheme, the stagnation threshold is 𝜖 = 0.05, and the
maximum number of fixed point iteration before reducing the time step is 𝑗max = 5.

The evolution of the time step is shown in Figure 12, a significant reduction of the time step is visible when the crack
propagation becomes unstable. The results are gathered in Table 7. The number of Krylov iterations of the mechanical solver
slightly increases with the number of subdomains. As seen in Table 7, the total number of iterations for the phase field subproblem
with 196 subdomains is rather high which seems associated with a bad domain decomposition. This tendency is not visible for
the displacement subproblem since the adaptive process of AMPCG compensates this with a larger search space. The overall
efficiency defined as (𝑇100 × 100)∕(𝑇𝑁𝑑

×𝑁𝑑), is 88% for 196 subdomains and 81% for 324 subdomains.
As shown in Figure 13a, the convergence of the damage subproblem is stable with respect to the crack propagation and the

number of subdomains. Regarding the mechanical solver (see Figure 13b), two trends are visible. The solver typically converges
in less than 20 iterations when the time step is tiny whereas the convergence is slower for intermediate time steps.

The crack phase field at the end of the computation is shown in Figure 14. Some side effects are present close to the boundary.
In the central part of the plate, all cracks propagation are similar.
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(b) Time step evolution w.r.t increment number.

Figure 12 Three dimensional plate with multiple cracks undergoing stable propagation: evolution of the time

𝑁𝑑 100 196 324
Overall performances

Time to solution (s) 17080.0 9875.0 6511.0
Displacement subproblem

Total number of iter. 5625 8254 9402
Average number of iter. 13.42 19.51 22.33

Number of tangent systems 419 423 421
Solver time (s) 4186.0 3083.0 2362.0

Damage subproblem
Total number of iter. 6415 8944 6886

Average number of iter. 15.61 21.55 16.67
Number of tangent systems 411 415 413

Solver time (s) 322.5 279.2 132.5

Table 7 Three dimensional plate with multiple cracks undergoing unstable propagation: strong scalability study with automatic
decomposition. The displacement subproblem uses AMPBDD and the damage one FETI.
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Figure 13 Three dimensional plate with multiple cracks undergoing unstable propagation: residual curves of the Krylov solvers
for the automatic decomposition. Convergence curves of all tangent systems are superimposed.
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Figure 14 Three dimensional plate with multiple cracks undergoing unstable propagation: crack phase field at the final time.
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6 SEMI-INDUSTRIAL APPLICATIONS

As an example of industrial applications, we provide two test cases. We first focus on the two-dimensional case of matrix cracking
in a transversely loaded CFRP at microscale, and we highlight the consequences of the a priori severe time step refinement
strategy. The second application deals with a larger three dimensional problem.

6.1 Cracking in CFRP at microscale level

This section investigates the case of matrix cracking in carbon fibers reinforced plastics (CFRP) loaded in the transverse (90◦)
direction. The simulation is led at the microscopic scale on a 570𝜇m x 260𝜇m rectangular sample as illustrated in Figure 15.
The 90◦ ply is made of 1800 individual fibers and is surrounded by two domains standing for the adjacent 0◦ plies. Horizontal
displacement at the left boundary and vertical displacement at the bottom left corner are blocked whereas a horizontal displace-
ment is applied on the right boundary from 0 to 0.05mm in a 50 s time range. We are interested in predicting both initiation and
propagation of cracks in the matrix. An AT2 model is thus selected to model the matrix bulk with 𝐸 = 3.1 GPa and 𝜈 = 0.3 as
elastic parameters and 𝐺𝑐 = 3.5J.m−2 and 𝑙 = 2.5𝜇m.

Fibers are supposed to be very tough in comparison to the matrix so that a linear elastic behavior is affected to both the
individual fibers and the homogenized 0◦ plies. Carbon fibers exhibit a strong intrinsic anisotropy and elastic parameters in the
transverse direction of individual fibers are taken to be 𝐸 = 26 GPa and 𝜈 = 0.04 whereas they are taken to be 𝐸 = 139GPa
and 𝜈 = 0.33 in the top and bottom homogenized plies.

The meshes used to solve the displacement and the phase field subproblems are almost the same. That have exactly the same
elements but as described in Section 5.2 and illustrated in Figure 5, the nodes are split at the fiber/matrix and matrix/ 0◦ plies
interfaces in the phase field mesh whereas they are not in the displacement one. This allows the cracks to remain into the matrix
and to not affect the fibers and surrounding plies while keeping a continuous description of the displacement field. The zoom
in Figure 16 provides a representative view of the mesh which is composed of quadrilateral elements of characteristic size
ℎ = 0.5𝜇m.

The whole model contains 4 160 000 and 1 170 000 dofs for the displacement and the phase field subproblems respectively.
The overall mesh in decomposed into 42 domains as illustrated in Figure 15. The final result is shown in Figure 16.

Within the staggered scheme, the displacement subproblem is solved using a BDD solver because dynamic instabilities are
likely to occur and a FETI solver is used to solve the phase field subproblem. The staggered scheme stagnation criterion is set
at 𝜖 = 0.05, and the time step is refined by a factor 𝛽𝑡 = 4 if stagnation is not achieved within 𝑗max = 6 iterations and increased
by a factor 𝛾𝑡 = 1.025 in the other case. Moreover, to prevent any bifurcation on a wrong instable branch and to ensure a proper
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fiber : elastic medium
matrix : phase field medium

0o ply : homogenized elastic medium

570 µm

260 µm

mean diameter : 5µm

Figure 15 Schematic of the microstructure. Fibers are modeled with a linear elastic behavior while an AT2 phase field model is
applied to the matrix

Figure 16 Crack pattern obtained after two dynamic events. The left image exhibits the domain decomposition and the zoom
on the right side shows the mesh.

inertial regularization and a progressive propagation, the time step is also refined if any integration point undergoes an increase
in 𝜙 of more than Δ𝜙max = 0.9 (see Algorithm 1).

Figure 17 illustrates the evolution of time stepping over the whole simulation range by plotting the time step as a function of the
time. Each red cross corresponds to an increment that has been invalidated either because staggered did not achieve stagnation
within 6 iterations either because Δ𝜙max > 0.9. The top graph exhibits two instable crack propagations corresponding to the
two main transverse cracks of Figure 16. The bottom graph is a zoom over the first instable event. It clearly shows that a time
step of about 10−8 s is required to properly capture the crack propagation. The proposed time refinement strategy can a priori
appears to be very severe, but the present analysis shows that these low time steps actually correspond to the proper time scale
at which inertia regularization operates, and they are not too low if one want to properly describe the continuous propagation of
the cracks, thus avoiding spurious branching of the numerical solution. The bottom graph also shows, on top of each increment
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marker, the number 𝑗 of iterations required by the staggered algorithm. It can be seen that rather low number of iterations per
increment (𝑗 < 𝑗max = 6) are sufficient at this time scale, which partially compensate the higher number of time steps. It can
be noticed that during the two sudden drops in time steps, a lot of increments are not validated. To avoid this, one could think
of significantly increase the factor 𝛽𝑡 = 4. This would however penalize time stepping adaptations that are not due to dynamic
instabilities such as the four drops occurring after 30 s which correspond to the sable propagation of the cracks along the 0◦/90◦

plies interfaces.
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Figure 17 Time stepping evolution. The bottom graph is a zoom over the first dynamic instability.

6.2 Elastic cube with multiple cracks

The propagation of cracks inside an elastic cube submitted to triaxial traction is investigated in this section. The cube occupies
a volume of 1𝑚𝑚3 and an homogeneous normal displacement is prescribed on its external faces 𝒖𝑑 ⋅ 𝒏 = 0.05 × 𝑡 where 𝒏 is the
outward normal vector. Sixty-four elliptic precracks are explicitly inserted in the mesh using the Z-cracks module61 of the Z-set
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finite element suite. The elastic parameters of the cube are 𝐸 = 210 GPa, 𝜈 = 0.3. The AT2 model is used with 𝑙 = 0.04𝑚𝑚 and
𝐺𝑐 = 0.1 J.mm−2. The location, orientation, size and eccentricity of the ellipses have been randomly selected. The finite element
mesh contains 24 764 237 linear tetrahedrons and 4 206 393 nodes. Thus, the number of displacement degrees of freedom is
12 619 179 while the phase field subproblem has 4 206 393 unknowns. The decomposition in 224 subdomains is generated
using an automatic graph partitioning library. As before the same decomposition is used for the phase field and the displacement
subproblem.

The AMPBDD solver is used for the displacement subproblem, it uses 64 multipreconditioning aggregates and a global
adaptive test with 𝜏 = 10−2. The solver for the damage subproblem is FETI equipped with a lumped preconditioner and a
stiffness scaling. For both solver, the convergence criterion is 10−6. Regarding the staggered scheme, the stagnation threshold
is 𝜖 = 0.05, and the maximum number of fixed point iteration before reducing the time step is 𝑗max = 5. The time to solution
is about 14 hours, it was composed of 307 increments and 630 tangent linear system resolutions. The time step evolution is
presented in Figure 18, the need for an adaptive time step is clearly visible here. During the simulation, two unstable crack
propagation phases occur characterized by a significant decrease of the time step.

The evolution of the phase field variable are shown in Figure 19 and Figure 20. The simulation leads to complex crack patterns.
We can see the coalescence of cracks around the few precracks, few cracks temporarily stop then propagate again. Finally, a
dominant crack is formed that completely cuts the cube.
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Figure 18 Elastic cube with multiple cracks: evolution of the time step.
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Figure 19 Elastic cube with multiple cracks: evolution of the phase field variable 𝜙 (part1)
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Figure 20 Elastic cube with multiple cracks: evolution of the phase field variable 𝜙 (part2)
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7 CONCLUSION AND PERSPECTIVES

In this article, we have proposed a domain decomposition framework and acceleration techniques for the phase field fracture
staggered solver. The implementation is fully parallel and both the damage and the mechanical problems are solved with a
domain decomposition solver. An implicit dynamics scheme with automatic time stepping is used to simulate unstable crack
propagation problems. The damage subproblem is solved with a FETI solver, a numerical experiment has shown that cheap
preconditioners (lumped and super lumped) still lead to a good convergence rate. Also, the lack of a natural coarse problem does
not hinder the parallel scalability of the methods since the right-hand-side of the damage subproblem is dense. The displacement
subproblem is solved by a FETI, BDD or adaptive variants. When dealing with unstable crack propagation the primal methods
are to be preferred since they are less sensitive to a misdetection of the nullspace of the local stiffness operators. To compensate
the absence of natural coarse problem in dynamics, the multipreconditioned variant AMPBDD has been proposed. For stable
crack propagation with a quasi-static scheme, all methods can be used.

A weak scalability study up to 324 subdomains with numerous crack propagation has been provided for the case of stable crack
propagation. For unstable crack propagation, a strong scalability study up to 324 subdomains has shown a parallel efficiency
greater than 80%. Domain decomposition automatically generated by a graph partitioning library have been used for these
scalability studies, it lower the parallel performances, but it is more representative of industrial applications. Two semi-industrial
applications are also presented showing the good performances of the approach.

Regarding the parallel framework of this work, one perspective is to be able to use different domain decompositions for the
mechanical and the damage subproblem. It makes more complex the communication pattern of the approach, but it permits to
use less cores for the damage subproblem. Another perspective is to combine this approach with a parallel mesh adaptation
process in order to reduce the overall cost of the simulation. Finally, this parallel framework may be used for more complex
models involving, for example, hyperelasticity62, finite strain ductile failure63 or cohesive zone models64.
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