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ABSTRACT

The near-infrared (NIR) and X-ray emission of Sagittarius A* shows occasional bright flares that are assumed to originate from the
innermost region of the accretion flow. We identified 25 4.5 µm and 24 X-ray flares in archival data obtained with the Spitzer and
Chandra observatories. With the help of general relativistic ray-tracing code, we modeled trajectories of “hot spots” and studied
the light curves of the flares for signs of the effects of general relativity. Despite their apparent diversity in shape, all flares share a
common, exponential impulse response, a characteristic shape that is the building block of the variability. This shape is symmetric, that
is, the rise and fall times are the same. Furthermore, the impulse responses in the NIR and X-ray are identical within uncertainties,
with an exponential time constant τ ∼ 15 m. The observed characteristic flare shape is inconsistent with hot-spot orbits viewed
edge-on. Individually modeling the light curves of the flares, we derived constraints on the inclination of the orbital plane of the
hot spots with respect to the observer (i ∼ 30◦, <75◦) and on the characteristic timescale of the intrinsic variability (a few tens of
minutes).
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1. Introduction

The Galactic Center massive black hole Sagittarius A* (Sgr A*;
Genzel et al. 2010; Morris et al. 2012) is one of the most studied
astrophysical objects. Despite that, the mechanisms behind its
emission are remarkably poorly understood (Dodds-Eden et al.
2010). While the steady emission in the radio is attributed
to an outflow (e.g., Brinkerink et al. 2016), and the submil-
limeter emission is thought to originate from an accretion
flow well described by semi-analytical radiationally ineffi-
cient accretion flow models or jet models (e.g., Yuan et al.
2003; Falcke & Markoff 2000), the erratic flaring activity in the
near infrared (NIR) remains a puzzle (GRAVITY Collaboration
2021; Witzel et al. 2018, 2021; Ponti et al. 2017; Eckart et al.
2012).

The substantial effort in modeling the submillimeter and
radio emission with simulations, so-called general relativis-
tic magnetohydrodynamic (GRMHD) simulations, that build
on earlier semi-analytical work (Dexter et al. 2010, 2020a;
Mościbrodzka & Falcke 2013; Chan et al. 2015; Davelaar et al.
2018) has led to considerable success. The observed radio
to submillimeter spectral energy distribution (SED; e.g.,

Brinkerink et al. 2015; Bower et al. 2018, 2019; Liu et al.
2016; von Fellenberg et al. 2018) is well matched by these
simulations, as are the variability (e.g., Dexter et al. 2014)
and the polarization (e.g., Bower et al. 2015). Recently, the
Event Horizon Telescope (EHT) Collaboration achieved the
first image of the black hole shadow (Falcke et al. 2000;
Event Horizon Telescope Collaboration 2022a,b,c,d,e,f). While
the predicted morphology of the black hole shadow and inner-
most accretion flow seem consistent with data (e.g., Lu et al.
2018), it is unclear if the turbulent accretion flow scenario – the
standard and normal evolution (SANE) – and the magnetically
arrested accretion flow scenario – the magnetically arrested disk
(MAD) – suffice to describe the accretion flow. For instance,
Ressler et al. (2020) demonstrated that wind-fueled accretion
leads to a low angular momentum flow with an inner MAD
region.

Despite these successes, the fast NIR and X-ray vari-
ability is still not understood. It is generally accepted that
the emission must originate from some form of nonther-
mal process (Yusef-Zadeh et al. 2006; Dodds-Eden et al.
2010; GRAVITY Collaboration 2020a; Witzel et al. 2021).
The flux density, spectral slopes, and temporal evolution of
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simultaneously and individually observed NIR and X-ray flares
suggest that they are causally connected and originate from
a localized region of the accretion flow (Genzel et al. 2010;
Barrière et al. 2014; Ponti et al. 2017; GRAVITY Collaboration
2021). If an X-ray flares occurs, it is always accompanied by
a NIR flare, but the reverse is not true (e.g., Dodds-Eden et al.
2009). A detailed analysis by Boyce et al. (2019, 2021) of
all available multiwavelength NIR and X-ray observations
could not establish a significant temporal lead or delay of
simultaneous NIR and X-ray flares. The extension of NIR
and X-ray flares to the (sub)millimeter and radio regimes is
difficult. While numerous studies have found tentative evi-
dence in favor of a temporally delayed extension to longer
wavelengths (e.g., Yusef-Zadeh et al. 2006, 2009; Eckart et al.
2009; Witzel et al. 2021; Boyce et al. 2022; Michail et al.
2021), the correlation in total intensity measurements remains
difficult to establish. Recent X-ray and polarimetric millime-
ter observations by Wielgus et al. (2022), however, seem to
confirm a delay of ∼30 min between a bright X-ray flare
and an increase in millimeter flux. Several candidate mech-
anisms have been proposed: relativistic lensing and boosting
(Genzel et al. 2003; Broderick & Loeb 2006; Hamaus et al.
2009; Karssen et al. 2017), turbulent heating (Comisso et al.
2020; Werner & Uzdensky 2021; Nättilä & Beloborodov
2021), magnetic reconnection (Yuan et al. 2003, 2009;
Dodds-Eden et al. 2010; Mao et al. 2017; Chatterjee et al. 2021;
Ripperda et al. 2020, 2022; Dexter et al. 2020b; Porth et al.
2021), gap discharges (Chen et al. 2018; Crinquand et al.
2020), shocks (Dexter et al. 2014), and even more exotic
scenarios such as tidal disruptions of asteroids (Zubovas et al.
2012). GRMHD simulations tailored to study the accretion
flow cannot generate emission from nonthermal (accelerated)
electrons, as magnetohydrodynamics assumes a thermalized
and collisional plasma. To include nonthermal emission,
collisionless plasma is required, which is currently being
studied in first-principle general relativistic (GR) particle in cell
simulations (Bransgrove et al. 2021; Galishnikova et al. 2022;
Crinquand et al. 2022). The magnetic reconnection scenario has
gained traction as a plausible emission mechanism, thought to
occur frequently in MAD accretion flows (Dexter et al. 2020a;
Porth et al. 2021). Simulations by Ripperda et al. (2020, 2022)
showed that reconnection can create and fill large vertical
flux tubes with accelerated electrons. They are confined to the
vertical magnetic field and thus orbit in the accretion disk.
Relativistic effects (i.e., lensing and boosting) and electron
acceleration mechanisms (i.e., turbulent heating, magnetic
reconnection, shocks, and tidal disruption) both lead to vari-
ability in the observed emission. They, however, belong to
two different categories: relativistic effects affect the direction
and geodesic path of the photons regardless of the emission
mechanism. Given that the NIR and X-ray emission of Sgr A*
likely originates from the direct vicinity of the black hole, the
contribution to the observed emission may be significant.

The importance of dynamical timescales and GR effects in
the context of Sgr A* has long been disputed. The first NIR
light curve of Sgr A*, reported by Genzel et al. (2003), showed
substructure on a timescale of 20 min close to the orbital period
of the innermost stable circular orbit (ISCO) of a 4 × 106 M�
black hole. This triggered the idea of identifying the substruc-
ture in the light curves with a “hot spot” in the accretion flow and
using this orbital “clock” as a probe to test the black hole’s grav-
itational potential (Broderick & Loeb 2006; Genzel et al. 2010).
However, the light curves alone did not show evidence for peri-
odicity at any timescale (Do et al. 2009).

With the advent of the very large telescope interferome-
ter (VLTI) GRAVITY, mapping the position of Sgr A* and its
progression during a flare became possible. In 2018, GRAV-
ITY observed clockwise motion during three bright flares
(GRAVITY Collaboration 2018; Bauböck 2020b). Furthermore,
by tracking the linear polarization of Sgr A*’s emission, the
GRAVITY measurements could demonstrate a characteristic
polarization loop in the Q–U plane, as expected for a hot spot
moving close to the ISCO (Jiménez-Rosales 2020c). Recently,
Wielgus et al. (2022) suggested a similar Q−U loop to be present
in submillimeter light curves using ALMA observations. Thus,
while different aspects and implications of the hot-spot picture
are far from established or understood, there is now considerable
evidence in favor of it.

The results from the GRAVITY flare observations, the
EHT image, and the ALMA polarization measurement have
placed constraints on the geometry of the system. Based
on the flare motion, light curve contrast, and polariza-
tion loops, GRAVITY Collaboration (2018), Jiménez-Rosales
(2020c), Bauböck (2020b) favored low inclination, in line
with the modeling of the ALMA polarization measurements of
Wielgus et al. (2022). Similarly, the comparison of the radio
image of Sgr A* with GRMHD models suggested a low
inclination.

In this Letter we aim to identify and constrain relativistic
effects in the light curve of Sgr A* in the NIR and X-ray observ-
ing bands. In particular, we try to disentangle the relativistic
modulation of the light curves from the intrinsic emission of the
nonthermal electrons. While we also show the results of a peri-
odicity analysis, we – in contrast to past studies, such as Do et al.
(2009) – do not focus on finding evidence of periodicity in the
data to confirm or rule out the orbiting hot-spot model. Instead,
we assume the hot-spot model to be a valid description of the
NIR and X-ray emission of the accretion flow. Using the GR
model developed in the context of Bauböck (2020b), we try to
establish constraints on the intrinsic variability as well as the fun-
damental system parameters, such as the inclination and orbital
radius.

2. Data

In order to obtain a representative set of NIR and X-ray flares
of Sgr A*, we used the well-characterized data sets obtained
by Spitzer/IRAC and the Chandra X-ray Observatory from
Hora et al. (2014) and Witzel et al. (2018, 2021). Details on the
Chandra data reduction are available in Zhu et al. (2019).

The Spitzer/IRAC observations were conducted in the M
band (λcen. = 4.5 µm) and consist of eight light curves with
∼24 h of continuous observations each. These light curves pro-
vide data with homogeneous sampling (0.6 s cadence) and mea-
surement uncertainties, and they have signal-to-noise properties
for detecting variability similar to data from the Keck/NIRC2
or VLT/NACO instruments at 2.2 µm. However, they have been
obtained via differential photometry and do not provide abso-
lute flux density measurements with the accuracy of the ground-
based telescopes. Nevertheless, for bright flaring states they offer
a reliable determination of Sgr A*’s variability in the NIR.
Here, we re-binned the data to one-minute cadence. The typ-
ical uncertainty in the observed light curve is on the order of
±0.2 mJy or ±0.5 mJy for the extinction-corrected data (assum-
ing AM = 1.00 ± 0.14 mag; Fritz et al. 2011).

The concept of a “flare” is heuristic, and so far no efforts
have established a clear definition of what constitutes a “flaring”
state. Based on the flux distribution, which starts to deviate from
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Fig. 1. All eight Spitzer epochs plotted alongside one another. The light curves (Witzel et al. 2021) have a typical duration of 24 h and have been
binned to one minute. The blue highlighted parts of the light curve show the 25 segments of the light curve in which the observed (i.e., not
de-reddened) flux density rose above 2 mJy, and the cross marks show the peak of a flare segment.

a log-normal distribution at a flux density of ∼3 mJy in the K
band (GRAVITY Collaboration 2020a), we defined all variabil-
ity excursions brighter than Fν,obs ≥ 2 mJy = Fν,de-redden5 mJy
as flares. It will become clear in the following analysis that
such a definition, even if purely phenomenological, can pro-
vide the basis for a time-domain characterization of the vari-
ability. For these flux excursions, we defined the highest flux
point as the midpoint and selected a window of ±70 min around
it. This ensured that, in most cases, the entire bright state of
a flare was entirely covered when individual flaring episodes
were separated out. Additionally, the interval of 140 min is much
longer than the anticipated ISCO timescale around the black
hole, which ensured that we did not miss any interesting fea-
tures during the flare. Figure 1 gives an overview of all eight
Spitzer/IRAC observation epochs, during which 25 such flares
occurred.

We proceeded in a similar way to identify X-ray flares in
the Chandra data. We used all available data from the ACIS-I,
ACIS-S, and ACIS-S/HETG arrays through 2017, including data
that showed low-level contamination from the magnetar outburst
(Eatough et al. 2013). We selected flares in a similar fashion as in
the Spitzer data set, selecting windows of ±70 min around peaks
in the light curve with significant flux. We found 26 segments of
the light curves with X-ray flux densities above the threshold.

3. Analysis and results

3.1. The characteristic response function of the Sgr A*
variability

In order to determine the time-domain characteristics of NIR and
X-ray flares, and to inform their physically motivated modeling,

we normalized all flares in our sample and shifted them such
that their peak was centered at t = 0 min. Stacking and normal-
izing reveals a characteristic profile (Fig. 2) for both the NIR and
X-ray flares. We refer to it as the impulse response function.

3.1.1. Spitzer data

To extract the characteristic response function, we decomposed
the data using a principal component analysis (PCA; Pearson
1901). Figure 2 shows the first PCA component of the NIR and
X-ray data. In the NIR data it can explain 53% of the observed
variance and matches the described average flare shape. Figure 3
illustrates the first component for all 25 Spitzer flares1. The over-
all shape of each flare is well described by the first PCA com-
ponent, but only a few flares are fully described by it. Many
flares have secondary side peaks, and some are much broader.
Nevertheless, the derived profile seems to serve as an elemen-
tary building block of the variability.

3.1.2. Chandra data

A very similar characteristic shape is found for the X-ray data,
and it matches the NIR shape almost perfectly (compare the thin
red line to thick blue line in Fig. 2). Overall, the X-ray flares
seem to be less complex, consistent with ∼75% of the variance
explained in the first component.

1 For illustration purposes, both the component and the flares have
been normalized; normalization is, however, not necessary for the
derivation of the components.
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Fig. 2. Characteristic flare shape of NIR and X-ray flares. Left: normalized data segments for the 25 flares highlighted in Fig. 1. The thick red line
indicates the first principal component derived from the data and the thin blue line the first principal component derived from the X-ray Chandra
data (see the middle panel). Middle: same as the left panel for the 26 Chandra X-ray flares. Right: explained cumulative variance of the PCA
components of Spitzer (red) and Chandra data (blue).
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Fig. 3. All 25 normalized Spitzer flares (black points), together with the
first component of the PCA (thin red line).

3.2. An exponential response function

The derived response function is well described by an exponen-
tial rise and decay. In order to determine the rise and decay times,
we fitted the NIR and X-ray PCA component2 with an exponen-
tial with a free τrise/decay. We found a NIR τrise = 15.3 ± 4.2 min
and τdecay = 15.6 ± 4.1 min (left Fig. 4). For the X-ray, we found
τrise = 13.7 ± 1.7 min and τdecay = 16.6 ± 2.6 min (right Fig. 4).
The uncertainty was derived by calculating the standard devia-
tion of 100 bootstrapped (as described in Press et al. 1992) sur-
rogate PCAs, as indicated in Fig. 4. There is no indication of
different rise and fall times in the NIR. The rise time in the
X-ray is about 3 min shorter than the decay time, but this dif-
ference is not significant. Further, the rise and decay times in the
two bands are consistent with each other.

In summary, a simple, symmetric exponential rise and decay
with a characteristic time of τ ≈ 15 min describes 50% and 75%
of the variance in the NIR and X-ray light curves, respectively,
for the time ±70 min before and after the flare peak.

2 We allowed for a constant offset of the exponential function in order
to avoid biasing the rise and decay time by the noise level in the first
PCA component; see Sect. B.1 for details.
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Fig. 4. Exponential rise and decay time of the characteristic flare shape.
Left: principal component derived from the Spitzer data. The light red
lines show the first components derived from 100 bootstrapped flare
data sets. The black line shows the best fit exponential rise and decay.
The uncertainty denoted in the figure legend is derived from the stan-
dard deviation of the τ value in the bootstrap samples. Right: same but
for the Chandra X-ray data.

3.3. Relativistic effects, characteristic flare shape, and
intrinsic timescales

In the last section we determined that bright flares in the NIR
and X-ray show similar, exponential response functions. This is
a generic feature of the light curves that all models of the Sgr A*
emission need to be able to reproduce. In the context of the hot-
spot model, the characteristic profile arises from three aspects of
the model: (1) the intrinsic variability in the rest frame of the hot
spot, that is, the emission generated by the electron plasma; (2)
the imprint of the relativistic effects that modulate the light curve
as the hot spot moves around the black hole; or (3) a combination
of the two.

In Appendix C we test the two extreme cases: a hot spot of
constant intensity orbiting the black hole close to the ISCO and
an intrinsic hot-spot variability where the intrinsic rise and fall
is exponential with the observed time constants. The study of
the two extreme cases illustrates two general conclusions on the
observed time-domain characteristics of the variability of Sgr A*
in the hot-spot scenario.

First, the relativistic magnification of a constant source leads
to profiles similar to an exponential rise and decay in the
observed flux density. They may be asymmetric because at high
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inclinations a strong lensing magnification dominates the rise
and decay of the magnification curve, which is not observed.

Second, for an intrinsic exponential profile, the relativistic
effects generally shorten the intrinsic rise and decay times. This
effect depends on the observer inclination: the higher the inclina-
tion, the shorter the observed timescale with respect to the intrin-
sic timescale.

In order to determine the intrinsic timescale, we fitted the
observed impulse response function (i.e., the exponential shape)
with profiles generated from simulated light curves based on
an intrinsic response function with an exponential profile and
the relativistic modulation as it would occur for an orbiting hot
spot. This allowed us to “deconvolve” the observed profile and to
derive an estimate of the allowed viewing angles. In particular,
we constructed the empirical model using the following steps to
generate model PCA components that we could compare to the
observed shape.

First, the intrinsic emission was modeled as a symmetric
double-exponential kernel, with rise and decay time τ.

Second, the relativistic modulation was derived from the
NERO ray-tracing code used for GRAVITY Collaboration (2018),
Bauböck (2020b). In order to derive the magnification light
curve for each instance of a hot spot, its starting position was
drawn from a uniform longitudinal distribution around the black
hole. For each instance, the radial separation was derived from
a Gamma distribution with a median separation of ∼8 Rg and
a minimum separation of 6 Rg, corresponding to the ISCO of
a non-spinning black hole. Finally, the magnification was cal-
culated by assuming an observer inclination angle, i, a free
parameter.

Third, to account for the noise floor in the PCA of the
observed data, we included a free parameter, σ, for the (Gaus-
sian) noise level in the model flares. Finally, in order to calculate
the model response function, we shifted 300 flares to align their
maxima and derived the first PCA component.

The profile of the model’s first PCA component was com-
pared to the observed profile using a χ2 distance function.
We used the dynesty package (Speagle 2020; Skilling et al.
2004; Skilling 2006a,b) to sample the model parameters (τ, i, σ).
Because the PCA components are summary statistics of the data
and model, χ2 serves as a distance function rather than a likeli-
hood. The derived posterior samples are thus approximations of
the true posterior. Figure 5 shows 20 posterior samples together
with the posterior contours. The inclination, i, was constrained to
be below 20◦, and the intrinsic rise and fall time can be up to 25%
larger than the observed values. Further, the intrinsic timescale is
longer at higher inclinations. In other words, the underlying par-
ticle acceleration may last longer than flux is observed. We cau-
tion that these constraints depend on the choice of the intrinsic
kernel. As demonstrated in Appendix C, the relativistic effects
generally lead to an exponential magnification of the light curve,
and thus a different kernel (such as a Gaussian) may allow higher
inclinations. Our model light curves are idealized with only one
flare and no additional Sgr A* variability or correlated noise.
Furthermore, the constraints do not account for the effect of the
shearing of the hot spot. For instance, in a radial shearing model,
as in Bauböck (2020b, shearing due to different orbital speeds
within an extended hot spot), the relativistic magnification of the
light curve, is damped due the integrated relativistic magnifica-
tion along the sheared hot spot. In such a model, our inclination
constraint would be correlated with the size of the hot spot (see
the discussion in Bauböck 2020b, Sects. 5 and 6). Such radial
shearing is, however, only one possibility. Further possibilities
include shearing due to the distortion of the hot-spot boundary

30 20 10 0 10 20 30
Time [min]

15 20
 [min]

5

10

15

i [
°]

Fig. 5. Model PCA components calculated from the posterior sam-
ples derived from the flare empirical model (light green) and fit to the
observed PCA (black points and line). The errors are determined from
the standard deviation of the bootstrap sample (see the text for details).
The inset shows the posterior of the observer inclination and intrinsic
timescale (see Sect. 3.3 for details and caveats).

due to (e.g., Rayleigh Taylor) instabilities (Ripperda et al. 2022).
We leave the impact of shearing to future work. Nevertheless, the
observed timescale may be altered by relativistic effects, which
generally leads to higher estimations for the intrinsic timescales
at higher inclinations.

3.4. Phase dispersion minimization analysis of the NIR data

The first component of the PCA can explain a (large) fraction of
the variance present in the observed data. To determine whether
or not the light curves show evidence of periodicity, we used a
phase dispersion minimization (PDM) algorithm implemented in
Python (PyPDM). Phase dispersion (PD) is the normalized vari-
ance of the data after folding it with a given period. In contrast
to standard periodicity analysis tools such as discrete Fourier
transforms or Lomb-Scargle periodograms, PDM works well on
unevenly sampled data with non-sinusoidal oscillations. Addi-
tionally, we expect the periodic signal of individual flares to be
“out of phase” with one another. Because variance is an addi-
tive quantity, it is possible to add the PD curves of individual
data segments to accumulate significance for any periodicity that
might be present in the data.

To select data segments that represent a flare, we used a sim-
ilar method as above. However, in order to cover several periods
of oscillations, we did not use a threshold for the flux density but
instead used one for the fluence (integrated flux density over a
given window). This allowed us to identify the segments of the
data that are not only bright enough but also remain sufficiently
long at elevated flux density levels to potentially show several
oscillations. In particular, we used a sliding window of 140 min,
integrated the flux density over each window (the fluence), and
determined the fluence as a function of the midpoint time of each
sliding window. Where the (normalized) fluence showed a peak
above a threshold of 0.4, we selected a window of ±125 min and
applied the PD analysis.

We found 22 data segments that obey the above criteria.
Figure 6 shows the accumulated PD curves of all these segments
and of a hundred simulated red-noise light curves with appropri-
ate auto-correlation properties (Witzel et al. 2018) after the mean
of the simulated PD curves has been subtracted.

Additionally, we folded every data segment with the period
of 49 min (the suggested orbital period of the astrometric loops
observed with GRAVITY) and fitted a sinus function to the
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Fig. 6. Phase dispersion as a function of period and radius of the hot-
spot orbit. The thick green curves show the accumulated PD of all
Spitzer data segments that lie above the fluence threshold. The gray
curves show the accumulated PD of 100 simulated red-noise light
curves with auto-correlation properties consistent with the observed
Spitzer light curves. The green shades show the 1σ and 3σ contours.
The thick yellow curve shows the subset of data segments with the most
pronounced periodicity at 50 min. This subset contains 11 out of the 21
original data segments.

folded data. For 11 out of the 21 data segments, this resulted
in an acceptable fit with a large amplitude with respect to the
measurement uncertainties. Figure 6 presents the accumulated
PD curve for the 11 selected data segments.

In summary, the Spitzer data do not provide independent
evidence for periodicity in the range 25–50 min. However, as
is evident from Fig. 6, half of the episodes of increased flux
density seem to be consistent with a period in the 25–50 min
range. This is consistent with the expectation of an orbiting
hot-spot model in which the flare duration is of similar length
as the orbiting period, as suggested by the observations of
GRAVITY Collaboration (2018). While periodicity cannot be
shown with significance, a revolving hot spot as observed by
GRAVITY cannot be excluded based on the Spitzer light curves,
and several of the flares observed with Spitzer are in rather good
agreement with this picture.

3.5. Relativistic imprints of an orbiting hot spot

Above, we modeled the observed exponential profile using a toy
model for the variability and ignoring the more complex struc-
ture in the variability of Sgr A* before, during, and after the
flares. In this section we extend the simple hot-spot model from
the last section and try to fit the NIR flares individually (Fig. 3).
Essentially, this represents a systematic revisit of the work by
Hamaus et al. (2009) and Karssen et al. (2017). Our model con-
sists of three components: an intrinsic variability profile, the
relativistic modulation, and a correlated-noise component. The
latter serves to describe the observed variability, which we can-
not attribute to an instance of a hot spot. Further, there is no a
priori (physical) reason for hot spots not to overlap in time, so
modeling the light curve with the light curve of a single hot spot
may not be adequate. Explicitly, we modeled flare light curves
with the following model: (1) an intrinsic variability profile, gen-
erated by an unspecified process, approximated by a symmetri-
cal Gaussian of amplitude A, width w0, and peak time t0; (2)
the GR magnification kernel, which is multiplied by the intrinsic
flare kernel. The shape of the GR kernel depends on the radial
separation from the black hole, r0, the inclination angle of the
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Fig. 7. Example of a flare fit with a well-determined width (t0), radial
separation (r0), and inclination (φ). We plot the average of 100 model
light curves drawn from the posterior. To make all model components
comparable, the fluxes have been normalized. The light yellow line
shows the averaged relativistic kernel, dark brown shows the averaged
Gaussian flare kernel, dark green shows the composite model without
the Gaussian process component, and light green shows the 100 realiza-
tions of the full model.

observer, i, and the phase offset, Ω, in the orbit with respect to
the observer; (3) a two-parameter red-noise process modeled by
a Gaussian process3, which encapsulates all variability not cap-
tured by the flare model.

Modeling each Spitzer flare as the superposition of a corre-
lated noise process and the light curve of a single hot spot allows
the light curve to be fit in a quantitative way. This approach
ensures that no spurious features in the light curve are interpreted
as a relativistic signal, which would lead to overly tight or even
wrong constraints on the relevant parameters (r0, i). We initially
fixed the black hole spin to zero (i.e., a non-spinning black hole),
as our GR magnification kernel is too coarsely gridded to allow
a free spin parameter. In order to compute the posterior for each
flare, we again used the software package dynesty. Figure 7
shows an example of a bright flare in which the different model
components are well illustrated. We chose a flat prior on the
flare orbit radius, r0 (r0 ∈ [6 Rg, 10 Rg]). This is consistent with
the width reported by GRAVITY Collaboration (2018), and the
lower bound corresponds to the ISCO of a non-spinning black
hole. The flare width was constrained to w0 ∈ [5 min, 90 m],
t0 ∈ [−20 min, 20 min], and the angles were constrained within
the respective domains.

Fitting results. Figure 8 shows the fitting results. Three
conclusions can be immediately drawn: The flares have typical
standard widths of t0 ≈ 21 min (t0,FWHM ≈ 50 min). The radial
separation is poorly constrained, scattering around almost the
entire prior width (6−10 Rg, mean ∼8 Rg). The poor radial con-
straint can be understood as being due to the absence of strong
periodic features in the light curve (see Do et al. 2009 and our
Sect. 3.4).

Due to the duration of the flares being similar to the
orbital period, no multiple revolutions of the same hot spot are
observed. The radial separation parameter, r0, would be best
constrained by observing multiple orbits and would explain the
poor constraint. Lastly, the viewing inclination is around ∼10◦ to
∼65◦, with a median inclination of ∼30◦. Three flares, however,
have well-determined inclinations of around ∼80◦ and large sep-
arations, forming a group of outliers (highlighted in orange in

3 To model the Gaussian process, we relied on the python pack-
age George (Ambikasaran et al. 2015) and used a Matérn 3/2 kernel
function.
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Fig. 8. Fit results of the 25 individual flares. The three left plots show the mean and 1σ values of the posterior of the respective fits. The three
points highlighted in orange show flares that are inconsistent with a low inclination (i). The rightmost plot shows the histograms of the stacked
posterior samples, both excluding the three high inclination flares (in gray) and including them (in orange).

Fig. 8). Except for these three flares, our results are thus fully
consistent with those found by the GRAVITY experiments and
the EHT imaging and polarization projects.

Outlying flares. Figure 9a shows the model fits for the three
outlying flares. All of the flares share a steeply rising flank,
requiring a model to have high inclinations and wide orbits.
Strikingly, two of the three flares show side peaks, which are
too close to one another to be an allowed orbit of a non-spinning
black hole (i.e., r0 > 6 Rg). In the non-spinning case, these side
peaks are not modeled with the flare component of the hot-spot
model, but with the Gaussian-process component. This may be
interpreted as quiescence flux or flux from a separated flare. If
we allow for the tighter orbits possible around a spinning black
hole, for example by setting the prior range to r0 ∈ [5 Rg, 6 Rg],
we obtain solutions in which the side peaks are fitted by the flare
component. In addition, this leads to lower inclinations, as the
observed light curves are inconsistent with the very strong sec-
ondary lensing peak that is expected for an edge-on orbit at close
separation. The median inclinations for the flares in Fig. 9b are
30◦, 50◦, and 37◦.

4. Discussion

4.1. A NIR-to-X-ray impulse response function

4.1.1. Autoregressive representation of a light curve

One way to model time series is in the framework of the autore-
gressive (AR) series expansion of the light curve. Any stationary
series of data points, X(n), can be modeled in AR form:

X(n) =
∑

k

akX(n − k) + R(n), (1)

where R(n) is the value of an uncorrelated random process
called the innovation at time n (e.g., Priestley 1988). The coeffi-
cients ak are called the AR coefficients and describe the strength
of the correlation of X(n) with the past, X(n − k). Depend-
ing on the number, N, of coefficients required to describe a
given time series, the process is called an AR process of order
N − AR(N). One important realization of the AR process is
the Ornstein–Uhlenbeck (O–U) process (Uhlenbeck & Ornstein
1930), which corresponds to a continuous AR(1) process: a
damped random walk. As shown in Appendix A, the expec-
tation value for a time series point far away from the process
mean follows that of a simple exponential, E(xt) ∝ e−θt, con-
sistent with the observed flare shape in the NIR and X-ray.
Further, the power spectral density (PSD) slope of an O-U pro-
cess is ∝ ν−2, which is consistent with NIR PSD measurements
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Fig. 9. Fit solutions for the three outlying flares. (a) Same as Fig. 7, but
for the three flares that require high inclinations and large separations.
The secondary peaks are not described by the flare models, but instead
are modeled by the Gaussian process component. (b) Same as panel
(a), but showing fit results for a spinning black hole (a = 0.99), which
allows for smaller ISCOs and thus shorter orbital periods (r0 ∼ 5.1 Rg).
Here the secondary peaks are described by the flare model.

(Do et al. 2009; Witzel et al. 2018, 2021). This implies that the
PSD slope during flares is indistinguishable from that of the
general light curve. This is consistent with the RMS flux rela-
tion measurement of GRAVITY Collaboration (2020a), which
showed an identical RMS flux relation slope during bright flares
and faint states4. As a corollary, this implies that the PSD slope
in the X-ray ∝ν−2, at least during flares.

4.1.2. Moving average representation of the light curve

The AR representation of stationary time series is one possi-
ble framework. An alternate conceptualization of stationary time
series, one that is physically easier to interpret, is the moving
average (MA) process:

X(n) =
∑

k

ckR(n − k) + D(n), (2)

4 Five-minute time bins were used.
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where the ck are the MA coefficients, D(n) is a deterministic pro-
cess typically set to zero, and R(·) is the same innovation (that
is, identical random seeds) as in Eq. (1). In the MA representa-
tion, the coefficients ck are typically interpreted as the impulse
response of the system. The MA and AR presentations of light
curve are convolutional inverses of one another: formally, an
AR(1) process corresponds to an infinite MA process with an
exponentially decaying pulse shape (Scargle 1981), as observed.
Scargle (2020) demonstrated that, depending on the sparsity of
the innovation, the intrinsic impulse response of the light-curve-
generating process matches the profile of individual, observed
flares. In our context, we argue that the PCA is able to identify
one set of ck that describes the system response of Sgr A* well,
with very limited biases, even in the presence of high correlated
noise (Sects. 3.1 and B.1).

Several authors have argued against such an event-like nature
for Sgr A* (Do et al. 2009; Meyer et al. 2014), reasoning that the
correlated red-noise behavior observed for Sgr A* is inconsistent
with or disfavors an event-like nature of the flux outburst, typi-
cally employing AR methods to quantify the variability behavior.
However, neither representation implies a physical system, and
they can be converted from one to another (see, for instance, the
extensive discussion in Scargle 2020). Thus, the presence of cor-
related (red-noise) flux does not imply that the flux-generating
process must correspond to a non-event-like physical process;
conversely, the presence of flares in the light curve does not
imply an event-like process. Of course, both time series expan-
sions can be applied to the observed data, with the AR process
posing a more intuitive basis for a continuous process and the
MA process more intuitive for event-like flares, but they are oth-
erwise purely mathematical concepts. In essence, auxiliary evi-
dence is required to argue for a continuous or event-like process,
and the argumentation based on the successful description of the
data with one or the other expansion is false.

For Sgr A*, several observational arguments favor an
event-like nature of its flares: First, the flux distribution
can be modeled by a two-component distribution consist-
ing of a log-normal with a power-law tail. Also, other
non-lognormal, log-right-skewed distributions match the data
(Dodds-Eden et al. 2009; Meyer et al. 2014; Do et al. 2019;
GRAVITY Collaboration 2020a). Second, the spectral slope
during high flux states is positive (νLν ∝ ν∼+0.5), while for
fainter flux states it decreases, indicating a transition from flar-
ing to quiescence (Eisenhauer et al. 2005; Krabbe et al. 2006;
Gillessen et al. 2006; Dodds-Eden et al. 2010; Hornstein et al.
2007; Eckart et al. 2009; Ponti et al. 2017; Witzel et al. 2018;
GRAVITY Collaboration 2021; Boyce et al. 2022).

Third, the SED of NIR–X-ray flares can be modeled with
a synchrotron or synchrotron self-Compton sphere localized in
the accretion flow (Dodds-Eden et al. 2011; Ponti et al. 2017;
Witzel et al. 2021; GRAVITY Collaboration 2021; Boyce et al.
2022). Fourth, the flare of Sgr A* shows signatures in linear
polarization (Q–U loops) in NIR and submillimeter observa-
tions, consistent with a localized hot spot in the accretion flow
(Marrone et al. 2006; Jiménez-Rosales 2020d; Wielgus et al.
2022). Finally, the centroid of light emission showed a
clockwise loop during three NIR flares observed with the
GRAVITY interferometer (GRAVITY Collaboration 2018),
again consistent with the hot-spot picture.

Furthermore, NIR and X-ray observations are notoriously
hard to model in modern GRMHD simulations. To date, no such
simulation is capable of capturing all observational aspects, and
GRMHD simulations that capture the submillimeter emission
well cannot model the nonthermal emission observed in the NIR

and X-ray (e.g., Event Horizon Telescope Collaboration 2022e).
The nonthermal emission is typically attributed to event-like
processes such as magnetic reconnection, turbulent heating, or
shocks in the accretion flow (Ripperda et al. 2020; Dexter et al.
2014, 2020a; Ball et al. 2016).

We argue that the observed exponential rise and decay profile
with a characteristic time of τ ∼ 15 min serves as a quantifiable
observable to constrain the flare emission mechanism. However,
care must be taken to account for relativistic effects because the
intrinsic timescales are longer than the observed one. In contrast
to other measures of the variability, such as the power spectrum,
the rms flux relation, the flux distribution, or simultaneous flux
measurements of the flare SED, it represents a high-S/N, event-
averaged, and spectrum-averaged measurement of the variability
characteristics.

The characteristic shape manifested in the total inten-
sity measurements of flares may also be present in the
polarization light curves. The Q–U loops observed by
GRAVITY Collaboration (2018), Jiménez-Rosales (2020d) and
Wielgus et al. (2022) may be a first indication that such a polar-
ization response indeed exits. Observations of a similar impulse
response in polarization may therefore allow one to disentan-
gle between relativistic effects and the properties of the intrinsic
emission.

4.2. Relativistic modeling of flares

In addition to the exponential shape common to all flares, many
of the flares show substructure. This substructure is expected in
the context of the orbiting hot-spot model. In this model, the
intrinsic flux is modulated by the relativistic effects of the hot
spot traveling close to the black hole. Section 3.5 shows that the
observed flares are consistent with a black hole viewed at low
inclination, with a typical flare width of ∼25 min. Based on the
observed flares we can rule out edge-on orientations for all but
three flares. Two of the three outlying flares show characteristic
double-peaked substructure, and all can be modeled with a lower
inclination if one allows for a spinning black hole (a = 0.99).

5. Summary and conclusions

In this Letter we have analyzed the 25 high flux states of Sgr A*
in eight Spitzer observations of roughly 24 h each. In addition,
we extracted 24 high flux states from almost 1500 h of Chandra
X-ray observations. We defined a window of ±70 min around
the peak of each flare, on which we centered, stacked, and
normalized each data segment. This reveals a characteristic sym-
metric and exponential response function. A PCA decomposi-
tion reveals that ∼50% and 75% of the variance in the NIR
and X-ray flares can be explained by this characteristic profile,
which may indicate that emission from secondary processes (for
instance, flux from synchrotron cooled electrons) contributes to
the observed NIR flares. The shape is very well fit by a symmet-
rical exponential rise and decay with a rise and decay time of
τ ∼ 15 min. No significant asymmetry in the flare shape could
be shown.

In the context of the hot-spot model, we consider it likely
that this profile is generated by the superposition of an intrin-
sic response function with relativistic effects. However, under
the assumption of an intrinsic exponential shape, relativistic
effects shorten the observed timescales depending on the hot-
spot parameters. Importantly, we find the intrinsic symmetrical
shape inconsistent with hot spots viewed at high inclinations.
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Lastly, modeling the light curve of the 25 Spitzer flares with
a generic hot-spot model, we find that all but three flares are
consistently modeled by a black hole–hot-spot system viewed
under a low inclination (φmedian ∼ 30◦). Inclinations higher than
75◦ are disfavored (3σ). Three flares require higher inclinations
if only non-spinning black holes are considered. If one allows for
nonzero black hole spin, with correspondingly tighter ISCOs, all
flares are consistent with being viewed under low inclinations.
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Appendix A: Ornstein-Uhlenbeck and AR(1)
characteristic shape

Fig. A.1. Exponential shape derived from selected, centering, and nor-
malizing “flares” in a light curve generated by the O-U process (Equa-
tion A.2).

The O-U process (Uhlenbeck & Ornstein 1930) a is a two-
parameter, mean-reversing (stationary) process that generates
correlated random motion and corresponds to a continuous
damped random walk. It is the continuous equivalent to an AR
process of first order, AR(1). Equation A.1 gives the definition
of the stochastic differential equation:

dXt = −θxtdt + σdWt. (A.1)

which can be solved analytically (e.g., Risken 1989):

xt = x0e−θt + µ(1 − e−θt) +
σ
√

2θ
W1−e−2θt , (A.2)

where µ stands for the process mean and W1−e−2θt for the Wiener
process.

From this, the expectation value, E(xt), can be derived, which
depends linearly on the value of x0 and otherwise decays expo-
nentially with increasing time. Because of the linear dependence,
x0, the flares can be normalized, which always leads to the same
expected decay (or increase), causing the observed exponential
shape. This demonstrates that the observed exponential shape is
indeed the expected value for an O-U process and thus relates
the observed τ to the θ parameter of the process:

E(xt) = x0e−θt + µ(1 − e−θt). (A.3)

In order to confirm this numerically, and in particular to
test the ability to extract the relative quantities and to probe its
biases, we applied our flare detection algorithm to simulated O-
U-process light curves. Figure A.1 shows the result, with the
exponential shape expected from Equation A.3. This also holds
for exponentiated light curves (i.e., a log-OU process). We fur-
ther confirm that the value derived by the PCA is insensitive to
the σ parameter of the O-U process and that it does not depend
on the tuning parameters of the flare selection algorithm.

Appendix B: PCA of the MA process

In order to test the ability of PCA to extract intrinsic pulse pro-
files, we generated light curves from an MA process. Follow-
ing the definitions in Scargle (2020), we generated discrete light
curve values, X(n), as

X(n) =
∑

k

ckR(n − k) + D(n), (B.1)

where ck are the impulse coefficients, and R(·) are n random
numbers with a “white” power spectrum. We generated R(·)
using uniform random numbers R ∈ (0, 1], transformed by a
power-law exponent, α, and set the deterministic part of the light
curve, D(n), to zero. Depending on the value of α, large varia-
tions occur (which we would interpret as flares; see Figure B.1
and the discussion in Scargle 1981, 2020). Picking out high
amplitude variations in the light curve and normalizing and
stacking these segments reveals the impulse response used in
the generation of the light curve (gray points in the lower panel
of Figure B.1). Remarkably, the PCA is able to pick out differ-
ent impulse shapes; for example, one can differentiate between
a Gaussian impulse and an exponential impulse. Even more
remarkably, the PCA can approximate the intrinsic impulse in
the case of α = 1, which Scargle (2020) considered as the
“Gaussian limit in which the true flare shape cannot be deter-
mined by any algorithm, because the high degree of overlap
hides information beyond second order statistics.”

In our tests we only explored a limited regime of the MA
and impulse parameters that is comparable to our observations.
In all cases, the PCA picked out the intrinsic impulse shape
reasonably well, even for light curves that showed much less
skewed flux distributions than what is observed for Sgr A*
(GRAVITY Collaboration 2020a). We argue that our procedure
would pick out the intrinsic flare shape if the observed flux out-
burst could indeed be interpreted as such. In the next subsection,
we explore the effect of (correlated) noise on the analysis.

B.1. Noise biases in PCA

PCA decomposition works by constructing the orthogonal basis
in which each component maximises the variances in the data.
Thus, the derived components have no physical interpretation,
and, when interpreted as such, care must be taken to avoid inter-
preting noise. In order to test the robustness of the PCA, we sim-
ulated flares with a known rise and decay time, a flux-dependent
noise component (either Gaussian or Gamma-distributed), and
a red-noise contribution. Exploring a wide range of parameters
for the different noise components, we find that the input, τ, is
generally well recovered if one allows for an offset, even if the
median S/N of the flares drops significantly below 1. Figure B.2
illustrates such a low-S/N scenario. Despite the low S/N, the
intrinsic flare shape is recovered by the first PCA component and
the derived rise and decay time, τ, is recovered with 2σ. Given
the high S/N in the Spitzer data, we are confident that we have
recovered a physical meaningful component of the data.
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Fig. B.1. Light curves generated using the MA process and the same random seed, but with differing process parameters. Top panels: Light curve
segment (blue line) and innovations R(n) = Uα (gray points) for different values of α. Bottom panel: Stacked, shifted, and normalized flares,
defined as an isolated peak above the 80% flux percentile (gray dots) in the light curve. The black line illustrates the impulse used in the light curve
generation, and the blue shows the first component of a PCA of the data.

Fig. B.2. Response function detection using the PCA method in the
presence of high correlated noise. We show the low-S/N scenario with
25 flares, high gamma-distributed (Poissonian) noise, and strong corre-
lated noise. Left: All 25 flares as observed. Right: Normalized flares,
overplotted with an intrinsic flare component (light blue) and the first
PCA component (thick orange). Two fitted exponential functions are
displayed, in dark blue an exponential function with offset and in dark
green without. The median S/N of the flares (peak flux at t = 0/ standard
deviation) is 0.3.
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Appendix C: Extreme cases of the hot-spot model

In the first extreme case, we assumed a constant intrinsic flux
level, which is modulated by the motion of the flare’s relativistic
orbit calculated from its separation, Rn. In this scenario, all flux
variability is caused by the relativistic magnification of the oth-
erwise constant light curve. We derived the first PCA component
from the so-aggregated 1000 light curves shown in the left panel
of Figure C.1 for three different viewing angles. In all cases, the
rising and falling flank can be approximated by an exponential
(thin dashed line in Figure C.1); however, except for with inter-
mediate inclinations, the rise and fall times are unequal. Partic-
ularly in the case of a black hole viewed edge-on (φ = 90◦), the
first component is asymmetric due to strong lensing magnifica-
tion. Here, we chose a flare distribution according to a gamma
distribution centered on 8Rg, which leads to generally shorter
rise and decay times. For an approximately symmetric exponen-
tial flare shape with τ = 15 min, the flares would need a larger
radial separation, which is not accessible with our relativistic
kernel.

In the second extreme case we assumed an intrinsic flare
shape corresponding to an exponential of τ = 15 min, which is
modulated by the relativistic effects of the flare’s orbit around the
black hole. Importantly, the relativistic modulation in all cases
leads to a narrower profile than the input exponential. Further,
very high inclinations lead to an asymmetric profile inconsistent
with the observed value.

20 10 0 10 20
Time [min]

7.5 10.0 12.5
Separation [Rg]

= (10.9; 6.7) min
=   (8.7; 7.6) min
= (3.3; 18.7) min

40 20 0 20 40
Time [min]

= 10
= 30
= 90

Fig. C.1. Extreme cases of the orbiting hot-spot model: purely exponen-
tial and purely constant intrinsic emission. Left: Extreme case of flares
simulated with a constant intrinsic emission modulated by relativistic
effects. We plot the 1σ envelope of the principal component fitted to
1000 flare simulations (see the text for details). Three simulations are
plotted, shifted by a constant amount to make them comparable. The
bottom envelope shows the i = 10◦ case, the middle envelope the i = 50◦
case, and the top envelope the i = 90◦ case. The figure inset shows
the histogram of orbital separation used in the simulation. The legend
gives the best fit rise and decay times of the exponential functions (thin
dashed lines) fitted to the PCA component of the data (thick dashed).
The black line shows the best fit exponential derived from the Spitzer
data. Right: Extreme case of flares simulated with an intrinsic exponen-
tial flare shape with a rise and decay time of τ = 15 min, modulated
by relativistic effects. Again, three scenarios for inclinations i = 10,
i = 50, and i = 90 are shown. The thick black line shows the PCA com-
ponent derived from the Spitzer data, and the thin gray lines show the
bootstrapped surrogates, as in Figure 4.
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Appendix D: Flare fit overview

Figure D.1 shows the fit results for all 25 flares.

r = 8.4Rg; = 41° r = 7.7Rg; = 37° r = 9.4Rg; = 76° r = 8.0Rg; = 50° r = 8.5Rg; = 40°

r = 8.4Rg; = 21° r = 9.1Rg; = 73° r = 9.3Rg; = 56° r = 9.2Rg; = 79° r = 8.1Rg; = 66°

r = 7.3Rg; = 23° r = 7.5Rg; = 35° r = 8.2Rg; = 45° r = 7.5Rg; = 42° r = 8.3Rg; = 41°

r = 8.6Rg; = 37° r = 8.1Rg; = 19° r = 8.1Rg; = 16° r = 6.5Rg; = 10° r = 7.0Rg; = 19°

r = 8.4Rg; = 32° r = 6.5Rg; = 22° r = 6.9Rg; = 7° r = 8.2Rg; = 62° r = 7.5Rg; = 28°

Fig. D.1. Flares and posterior samples of the orbiting hot-spot model. This figure is similar to Figure 7, but shows the fits to all 24 flares. The
models shown are not the best fit but rather the average of 100 models drawn from the posterior. This illustrates features of the multimodal
posteriors. The light yellow line shows the averaged relativistic kernel, the dark brown shows the averaged Gaussian flare kernel, the dark green
shows the composite model without the Gaussian process component, and the light green shows the full model. The annotated values of φ and r0
are median posterior values.

L17, page 13 of 13


	Introduction
	Data
	Analysis and results
	The characteristic response function of the Sgr A* variability
	Spitzer data
	Chandra data

	An exponential response function
	Relativistic effects, characteristic flare shape, and intrinsic timescales
	Phase dispersion minimization analysis of the NIR data
	Relativistic imprints of an orbiting hot spot

	Discussion
	A NIR-to-X-ray impulse response function
	Autoregressive representation of a light curve
	Moving average representation of the light curve

	Relativistic modeling of flares

	Summary and conclusions
	References
	Ornstein-Uhlenbeck and AR(1) characteristic shape
	PCA of the MA process
	Noise biases in PCA

	Extreme cases of the hot-spot model
	Flare fit overview

