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Abstract

During communication, the interpretation of utterances is sensitive to a listener’s probabilistic prior beliefs. In this paper, we focus on the influence of prior beliefs on so-called exhaustivity interpretations, whereby a sentence such as Mary came is understood to mean that only Mary came. Two theoretical origins for exhaustivity effects have been proposed in previous literature. On the one hand are perspectives that view these inferences as the result of a purely pragmatic process (as in the classical Gricean view, and more recent Bayesian approaches); on the other hand are proposals that treat them as the result of an encapsulated semantic mechanism (Chierchia, Fox & Spector 2012). We gain traction on adjudicating between these two approaches with new theoretical and experimental evidence, focusing on the behavior of different models for exhaustivity effects, all of which fit under the Rational Speech Act modeling framework (RSA, Frank & Goodman, 2012). Some (but not all!) of these models include an encapsulated semantic mechanism. Theoretically, we demonstrate that many RSA models predict not only exhaustivity, but also anti-exhaustivity, whereby “Mary came” would convey that Mary and someone else came. We evaluate these models against data obtained in a new study which tested the effects of prior beliefs on both production and comprehension, improving on previous empirical work. We find that the models which have the best fit to human behavior include an encapsulated exhaustivity mechanism. We conclude that, on the one hand, in the division of labor between semantics and pragmatics, semantics plays a larger role than is often thought, but, on the other hand, the tradeoff between informativity and cost which characterizes all RSA models does play a central role for genuine pragmatic effects.

1 Introduction

The effect of linguistic utterances in context depends in part on the prior beliefs of speakers and hearers. Suppose that Mary and Peter are known to be a couple, who usually go out together, so that, upon learning that Mary came to a certain party to which Peter was also invited, one would assign a high probability to the possibility that Peter came as well. If someone is asked Did Mary come to the party? and answers with she did, the questioner would be warranted to infer that Peter probably came too. Furthermore, if the question is instead Did Peter come to the party?, an answer such as I am not sure, but Mary did would again suggest that it is quite likely that Peter came to the party. Typically, though, pragmatic inferences go well beyond what can be predicted with such a simple model of linguistic interpretation. They also involve, for instance, reasoning about other sentences that the speaker could...
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have uttered given some assumptions about their communicative goals (Grice 1975). For instance, in response to the question *Among Gloria, Adam, Fred and Sue, who attended the show today?*, an answer such as *Adam did* tends to trigger the inference that the others did not, even if there is no expectation that what any of them does depends on what the others do. Such exhaustivity effects can be accounted for in terms of Grice’s maxim of quantity: if in fact both Adam and Gloria had attended the show, a knowledgeable speaker would say that rather than just talking about Adam. Alternatively, several arguments have been put forward in the literature according to which such exhaustivity effects are linguistically encoded and result from the presence, in the logical form of the sentence, of an exhaustivity operator (see, e.g., Chierchia et al. 2012), whose meaning is, in first approximation, akin to that of only (*Only Mary did* entails that nobody else attended the show). In both types of accounts (Gricean and operator-based), a crucial ingredient is the idea that the sentence being interpreted (*Mary did*) is enriched with the negation of some alternative sentences (e.g. *Peter and Mary did*).

Now, in some situations, these two types of effects (effect of prior beliefs, exhaustivity effects) are pitted against each other (for a recent discussion of this, see Wilcox & Spector, 2019; Schreiber & Onea, 2021). Consider again the case where Peter and Mary are known to typically go out together, and someone asks *Among Peter, Mary, Fred and Sue, who attended the show today?*. What should we expect an answer such as *Mary did* to convey? On the one hand, given prior probabilistic knowledge, one should be led to conclude that Peter probably attended the show. On the other hand, the answer might trigger an exhaustive interpretation, whereby one would conclude the opposite, namely that only Mary attended the show.

Our goal in this paper is to investigate the relationship between prior beliefs and exhaustivity effects, working within a pragmatic modeling framework, the Rational Speech Act framework (Frank & Goodman, 2012; Goodman & Stuhlmüller, 2013), and, by so doing, to help answer the question whether exhaustive interpretations should be derived as purely pragmatic inferences (as in the classical Gricean approach), or should be generated by an encapsulated semantic mechanism (as argued, e.g., in Chierchia et al. 2012). By modeling pragmatics as joint probabilistic reasoning between speaker/listeners layers, the RSA makes it possible to incorporate prior probabilistic knowledge into both message interpretation and message choice. We start at the theoretical level, presenting a detailed comparison of nine different variants of the RSA framework and an analytic description of the conditions under which each will produce exhaustivity effects. We demonstrate that, in addition to exhaustivity, many of the model variants tested are predicted to produce anti-exhaustivity effects; a theoretical prediction distinctive to the RSA framework in which under certain conditions a sentence such as *Mary came* ends up conveying, for instance, that both Peter and Mary came.\(^1\) To evaluate the model variants, we deploy an experimental paradigm that assesses the effect of prior beliefs on the interpretation and production of sentences, allowing us to test our RSA models as joint models of comprehension and production. We find strong evidence for exhaustivity effects, as well as that these effects can be influenced by prior knowledge; however, we find no evidence for anti-exhaustivity effects in human participants. Our joint data reveal that, for this pragmatic phenomenon, neither production nor comprehension can be both rational and well-informed, meaning that the best-fitting models are either rational but do not share some information between speakers/listeners, or models which depart from the rationality assumption for one of the agents. In addition, the lack of anti-exhaustivity effects in the data means that the best-fitting RSA models are those which break the exhaustivity/anti-exhaustivity symmetry in the semantics via an encapsulated, non-pragmatic mechanism such as grammatical exhaustification.

In order to set up a crucial dimension along which different RSA variants can differ from each other, we start in Section 2 with a discussion the so-called *symmetry problem* for exhaustivity effects. We show that, in contrast to ‘logic-based’ approaches to exhaustivity, the baseline RSA model can predict not only exhaustive readings, but also, and quite surprisingly, anti-exhaustive readings, whereby sentences are enriched with (the positive form of) some of their alternatives. Sections 3 and 4 discuss in detail the predictions of the baseline RSA model as well as more sophisticated RSA models (some of which include an encapsulated exhaustivity mechanism) regarding exhaustivity and anti-exhaustivity. They can be skipped by readers who are not interested in a detailed analysis of RSA models. Section 5 presents our experimental study, reports its results and compares the fit of the various models introduced in section 4. Section 6 is the final discussion.

---

\(^1\)Degen et al. (2015), which we will discuss in detail in section 4.1, as well as Wilcox & Spector (2019), Schreiber & Onea (2021), and Fox & Katzir (2021), have pointed out before us that the predictions of the RSA model (and related frameworks in the case of of Fox & Katzir 2021) are extremely sensitive to priors, in a way that is sometimes problematic.
2 The symmetry problem: exhaustivity and anti-exhaustivity

Consider an utterance of a certain sentence A, in a context where the truth-values of two sentences A and B are relevant. Suppose the speaker is fully informed about A and B. If she believes that A is true and B is false, then the message A and not B is the most informative sentence she can use truthfully. If she believes that both A and B are true, then A and B is the most informative sentence she can use truthfully. So, if the speaker’s choice of a message were only determined by informativity considerations, A would never be used by a fully informed speaker, and should therefore give rise to the inference that the speaker does not know B’s truth-value. Since, in fact, an utterance of A typically gives rise to an exhaustivity effect, one must include a mechanism to break the symmetry (cf. Kroch, 1972; Fox & Katzir, 2011; Breheny et al., 2018) between the two more informative messages A and B and A and not B.

In the neo-Gricean tradition, the solution is based on the notion of alternatives. It is assumed that A and B is an alternative of A, but that A and not B is not. The exhaustive reading of a sentence is obtained by negating the alternatives that entail it (or, depending on the details, the alternatives that are not entailed by it). So in the case of A, we add the negation of A and B, and we get A ∧ ¬B. This approach is shared both by pragmatic accounts in the spirit of Grice (e.g., Horn, 1972; Gazdar, 1979; Hirschberg, 1985; Sauerland, 2004; Spector, 2007) and by the so-called ‘grammatical approach’, based on exhaustivity operators (Chierchia, 2006; Fox, 2007; Chierchia et al., 2012, a.o).

In recent years, several probabilistic, decision-theoretic models of pragmatics have proposed, among other things, a new formalization of exhaustivity effects (see, a.o, Parikh 2001; Benz et al. 2005; Jäger 2012; Franke 2011; Rothschild 2013; Frank & Goodman 2012; Goodman & Stuhlmüller 2013; Bergen et al. 2016). We specifically focus here on the Rational Speech Act model (Frank & Goodman 2012; Goodman & Stuhlmüller 2013; Bergen et al. 2016), which has become extremely influential. While we will present the details of the framework in Section 3, what is sufficient for the current discussion is that in this model, pragmatic reasoning is treated as probabilistic recursive reasoning between different ‘speaker’ and ‘listener’ layers. The speaker’s choice of a message is governed by a tradeoff between informativity and cost: that is, the speaker tries to pick a message that will be maximally informative, in an information-theoretic sense, while minimizing the cost of the message. While in some specific applications, the set of messages that are considered in a given model is defined in terms of the classical neo-Gricean alternatives, neo-Gricean alternatives can in fact be entirely dispensed with, because cost can essentially serve the same purpose. Things work as follows. A and not B is more costly than A and B. For this reason, a speaker will typically be more likely to choose the less informative message A when A is true and B is false than when both A and B are true. In both cases, the more informative message, which is either A and not B or A and B, is more costly than A itself, but the cost disadvantage is more pronounced in the case of A and not B. As a result, the speaker has a stronger incentive to use the cheap but underinformative message A when A is true and B is false than when both A and B are true. Upon hearing A, then, a Bayesian listener will infer that the former situation is more likely than the latter.

However, while symmetry can be broken by cost, it can also be broken by the other term of the tradeoff that governs message-choice, namely informativity, which is defined in probabilistic terms. Consider a context where the prior probability of B being true given that A is true is very high. In such a context, if the speaker believes that A is true and B is false, then the message A, in terms of its literal meaning, is very bad at communicating the speaker’s belief: upon learning A, a literal listener will assign a very high probability to B being true. Even if it does well on the cost side of the tradeoff, it does not do well at all on the informativity side. On the other hand, if the speaker believes that both A and B are true, then A is a very good message to communicate her belief: by simply saying A, the speaker is sure that the listener will assign a very high probability to B being true, so the message A is almost as good as the message A and B in terms of informativity, and it is otherwise better in terms of cost.

2 Of course, for any model to be tractable, it will include a finite number of messages, so in a sense every model makes certain commitments regarding alternative messages. In specific applications, typically, only a narrow range of messages is considered. This is sometimes done on the basis of the classical neo-Gricean notion of alternative, in which case there is no need to include a cost for messages (see Franke, 2009, §2.3.1 for an early discussion of whether to use cost or neo-Gricean alternatives to break symmetry in a probabilistic model of implicatures). But the underlying assumption of an RSA model that includes a notion of cost is that the availability of messages to the speaker depends on their cost and, in particular, that cost is responsible for breaking the symmetry between alternative messages. A model with cost of course includes a finite set of messages, but without relying on, say, Horn scales to solve the symmetry problem. The cost of a message might be viewed as determining the prior probability that a certain message will be used, independently of the speaker’s communicative intent (the higher the cost, the less likely it is to be used), so that not including a message amounts to assigning it an infinite cost. In the conclusion, we come back to the implications of relying on the neo-Gricean notion of alternatives rather than on cost within the RSA framework.

3 In comparison, even when the conditional probability that, say, all Xs Yed given that some Xs Yed is very high, a some-message can never be
In other words, the speaker might now be more likely to say *A and not B* when *A and not B* is true than she is to say *A and B* when *A and B* is true. This means that she would be comparatively more likely to use *A* when *A and B* is true than when *A and not B* is. The symmetry between the two alternative messages *A and B* and *A and not B* is now broken by informativity considerations, in favor of *A and not B*. For this reason, the baseline RSA model predicts cases of anti-exhaustivity: when the priors are sufficiently biased, i.e., when \( P(B \text{ true}|A \text{ true}) \) is high enough, the pragmatic listener, after processing the message *A*, will assign a higher probability to *B* being true than what the priors by themselves warrant on the basis of the literal meaning of *A*: \( P(B \text{ true}| \text{speaker said } 'A') \) (the posterior probability assigned to *B* being true after processing the message *A*) will be higher than \( P(B \text{ true}|A \text{ true}) \) (the conditional prior belief).

Now, as has been previously noted (Degen et al., 2015; Javangula, 2019; Wilcox & Spector, 2019; Fox & Katzir, 2021; Schreiber & Onea, 2021), this prediction seems to be undesirable. Consider a context where Mary is known to be nearly always accompanied by Peter anywhere she goes. In the context of a question such as *Did Mary come to the party?*, the answer *Yes she did* could plausibly license the inference that Peter probably was there too. In such a case, though, it is not part of the speaker’s communicative intention to convey that Peter was there, given the underlying question, which is only about Mary. In contrast, if the question is *Who came among Peter, Mary and Sue?*, the answer *Mary did* is very unlikely to be used, it seems to us, by a speaker who wants to convey that Mary and Peter came but Sue didn’t, and would not be so interpreted (see section 5.1 for previous experimental results confirming this point).

But while the baseline model is subject to potentially unwanted anti-exhaustivity effects, it is not the only one model within the RSA framework, and different RSA models will make different predictions. For instance, Degen et al. (2015) address a closely related problem and offer a solution based on a refined RSA model, where the listener is, in a sense, uncertain about the priors that the speaker is assuming (we will discuss their proposal in details in section 4.1). Let us also note that the baseline RSA model, despite making *prima facie* undesirable anti-exhaustivity inferences, makes at the same time a plausible prediction about the influence of priors on message choice. Namely, it predicts that if \( A \land \neg B \) is antecedently much less likely to be true than \( A \land B \), a speaker who wants to convey \( A \land \neg B \) will have an extra incentive to use the very explicit message *A and not B* rather than simply say *A*. For instance, in the above situation, the speaker might be more likely to say *Mary, but not Peter* than in a situation where there is no expectation that Peter and Mary would typically come to the party together (see Chemla & Romoli, 2016, §3 for a similar observation regarding *some/some but not all*).

### 3 The baseline RSA model and anti-exhaustivity effects

#### 3.1 The baseline RSA model

The RSA framework is a game-theoretic and decision-theoretic model of pragmatics. Speakers are modeled as approximately rational speakers whose choice of a message is governed by a tradeoff between the informativity (measured in information-theoretic terms) and the cost of messages. Listeners are viewed as Bayesian agents who update their beliefs about the world and the communicative intentions of the speaker based on the message that the speaker used. The model defines a sequence of listeners and speakers of increasing sophistication. Starting with a literal listener who simply conditionalizes her belief state (viewed as a probability distribution) on the meaning of the message, the model defines a first-level pragmatic speaker who believes she is talking to the literal listener, and chooses her message accordingly. It then defines a first-level pragmatic listener who uses Bayes’ rule to update her beliefs, on the assumption that the received message was produced by the pragmatic speaker. An even more sophisticated (second-level) pragmatic speaker can then be defined as one who believes that she is speaking to the first-level pragmatic listener, and so on.

The baseline RSA model includes: a set of possible world states (worlds for short); a probability distribution \( P \) over world states which can be thought of as representing the listener’s information state, known to the speaker, before she heard any message; a set of messages, each of which have a fixed meaning (a function from worlds to truth values), better than an *all-message to convey that all Xs Yield, because all is no more costly than some, but is more informative. While Degen et al. (2015) showed that the baseline RSA model predicts too strong an influence of priors in such case, a model where the speaker is fully rational would not have this problem (*some* would never be used by a fully rational speaker to communicate *all*). In contrast with this, even a fully rational speaker may prefer to use *A* to convey that *A and B* is true instead of *A and B*, because *A and B* is more costly than *A*. 

---

better than an *all-message to convey that all Xs Yield, because all is no more costly than some, but is more informative. While Degen et al. (2015) showed that the baseline RSA model predicts too strong an influence of priors in such case, a model where the speaker is fully rational would not have this problem (*some* would never be used by a fully rational speaker to communicate *all*). In contrast with this, even a fully rational speaker may prefer to use *A* to convey that *A and B* is true instead of *A and B*, because *A and B* is more costly than *A*. 

---
Each message $m$ has a cost $c(m)$. Finally, the model includes a ‘rationality parameter’ $\lambda$ (a positive real number) that regulates how rational the speaker is when choosing a message (the higher $\lambda$ is, the more likely it is that the speaker will choose the best message).

The literal listener, $L_0$ interprets messages by conditionalizing their distribution over world states, $P$, with the proposition expressed by the literal meaning of the message. If $u$ is a message, we identify its meaning with the set of worlds in which it is true, and notate this set $[u]$, and we notate $[u](w)$ the truth-value of $u$ in $w$. $L_0$ is defined by the probability it assigns to a world $w$ after having processed a message $u$:

$$(1) \quad L_0(w|u) = P(w|[u]) = \begin{cases} 0 & \text{if } w \not\in [u], \\ P(w) & \text{if } w \in [u] \end{cases}$$

Equivalently (using the proportionality notation): $L_0(w|u) \propto P(w|[u])(w)$

The 1st-level pragmatic speaker is characterized by a utility function which assigns a utility to a message-world pair, based on how the literal listener interprets $u$ and the cost of the message, notated $c(u)$:

$$(2) \quad U_1(u, w) = \log(L_0(w|u)) - c(u)$$

Importantly, this function expresses a tradeoff between informativity and cost. The first term is an increasing function of the probability assigned by $L_0$ to $w$ after having processed $u$, and so represents how effective $u$ at communicating $w$ to $L_0$.

The level-1 speaker is characterized by a function $S_1$ which determines how likely the speaker is to choose a message $u$ when she wants to communicate $w$, and is defined by the following equation:

$$(3) \quad S_1(u|w) = \frac{\exp(\lambda U_1(u, w))}{\sum_{u'} \exp(\lambda U_1(u', w))}$$

When $\lambda$ approaches infinity, this speaker approaches a fully rational speaker who, in world $w$ will choose a message which maximizes $U_1(u|w)$ with probability 1. When $\lambda$ is finite, the speaker is only approximately rational, and messages that yield greater utility have a greater probability of being used than less useful messages, but they are not certain to be used.

Then we can define a pragmatic listener $L_1$ who believes that she is receiving a message from $S_1$ and uses Bayes’ rule to update a probability distribution over worlds when processing a message $u$:

$$(4) \quad L_1(w|u) = \frac{P(w)S_1(u|w)}{\sum_{w'} P(w')S_1(u|w')}$$

On this basis, higher-level speakers and listeners are defined recursively as follows:

$$(5) \quad$$

a. $U_{n+1}(u|w) = \log(L_n(w|u)) - c(u)$

b. $S_{n+1}(u|w) = \frac{\exp(\lambda U_{n+1}(u, w))}{\sum_{u'} \exp(\lambda U_{n+1}(u', w))}$

c. $L_n(w|u) = \frac{P(w)S_n(u|w)}{\sum_{w'} P(w')S_n(u|w')}$

### 3.2 The symmetry problem and the tradeoff between informativity and cost: exhaustivity and anti-exhaustivity

Coming back to exhaustivity, let us consider a very simple RSA model, with just two worlds, $w_a$ (in which $A$ is true but $B$ is false) and $w_ab$ (in which both $A$ and $B$ are true), and three messages: $A, A \land B$ (true if both $A$ and $B$ are true) and $A \land \neg B$ (true if $A$ is true and $B$ is false). We set the cost of $A$ to 0, and we notate the costs of the two other messages $c_{A\land B}$ and $c_{A\land \neg B}$. In such a model, $A$ is uninformative, as it is true in both worlds. Suppose the speaker is fully informed about the world. In order to communicate $w_a$, the speaker will choose between $A$ and $A \land \neg B$ (the message $A \land B$ is
false in \( w_A \), and so its utility will be infinitely negative). In order to communicate \( w_{ab} \), the speaker will choose between \( A \) and \( A \land B \). The statements in (6) describe the precise conditions under which anti-exhaustivity effects are expected (see Appendix A.1 in Supplementary material for proofs):

(6) Anti-exhaustivity

  a. \( S_1(A|w_{ab}) > S_1(A \land B|w_{ab}) \) iff \( -\log(P(w_{ab})) < c_{A \land B} \)

  b. \( L_1(w_{ab}|A) > P(w_{ab}) \) iff \( \log(P(w_{ab})) - \log(P(w_a)) > c_{A \land B} - c_{A \land \neg B} \)

(6-a) expresses the condition for observing an anti-exhaustivity effect on the speaker side. It means that in \( w_{ab} \), the level-1 speaker will prefer to use the underinformative message \( A \) rather than \( A \land B \) if the information gain that would be brought by \( A \land B \) (measured by \( -\log(P(w_{ab})) \)) is not worth its cost: this will happen when \( w_{ab} \) has a very high prior probability, so that the speaker has no incentive to use a costly message to convey \( w_{ab} \), given that the listener already assigns a high probability to \( w_{ab} \). (6-b) expresses the condition for observing anti-exhaustivity on the listener side. This condition is the mathematically precise version of the fact that symmetry between alternative messages can be broken by informativity: when the bias in favor of \( w_{ab} \) compared to \( w_a \) (measured by the log-odds \( \log(P(w_{ab})) - \log(P(w_a)) \)) exceeds the cost disadvantage of \( A \land \neg B \) compared to \( A \land B \), \( A \) is more likely to be used in \( w_{ab} \) than in \( w_a \), and as a result the listener tends to interpret \( A \) as conveying \( w_{ab} \).

Figure 1: Illustration of the anti-exhaustivity effect with high priors in baseline RSA (\( \lambda = 3, c_{A \land B} = .5, c_{A \land \neg B} = 1 \)).

To illustrate, Figure 1 represents the predicted interpretation of \( A \) as a function of the prior probability of \( w_{ab} \), for a certain choice of values for the parameters of the model (costs, rationality parameter). While anti-exhaustivity is a problematic prediction of the baseline RSA model, (6-a) has a counterpart, (7), which appears to be a good prediction:

(7) \( S_1(A \land \neg B|w_a) > S_1(A|w_a) \) iff \( -\log(P(w_a)) > c_{A \land \neg B} \)

In words: in \( w_a \), the speaker will prefer the explicit and fully informative message \( A \land \neg B \) over the less informative message \( A \) if the prior probability of \( w_a \) is low enough, so that the informativity gain brought by the fully informative message (measured by \( -\log(P(w_a)) \)) exceeds its cost.

To sum up, the baseline RSA makes a number of interesting predictions when priors are such that \( P(w_{ab}) \) is much higher than \( P(w_a) \):
• A speaker who believes $w_a$ is much more likely to say $A \land \neg B$ than in the case of non-biased priors.
• A speaker who believes $w_{ab}$ will tend use the message $A$ rather than $A \land B$, even when the truth-value of both $A$ and $B$ are relevant (anti-exhaustivity on the speaker side).
• The message $A$ will tend to be interpreted as conveying $w_{ab}$ (anti-exhaustivity on the listener side).

As has been established by previous studies (Javangula, 2019; Wilcox & Spector, 2019; Schreiber & Onea, 2021), and as we will find in our own experiments discussed in Section 5, the last two predictions are problematic insofar as human subjects do not produce anti-exhaustivity effects. The first one, however, is at least qualitatively correct. In the next section, we turn to more sophisticated RSA models and ask whether they can solve the symmetry problem without giving rise to anti-exhaustivity, but without losing the predicted effect of priors on the choice between $A$ and $A \land \neg B$ in the $w_a$ situation.\footnote{A more complex model that also includes the messages $B$ and $not B$ makes the same qualitative predictions. In such a model, we need to include worlds in which $A$ is false but $B$ is true, since otherwise $B$ is simply equivalent to $A$ and $B$. Under uniform priors, in such a model, the speaker is even more likely to use $A$ in $w_a$ than in $w_{ab}$, because in $w_{ab}$ the message $B$, which is no more costly than $A$, could be used, while it could not be used in $w_a$ (while $not B$, which is true in $w_a$, is more costly than $A$). Under biased priors (i.e. when $P(w_{ab}|\{w_a, w_{ab}\})$ is very high), $A$ can still be more likely to be used in $w_{ab}$ than in $w_a$, because $A$ would be a very bad message to use in $w_a$, while it is a quite good message to communicate $w_{ab}$. Furthermore, $A$ might be the best message to convey $w_{ab}$, because $A$ and $B$ is more costly and only slightly more informative, while $B$, with no more costly, is not necessarily more informative (since it is compatible with a world where only $B$ is true, whose prior probability could be high).}

4 More sophisticated RSA models

As mentioned earlier, the baseline RSA model can be enriched in various ways. For instance, it can incorporate, as variables that speakers and listeners reason about, uncertainty about priors, uncertainty about what information is contextually relevant, represented by the Question Under Discussion (as in Kao et al. 2014), or, as we will see, message ambiguity. In all these cases, a fixed parameter of the baseline RSA becomes a probabilistic variable which is contextually relevant, represented by the Question Under Discussion (as in Kao et al. 2014), or, as we will see, as variables that speakers and listeners reason about, uncertainty about priors, uncertainty about what information

In this section, we describe and discuss the various models we will compare. We begin with the “wonky world" RSA of Degen et al. (2015) model, which differs from the baseline model in that it allows reasoning about the priors themselves. We discuss a non-Bayesian implementation (wRSA) and one that remains Bayesian (BwRSA). All the other models focus on some form of message ambiguity instead of the prior. In §4.2, we introduce the svRSA model, an application of Spector’s (2017) ‘supervaluationist’ model to exhaustivity. This model assumes optional grammatical exhaustification, and resolves the resulting ambiguity indirectly, via the question under discussion. We then turn to the “lexical uncertainty" model RSA-LU from Bergen et al. (2016), in which the listener reasons directly about the various readings that a sentence could have. This model can assume either arbitrary strengthenings, or be restricted to the strengthenings predicted by grammatical exhaustification (Franke & Bergen, 2020). Finally, in §4.4 we present Franke & Bergen (2020)’s “lexical intentions" model RSA-LI, which is very close to RSA-LU but allows both speakers and listeners to reason about the ambiguity. In this case, in line with the original paper, we only consider the ambiguity induced by grammatical exhaustification. Readers not interested in the technical details of the models can skip directly to §5 for the experiment.

4.1 The “wonky world" RSA model

Degen et al. (2015), to our knowledge, is the only proposal within the RSA framework which is intended to address the problem of anti-exhaustivity, focusing on the case of some vs. all. Suppose that someone throws marbles into a lake. Typically, one expects that if one them sinks, then all of them will. That is, the conditional probability that all marbles sank given that some did is very high. For this reason, in the baseline RSA model, an utterance of some NPs VP (for short) ends up conveying that all of the marbles sank. This is not intuitively a good result. Degen et al. discuss the results of an experiment in which they tested the influence of priors on interpretation, by varying the predicates used in the frame some NPs VP. Schematically, they collected priors on the number of NPs

\begin{align*}
\text{Some NPs VP} & \quad \text{Some} \\
\text{Some NPs VP} & \quad \text{All} \\
\text{Some NPs VP} & \quad \text{One} \\
\end{align*}
expected to have the property denoted by the VP before any message is presented, and then posteriors after a some-message is presented. While they found an influence of priors on interpretation, the best-fitting baseline RSA model does not fit the data well because it assigns too high a probability to the possibility that all the marbles sank after the some-message is processed. This was so even though in their implementation, Degen et al. did not include the message some but not all, so that the baseline RSA model could not, properly speaking, give rise to genuine anti-exhaustivity (where the listener would increase the probability that all the marbles sank after hearing some beyond what the priors would warrant). If we add to the set of messages the some but not all message and assign it a cost higher than that of other messages but not infinite, the predictions are even worse.

Degen et al. (2015) propose a modified RSA model which they argue is much better at predicting the interpretation of some-sentences when priors are biased. The core idea is that the listener is uncertain about which priors the speaker is assuming, and she jointly reasons about these priors as well as the state of the world. In a nutshell, when the priors are very biased in favor of all, the message some has a relatively low probability of use. Upon receiving some, the listener then reasons that the speaker must have been assuming a less biased prior distribution, which prevents her from deriving anti-exhaustivity.

In Degen et al.’s model, the listener and the speaker are communicating about some dimension of interests (for instance whether none, some but not all, or all of the marbles sank), but the listener is uncertain about the ‘background assumptions’ that the speaker takes to be common knowledge. For instance, the ‘default’ background assumption might be that all marbles are made out of the same material, so that either all will sink or none will. The ‘wonky’ background assumption would be one where the marbles are assumed not to be made of the same material, so that there is a very high probability that some but not all of them will sink. There are two values for the background assumption, call them $b_1$ and $b_2$, and the prior probability of a given world $w$ relative to a certain background assumption $b$ is $P(w|b)$. The listener herself has a prior over $b_1$ and $b_2$ (that is, her prior distribution is a joint distribution over $(w,b)$). The situation described by the model is one where the speaker is (i) fully informed both about $b$ and $w$, and (ii) believes (possibly wrongly) that the value of $b$ is common knowledge. At the same time, the listener—while ignorant about $b$—knows that the speaker knows the value of $b$ and that she believes (wrongly) that the listener knows it. $P(w|b)$ thus represents both ‘the probability of $w$ given $b$’ and ‘the probability that $w$ is the case given that the speaker believes that $b$ is common knowledge’ (since the speaker believes that $b$ is common knowledge if and only if $b$ is in fact the case).5

The model is based on the following equations:

1. $L_0(w|u,b) \propto P(w|b) \times [u]^w$
2. $U_1(u|w,b) = \log(L_0(w|u,b)) - c(u)$
3. $S_1(u|w,b) \propto e^{U_1(u|w,b)}$
4. $L_1(w,b|u) \propto S_1(u|w,b) \times P(w|b) \times P(b)$

The equation for $L_0$ describes the behavior of a listener who believes that the background assumption $b$ is true. The equations for $U_1$ and $S_1$ make sense for a speaker who believes that the listener is assuming the background assumption $b$. The level-1 listener computes the joint posterior distribution on $(w,b)$ using Bayes’ rule. This equation captures the following kind of reasoning: given that the speaker used message $u$, I should give higher credence to pairs $(w,b)$ such that the speaker was particularly likely to use $u$ if $b$ and $w$ were in fact the case and the speaker assumed that I know $b$.

In their experiments, Degen et al. collected priors from participants for different lexical choices, so as to vary the priors, as well as posterior beliefs about, e.g., how many marbles sank given that the message some of the marbles sank was used. They evaluated their model by fitting various parameters to the observed data. Among the parameters that are fitted is the prior on background assumptions $b_1$ and $b_2$, where $b_1$ is an assumption that corresponds to a uniform prior (the ‘wonky world’) over $w$, and $b_2$ corresponds to the measured prior over $w$ ($w$ being the number of marbles that sank). They obtained the best fit with a nearly equiprobable prior on $b_1$ and $b_2$, and the model is much better at predicting the observed interpretation that the baseline RSA model.

However, on the assumption that the measured distribution over worlds truly represents prior probabilities for the relevant cognitive computation, the implementation of the model proposed in Degen et al. is, in a fundamental sense, non-Bayesian. The reason is that this implementation uses the measured distribution as the value for the “non-wonky”

---

5 Thanks to Salvador Mascarenhas, who helped us see this point.
The parameter being fitted can be thought of as a backoff parameter, or the degree to which prior knowledge should be applied. This does not strike us as very plausible if in fact the ‘unnatural’ background assumption (i.e. the abnormal part of the prior) has a significant probability. For instance, they would completely ignore the possibility that the marbles do not have the same density, might be made of unusual material, etc. In other words, listeners might be unable to access their true prior, and report a prior restricted to a sub-part of the logical universe where things are ‘normal’ enough. However, this does not strike us as very plausible if in fact the ‘unnatural’ background assumption (i.e. the abnormal part of the logical universe) has a prior probability as high as 0.5, which is needed for the model to deliver good predictions—while at the same time listeners would entirely ignore this possibility when reporting their priors. Alternatively, the parameter being fitted can be thought of as a backoff parameter, or the degree to which prior knowledge should be abandoned in favor of uniform belief. Indeed, with \( P(b_1) = 0 \), Degen et al.’s 2015 model just becomes the baseline model based on the measured prior, while with \( P(b_1) = 1 \), what we get is the baseline model with complete ignorance of the measured prior, and uniform priors instead. In a sense, the proposed model could therefore be viewed as gradually incorporating the possibility of ‘base-rate neglect’, whereby listeners would not take into account their prior (Kahneman & Tversky, 1973).

One possible way of modifying Degen et al.’s model is to drop the assumption that the speaker’s belief about ‘background’ assumptions is viewed by the listener as necessarily true. In particular, such a model would no longer equate \( P(w\mid \text{the speaker believes } b) \) with \( P(w\mid b) \). Rather, the model now assumes that the listener uses her own prior over \( w \) (which corresponds to the non-‘wonky’ priors, \( b_2 \)) to update her beliefs, and has otherwise a prior over the various background assumptions that the speaker might be entertaining (possibly wrongly). The modified model is described by the following equations:

1. \( L_0(s|u,b) \propto P(s\mid b) \times [u]^d \)
2. \( U_1(u\mid s,b) = \log(L_0(s\mid u,b)) - c(u) \)
3. \( S_1(u\mid s,b) \propto e^{U_1(u\mid s,b)} \)
4. \( L_1(s,b\mid u) \propto P(s\mid b_2)S_1(u\mid s,b)P(b) \)
5. \( L_1(s\mid u) \propto P(s\mid b_2)\sum_b S_1(u\mid s,b)P(b) \)

The important change is at \( L_1 \), who now uses the measured prior to determine the prior on \( w \) \( (P(w\mid b = b_2)) \) but does not assume that the speaker shares her prior, and considers all possibilities that correspond to different speaker beliefs about the prior (under this model, \( P(b) \) does not denote the prior probability that the listener assigns to the background assumption \( b \), but the prior probability assigned by the pragmatic listener to the speaker’s beliefs about the literal listener’s prior). Although arguably more complex, such a model is theoretically advantageous insofar as it allows us to use the measured prior to model the data while still viewing the listener as a fully Bayesian agent. It is bound to predict a stronger influence of the ‘normal’ prior on interpretation than the original model, and as shown in Appendix A.2, it may require higher values of \( P(b_1) \) in order to get rid of anti-exhaustivity.

Finally, we point out that besides the prior \( P(b_1) \), the wonky/backoff prior \( P(w\mid b_1) \) itself is not uniquely defined and should be seen as a hidden parameter, the value of which substantially affects the output in both versions of the model. Indeed, worlds can be arbitrarily fine-grained, making it impossible to properly define a uniform distribution over \( w \). The wonky prior thus has to be a uniform distribution over the cells of some Question Under Discussion (QUD), i.e. sets of worlds which only differ along dimensions which are irrelevant to the current discussion (see next section for a formal introduction of the concept). Overall, the degrees of freedom corresponding to the prior on wonkiness and the implicit QUD encoded in the wonky prior raise the question whether the wRSA model offers more
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6To model their data, Degen et al. (2015) implicitly assume that the QUD is “How many marbles sank?”, which is the question participants had to answer, but not necessarily the question they thought the speaker of target utterances was addressing. Under this how-many QUD, the probability...
than a baseline RSA model with priors that would not be those that are actually measured, but would be fitted so as to get a maximally good correspondence with the data.

In the next sections, we introduce three different RSA models in which sentences can be ambiguous in terms of their literal meaning. This will allow us to compare models which do or do not allow for the presence of exhaustivity operators in the logical forms of sentences (i.e. where a sentence could be ambiguous between its ‘plain’ meaning and its exhaustive interpretation).

### 4.2 Supervaluationist RSA

Spector (2017) proposed a model with a completely different purpose in mind, but which can be applied to the case at hand. The model was designed to capture the interpretation of plural definite descriptions, and following Kriz & Spector (2021), assumed that their meaning is underdetermined between an existential meaning and a universal meaning. To apply this model to our case, we will treat sentences as ambiguous between their 'plain' meaning and their literal meaning. This will allow us to compare models which do or do not allow for the presence of exhaustivity.

The model is described by the following equations:

1. Ingredients: a set of messages, each of which has a cost, a set of QUDs (which are denoted with variable \( Q \)), a prior probability distributions over QUDs, interpretation functions \( i \) and world states \( w \), where each of these variables are probabilistically independent. \( [u]^i(w) \) denotes the truth value of \( u \) in \( w \) under interpretation \( i \).

2. A QUD \( Q \) is viewed as an equivalence relation over worlds, notated \( \sim_Q \), and \( Q(w) \) denotes the set of worlds equivalent to \( w \) relative to \( Q \) (i.e. worlds which do not differ from \( w \) along any dimension relevant to the question denoted by \( Q \)).

3. \( L_0(w, Q, u, i) \propto P(w)P(Q)[u]^i(w) \)

4. \( U_1(u, w, Q) = \sum_i P(i)\log(L_0(Q(w), Q)|u, i)) = \sum_i P(i)\log( \sum_{v \in Q(w)} L_0(v, Q|u, i)) - c(u) \)

5. \( S_1(u, w, Q) \propto \exp(\lambda U_1(u, w, Q)) \)

6. For \( n \geq 1 \), \( L_n(w, Q, u) \propto P(w)P(Q)S_n(u, w, Q) \)

7. For \( n \geq 1 \), \( U_{n+1}(w, Q|u) = \log(L_n(Q(w), Q|u)) - c(u) = \log( \sum_{v \in Q(w)} \log(L_n(v, Q|u))) - c(u) \)

8. For \( n \geq 1 \), \( S_{n+1}(w, Q|u) \propto \exp(\lambda U_{n+1}(u, w, Q)) \)

This model can be adapted to our case in the following manner. We now view exhaustification as a semantic phenomenon that involves an operator \( exh \) (along the lines of Chierchia et al., 2012). The message \( A \) is viewed as ambiguous between \( exh(A) \) (\( = A \land \neg B \)) and its literal interpretation \( A \). The model includes two worlds, \( w_a, w_{ab} \), and three messages, \( A, A \land \neg B, A \lor B \), where the last two messages have a positive cost. There are two interpretation functions, \( i_{it} \) and \( i_{exh} \), which only differ regarding the meaning of \( A \); under \( i_{it} \), \( A \) is true in both \( w_a \) and \( w_{ab} \), but assigned by wonky prior to the ‘all’ situation given that \( some \) is true is \( \frac{1}{2} \). Yet this probability could rise as high as \( \frac{3}{4} \) if the QUD were “Did all of the marbles sink?” or fall as low as \( 2^{-15} \) with “Which marbles sank?” Our results suggest that a choice of QUD which increases the probability \( P(w_a|b) \) requires increasing the wonkiness prior \( P(b) \) accordingly to prevent the model from predicting anti-exhaustivity.

---

7 This is different from what happens in the Lexical Uncertainty model presented in section 4.3, where semantic underspecification is taken into account by the first-level pragmatic listener, but not by the first-level pragmatic speaker.
under \( i_{\text{exh}}\), \( A \) is interpreted as \( \text{exh}(A) \) and true only in \( w_a \). Finally, given the two worlds we consider, there are only two possible QUDs: the fine-grained question \( Q_{\text{fine}} \) where the speaker wants to communicate the actual world (i.e. for either world \( w_a \) and \( w_{ab} \), \( Q_{\text{fine}}(w) = \{w\} \)), and the coarse-grained QUD \( Q_A \) where the speaker only cares about communicating the truth-value of \( A \). In this scenario, given that \( A \) is true in both worlds, this amounts to a question whose answer is already known (i.e. for either world, \( Q_A(w) = \{w, w_{ab}\} \)). This may look like an oversimplification, but it captures the only feature of the QUD relevant here: whether \( Q \) makes the truth of \( B \) at-issue or not.

Consider now a first-level pragmatic speaker who wants to answer the question \( Q_{\text{fine}} \) and believes \( w_{ab} \). Under the basic assumption that \( P(i_{\text{exh}}) > 0 \), the message \( A \) is not usable at all for such a speaker. This is because under \( i_{\text{exh}} \), \( A \) is false in \( w_{ab} \), and for this reason the utility achieved by \( A \) under \( i_{\text{exh}} \) is infinitely negative, hence the expected utility of \( A \) is itself infinitely negative.\(^8\) Therefore a speaker who wants to convey \( w_{ab} \) has to say \( A \land B \), and so there can’t be any anti-exhaustive use of \( A \).\(^9\) Now, if the speaker wants to address \( Q_A \), then \( A \) is a good message in \( w_{ab} \), even under \( i_{\text{exh}} \): even though the exhaustive reading of \( A \) is false, it still singles out the true answer to the question. As a consequence, from the first-level pragmatic listener’s (\( L_1 \)) perspective, the message \( A \) will still be compatible with the world \( w_{ab} \), since \( L_1 \) cannot categorically exclude that the intended question is \( Q_A \), and so some influence of the prior probabilities on worlds is expected. What is important, however, is that there cannot be any anti-exhaustivity effect on the interpretation side: under \( Q_{\text{fine}} \), \( A \) singles out \( w_a \), and under \( Q_A \), it does not distinguish \( w_{ab} \) from \( w_a \), so \( L_1 \), who is uncertain about the QUD, is bound to increase the probability of \( w_a \) compared to that of \( w_{ab} \) (because of the possibility that the QUD is \( Q_{\text{fine}} \)). The extent to which the interpretation will be exhaustive, i.e. to which the posterior probability of \( w_a \) will exceed its prior probability, will depend on the priors. If the priors are such that \( w_a \) is antecedently extremely unlikely, then \( L_1 \) will think, upon hearing \( A \), that probably the speaker meant to address \( Q_A \), and so the exhaustivity effect will be small, but still non-zero. For a formal proof, see Appendix A.3.

Finally, will a speaker who wants to convey \( w_a \) choose \( A \lor A \land \neg B \)? Suppose the level-1 speaker \( S_1 \) wants to answer \( Q_{\text{fine}} \) and to communicate \( w_a \). Both \( A \) and \( A \land \neg B \) are usable. In terms of informativity, \( A \land \neg B \) is better than \( A \): \( A \land \neg B \) singles out \( w_a \) under both \( \log \) and \( i_{\text{exh}} \), while \( A \) does so only under \( i_{\text{exh}} \). But \( A \) is of course better in terms of cost. The outcome of the tradeoff between informativity and cost will, as in the baseline RSA model, depend on the prior distribution over worlds. If the priors are extremely biased in favor of \( w_{ab} \), the informativity disadvantage of \( A \) will be more pronounced than in a less biased situation (because under \( \log \), the listener would assign a high probability to \( w_{ab} \) after interpreting \( A \)). So \( S_1 \)’s probability of choosing \( A \land \neg B \) will be an increasing function of the prior probability of \( w_{ab} \).

While we have discussed what happens at \( S_1 \) and \( L_1 \), we should note that things do not substantially change at \( S_2 \). \( S_2 \) still chooses her message depending on the QUD, and, when she wants to convey \( w_{ab} \) to answer \( Q_{\text{fine}} \), she will have to use the message \( A \land B \). This is because \( S_2 \) thinks she talks to \( L_1 \), and upon receiving \( A \), \( L_1 \) infers that either the QUD is \( Q_A \), or the QUD is \( Q_{\text{fine}} \) and the world is \( w_a \). So the message \( A \) cannot be used to communicate the pair \((w_{ab}, Q_{\text{fine}})\). The fact that the speaker cares about communicating the QUD plays a crucial role here. Furthermore, when she wants to communicate \( w_a \) (in the context of \( Q_{\text{fine}} \)), the speaker’s choice between \( A \) and \( A \land \neg B \) will still be sensitive to priors. One difference between \( S_2 \) and \( S_1 \) is that \( S_2 \) is talking to a listener who is able to draw inferences about the intended QUD. Since \( S_2 \) cares about communicating the QUD (and not just the answer to the QUD), she will take into account \( L_1 \)’s inferences about QUDs. In particular, when the priors are extremely biased in favor of \( w_{ab} \), the message \( A \) prompts \( L_1 \) to increase the probability she assigns to \( Q_A \) (because under \( Q_{\text{fine}} \), \( A \) was unlikely to be used, since it would communicate the unlikely world \( w_a \)). This will create an extra incentive for \( S_2 \) to use \( A \land \neg B \) when she wants to convey the pair \((w_a, Q_{\text{fine}})\).\(^{10}\)

---

\(^8\)One of the terms in the sum that defines \( U_1(A, \{w_a, Q_{\text{fine}}\}) \), namely \( P(i_{\text{exh}}) \log(L_0(Q_{\text{fine}}(w_{ab}), Q_{\text{fine}}|A, i_{\text{exh}})) \), is infinitely negative because \( L_0(w_{ab}, Q_{\text{fine}}|A, i_{\text{exh}}) = 0 \).

\(^9\)This means that in this model, relative to a maximally fine-grained QUD, a message cannot be used unless it is true on all its possible meanings, and will therefore be interpreted as entailing the conjunction of all its possible meanings. For this reason we call this model the supervaluationist RSA model. In philosophical logic, supervaluationism (Van Fraassen 1966; Fine 1975) refers to a trivalent semantics for semantically underspecified sentences (e.g., vague sentences) where sentences are said to be supertrue if they are true under all their possible construals, superfalse if they are false under all their possible construals, and undefined otherwise. A similar idea has been proposed under the name “Strongest meaning hypothesis” for other cases of semantic ambiguity (Dalrymple et al., 1994; Kripka, 1996, a.o.). See Križ & Spector (2021) for further discussion.

\(^{10}\)However, in cases where the prior is, on the contrary, extremely biased in favor of \( w_a \), something quite counterintuitive could happen regarding the interpretation of \( A \land B \): if \( w_{ab} \) is now extremely unlikely, \( L_1 \) will reason that the intended QUD is probably \( Q_A \) (since under \( Q_{\text{fine}} \), the message \( A \land B \) would probably be false), and then interpret \( A \land B \) as compatible with \( w_a \). Furthermore, using \( A \land B \) could then be an excellent way for \( S_2 \) to signal that the intended QUD is \( Q_A \), and so \( A \land B \) might become the preferred way of communicating that the intended QUD is \( Q_A \), irrespective
To conclude, this model categorically excludes the possibility of an anti-exhaustive use or interpretation of \( A \), but it still predicts an effect of priors on message choice and also on interpretation, in the sense that the exhaustivity inference triggered by \( A \) will be modulated by priors, as will be the speaker’s choice between the two messages \( A \) and \( A \land \neg B \). This model essentially makes the prediction that \( A \) triggers an inference that either the speaker considers \( B \) to be irrelevant, or the speaker believes \( B \) to be false. It is thus in line with some recent proposals which argue that exhaustivity inferences are obligatory when relevant, such as Buccola & Haida (2019).

### 4.3 The Lexical Uncertainty Model

The Lexical Uncertainty Model (LU for short, see Bergen et al., 2016) is another model in which messages can be ambiguous. It includes all the ingredients of the baseline RSA model, and adds to it a set of interpretation functions. Just like the model presented in the previous section, the literal listener \( L_0 \) is relativized to a specific interpretation function (hence there are as many literal listeners as there are interpretation functions). The first-level pragmatic speaker \( S_1 \) is also relativized to a specific interpretation function, insofar as she chooses messages for a literal listener who has a particular interpretation function (this is unlike the supervaluationist model discussed in the previous section, where \( S_1 \) is uncertain about which literal listener she is talking to). It is only at the level of the first pragmatic listener \( L_1 \) that uncertainty about meaning is factored in. \( L_1 \) has a prior distribution over worlds and interpretation functions, which are assumed to be probabilistically independent, and uses Bayes’ rule to infer a joint posterior distribution over worlds and interpretation functions. Her posterior distribution over worlds is obtained by marginalizing on interpretation functions. Then higher-level listeners/speakers are defined just as in the baseline model (since \( L_1 \)’s behavior is no longer dependent on a specific interpretation function). The model is defined by the following equations:

1. \( L_0(w|u,i) \propto P(w)[u]^i (w) \)
2. \( U_1(u|w,i) = \log(L_0(w|u,i)) - c(u) \)
3. \( S_1(u|w,i) \propto \exp(\lambda U_1(u|w,i)) \)
4. \( L_1(w|u) \propto P(w) \sum_i P(i) S_1(u|w,i) \)
5. For \( n \geq 1 \), \( U_{n+1}(u|w) = \log(L_n(w|u)) - c(u) \)
6. For \( n \geq 1 \), \( S_{n+1}(u|w) \propto \exp(\lambda U_{n+1}(u|w)) \)
7. For \( n \geq 2 \), \( L_n(w|u) \propto \log(S_n(w|u)) \)

We can then consider two versions of this model, depending on the set of interpretation functions we include in the model. In one version, which we call the EXH-LU model, the possible interpretation functions are, like in the previous model, \( i_{\text{lit}} \) and \( i_{\text{exh}} \). This is the version of LU used in Franke & Bergen (2020). In the second version, which we call the FREE-LU model, we add to these two interpretation functions a third one, \( i_{\text{anti-exh}} \), where \( A \) means \( A \land \neg B \). This version corresponds to the unrestricted LU model used in Bergen et al. (2016); Potts et al. (2016), in which the possible meanings of a message consist of all the possible ways of strengthening their literal meaning. In the EXH-LU model, symmetry between \( A \) and \( B \) and \( A \) and not \( B \) is broken in the grammar, while the FREE-LU, just like the baseline model, can only break symmetry with cost and priors.

In the EXH-LU model, if the two interpretation functions are equiprobable and as long as the cost of \( A \land B \) does not exceed that of \( A \land \neg B \), it can be shown that there cannot be any anti-exhaustivity effect at \( L_1 \). However, anti-exhaustivity effects can arise at \( S_2 \) (in the sense that \( S_2 \) may use \( A \) to convey \( w_{ab} \)) and at higher-level listeners. This is essentially because at higher levels of recursion, the model is indistinguishable from the baseline model. If the priors are sufficiently biased in favor of \( w_{ab} \), \( L_1(w_{ab}|A) \) will itself be close to 1 (though not higher than \( P(w_{ab}) \)), and so \( S_2 \) might be more likely to use \( A \) in \( w_{ab} \) than in \( w_a \) (because \( A \) and not \( B \) would be a much better message that \( A \) in \( w_a \)), following exactly the same logic as in our discussion of the baseline RSA model.

As to the FREE-LU model, unsurprisingly, it does not exclude anti-exhaustive inferences even at \( L_1 \), because one of its interpretation functions makes \( A \) equivalent to \( A \land B \).

---

of whether \( B \) is true. Note however that for \( S_1 \), \( A \) and \( B \) is never the best message to convey \((w_a,Q_A)\), so this puzzling behavior disappears as the rationality parameter increases.
4.4 The Lexical Intentions Model

Finally, we will consider another model in which messages can be ambiguous—the Lexical Intentions Model, recently proposed by Franke & Bergen (2020). In this model each message can again have multiple meanings. The crucial difference with the LU model is that the first-level speaker jointly chooses a message and an interpretation function for this message, so as to maximize the conditional probability of the intended world given the meaning that is chosen. This corresponds to a speaker who chooses a message with a certain interpretation in mind, and based on a literal listener who will always interpret the message under the interpretation that the speaker has in mind. If we again consider two possible interpretations functions, \( i_{ab} \) and \( i_{exh} \), then the best message-interpretation pair for a speaker who wants to convey \( w_a \) is the pair \((A, i_{exh})\), which is true only in \( w_a \) and is less costly than any pair \((A \land \neg B, i)\).

The first level listener, \( L_1 \), performs a joint inference both on worlds and intended interpretation. The prior distribution over \( i \) is uniform (and for this reason can be entirely ignored when stating proportionality statements). The model is characterized by the following equations:

1. \( L_0(w|u, i) \propto P(w)[u]^i(w) \)
2. \( U_1(u, i|w) = \log(L_0(w|u, i)) - c(u) \)
3. \( S_1(u, i|w) \propto \exp(\lambda U_1(u, i|w)) \)
4. \( L_1(w, i|u) \propto P(w)S_1(u, i|w) \)

Predictions about the speaker’s choice of a message and the listener’s inferences about the world are obtained by marginalizing over meanings:

5. \( S_1(u|w) = \sum_i S_1(u, i|w) \)
6. \( L_1(w|u) = \sum_i L_1(w, i|u) \propto P(w)\sum_i S_1(u, i|w) \)

We will consider a model with the same set of worlds and messages as before, and where the message \( A \) is ambiguous between the plain and the exhaustified meaning, while the two other messages are unambiguous. It can be proved that as long as the cost of \( A \land B \) is no greater than that of \( A \land \neg B \), \( A \) can never be the preferred message to convey \( w_{ab} \), and \( A \) is never interpreted anti-exhaustively. The reason is that \( S_1 \) will never be more likely to use \( A \) in \( w_{ab} \) than in \( w_a \). In \( w_a, \) \( A \) is always the best message to choose (under the interpretation \( i_{exh} \)). In \( w_{ab}, A \) might be the best message to use if the priors are extremely biased in favor of \( w_{ab} \), but even in such a case it will be no more likely to be used in \( w_{ab} \) than in \( w_a \) because (i) it competes against \( A \land B \) which is less costly than \( A \land \neg B \), and (ii) it must be interpreted according to \( i_{ab} \), and face a small but positive informativity penalty compared to the interpretation \( i_{exh} \) in \( w_a \). Now, while Franke & Bergen (2020) do not define higher-level speakers and listeners for the Lexical Intention model, the most natural way to extend their proposal to higher-level speakers and listeners would be to define them as in the baseline RSA model, as shown below, in which case anti-exhaustivity effects could reappear at higher levels of recursion as discussed in the previous section in relation with the LU model.\(^{13}\)

\( \)\(^{11}\)Franke & Bergen (2020) also discuss a Global Intentions model, which is equivalent to the LI model for the cases we consider in this manuscript.

\( \)\(^{12}\)This amounts to counting unambiguous messages twice each, since they can be paired to both \( i_{ab} \) and \( i_{exh} \), with no change in meaning. This increases the probability of unambiguous messages to be used, all else being equal, and is in line with Franke & Bergen’s 2020 implementation (Michael Franke, p.c.). Other choices are possible, with no important qualitative change.

\( \)\(^{13}\)Note that since \( L_1 \) infers the interpretation \( i \) intended by \( S_1 \) based on the surface form of the message only, there is no way for \( S_2 \) to influence the interpretation inferred by \( L_1 \) for a given message. Therefore, the intention mechanism cannot be recursively extended beyond \( S_1 \).
5 Experiment

The experiment was pre-registered on OSF (https://osf.io/7xts3/). All data and scripts are available at https://github.com/Alex-Cremers/RSA-Exh-Priors.

5.1 Background and motivation

Several experimental studies have investigated the influence of priors on exhaustive interpretations, starting with Degen et al. (2015). In the analogous case of some/all, they found that the prior probability for the all-situation only had a small effect on the interpretation of some, which was overwhelmingly interpreted as some but not all, and this was the motivation for the wRSA model. Javangula (2019) investigated effects of priors and QUD manipulations on comprehension, and found that priors modulated the strength of exhaustivity inferences, but did not find evidence for anti-exhaustivity. Schreiber & Onea (2021) looked directly at the type of exhaustivity inferences discussed in the introduction, and found that exhaustive interpretations are essentially constant across domain sizes and priors. Finally, Wilcox & Spector (2019) looked at the effect of priors on both production and comprehension. They only found a small effect on exhaustive interpretations, and did not observe the predicted effect on production, but the results were too noisy to draw firm conclusions.

The goal of our experiment was to improve on previous work in several respects. First, we wanted to collect more results on the production side, since the empirical picture is still very unclear there. In contrast with comprehension, the predictions of the baseline RSA for production are intuitively correct, so it is important to properly evaluate them quantitatively. Second, none of the cited studies measured priors from the same participants who took part in the comprehension/production task. We decided to gather prior data from the same participants we tested for comprehension/production in order to maximize our chances to find correlations between priors and linguistic behavior.¹⁴

5.2 Methods and materials

5.2.1 Experimental design

Participants were recruited on Amazon’s Mechanical Turk, and the survey was hosted directly there. We first introduced a context in which a character, Alex, is choosing what she will have for lunch. An example is given in Fig. 2. Among the options are a sandwich and a soup, which can be bought together for a discount. The survey focuses on whether Alex will buy only the sandwich (our wa situation), or both the sandwich and the soup (a wab situation).

We manipulated the price of the lunch deal from $12 (the soup comes for free with the sandwich) to $19 (only $1 discount), in order to generate various expectations about Alex’s preference between the lunch deal and the sandwich alone.

We first asked participants to calculate the value of the discount (i.e. to subtract the last two prices in the context story). This was an attention check allowing us to filter out participants who did not pay enough attention, but it also drew attention to our manipulation in order to maximize its effect. We then measured participants’ prior belief in Alex ordering the soup conditional on her ordering the sandwich (i.e. \( P(w_{ab} | \{w_a, w_{ab}\}) \)), using a slider. After answering the question prior, participants could click a “next question” button which brought them to either a production question or a comprehension question, and froze the slider for the prior question (so they could still see their response but could not edit it).

In the production survey, the last question was (8), and participants had to type in their answer (up to 50 characters). The rationale for the free response was to make it more effortful to provide longer messages, thereby increasing the likelihood that cost would factor in participants’ choice of a message (in contrast with a multiple choice question where choosing the most informative message has no disadvantage). Free response also allowed us to record the length of the different messages, which we used as a proxy for cost. We manipulated the information given about Alex’s order so as to place participants in either a wa situation or a wab situation.

¹⁴Using a noisy predictor leads to systematic underestimation of the coefficient in a linear regression (a phenomenon known as regression dilution), so reducing the noise on the prior measure should increase the measured correlation with comprehension/production. As to potential biases induced by the fact that priors and posteriors (in comprehension) are tested within subjects, see our discussion in section 6.
In fact, Alex ordered \{ only the sandwich \ / both the sandwich and the soup \}. What do you think she would answer to someone who asks what she ordered?

...text response field ...

In the comprehension survey, the next question was (9), which participants could answer using a slider identical to the one used for measuring their prior. This question presupposed that Alex did order the sandwich, and measured participants’ posterior belief $P(w_{ab}|u)$, where the utterance was either $A$ (“the sandwich”) or $A&B$ (“the sandwich and the soup”). Crucially, since their answer to the prior question was still visible, it was very easy for participants to intentionally place the slider lower or higher for the posterior (i.e. to indicate an exhaustive or anti-exhaustive interpretation, respectively).

(9) You ask Alex what she ordered, and she answers \{ “The sandwich” / “The sandwich and the soup” \}. Given her answer, how likely is it that she also ordered the soup?

Production and comprehension data were collected separately to avoid confusion. In all, there were $8 \times (2+2)$ versions of the survey: eight possible prices for the lunch deal, two possible worlds for the production question and two possible utterances for the comprehension question.

5.2.2 Participants

Mechanical Turk workers were recruited using the following filters: US Location, HIT approval of at least 98% (we initially tried 99% but too few Turkers met the criterion), number of approved HITs greater than 1000. Participants were paid $0.47 for their participation (the survey took about 3 min to complete).

For each of the 8 prices, data from 20 participants were collected for utterance $A$ (comprehension) and world $w_a$.
(production), and from 10 participants for utterance $A&B$ (comprehension) and world $w_{ab}$ (production).

We observed an effect of prior on the interpretation of $A$ ($\beta = .49$, $F(1, 145) = 28.2$, $p < .001$), but no evidence for the kind of anti-exhaustivity predicted by the RSA: 15 out of 147 responses to the target comprehension survey indicated a posterior value higher than the prior, but while the base RSA predicts anti-exhaustivity to occur when the prior is high, we found that the probability to observe such a response was inversely correlated with the prior (logistic regression: $\hat{\beta} = −.91, z = −3.5, p < .001$). This is exactly what we would expect if these responses were the

5.2.3 Data analysis

The production data were coded into the following 6 categories (examples provided): $A$ (“the sandwich”), $A&B$ (“the sandwich and the soup”, “the lunch deal”), $A&\neg B$ (“just the sandwich”), $B$ (“soup”), $\neg B$ (“I didn’t want the soup”), and Other/NA (“I wasn’t hungry today”). The number of characters used to convey the message was recorded. NA responses were excluded from the analyses. Prior measures were compressed from $[0,1]$ to $[.005,.995]$.

We first ran theory-neutral analyses to test the association between the priors and posteriors in comprehension data with linear regression, and the association between priors and production with binomial (logistic) regressions (excluding literally false messages, e.g. $A&B$ in the $w_a$ world). We then fitted the parameters of each of the models of interest to our data set. We only observe 1 $B$ response and 12 $\neg B$ responses, so we decided to merge them with $A&B$ and $A&\neg B$ respectively for model fits. For production, strictly-speaking, no linking hypothesis is needed since each model immediately generates a prediction for the likelihood to observe any given message. However, models often predict probabilities of 0, so following Franke & Bergen (2020), we added an error parameter to our model of production data: if $S(u)$ is the theoretical predicted probability for observing message $u$, we used $\frac{S(u)+\varepsilon}{1+\varepsilon}$ as our predictor, where $n$ is the number of candidate messages. The parameter $\varepsilon$ was fitted together with model parameters. For comprehension, the models return a point estimate for the posterior probability. We assumed that data is normally distributed around the prediction, with censoring at 0 and 1 (the boundaries of the slider), as in tobit regression. This is a direct improvement on the usual least-square fit, which amounts to assuming an uncensored normal distribution (including impossible values beyond 0 and 1). We assumed different noise parameters $\sigma_a$ and $\sigma_{ab}$ for the $A$ and $A&B$ condition.

Parameter estimation was done by maximizing the likelihood of the whole dataset (production and comprehension). Models were evaluated by their AIC.

5.3 Results

5.4 Preliminary analyses

Priors: The reported priors covered the whole slider range, although they were biased towards higher values ($M = .70, SD = .27$), as intended. The price manipulation had a clear effect on the reported prior ($F(1,409) = 33, p < .001$). In all the following, our predictor will be the measured prior for each participant, and we ignore the price variable.

Production: We observed all categories of responses, but $B$ appeared only once as “SOUP”. The otherwise shortest message on average was $A$ ($M = 22.8, SD = 8.9$), followed by $\neg B$ ($M = 30.5, SD = 12$), then $A&\neg B$ ($M = 35.7, SD = 9.7$, often expressed as “just the sandwich”) and finally $A&B$ ($M = 35.8, SD = 11$, expressed either as a conjunction or “the lunch deal”). We observed a small effect of priors on the production of an exhaustive form to convey $w_a$ ($\chi^2(1) = 4.95, p = .026$): when the prior for the soup is higher, participants are more likely to explicitly say that they didn’t order it. In contrast, $A$ was never used to convey $w_{ab}$ ($A&B$ was always used), and so there was no influence of priors regarding the choice of a message in $w_{ab}$.

Comprehension: We observed an effect of prior on the interpretation of $A$ ($\beta = .49$, $F(1,145) = 28.2$, $p < .001$), but no evidence for the kind of anti-exhaustivity predicted by the RSA: 15 out of 147 responses to the target comprehension survey indicated a posterior value higher than the prior, but while the base RSA predicts anti-exhaustivity to occur when the prior is high, we found that the probability to observe such a response was inversely correlated with the prior (logistic regression: $\hat{\beta} = −.91, z = −3.5, p < .001$). This is exactly what we would expect if these responses were the

---

15 A pilot study had shown very little variation in participants’ behavior in the latter two conditions.
(a) Effect of the price manipulation on conditional prior beliefs $P(\text{soup}|\text{sandwich})$, with linear correlation line.

(b) Length of elicited responses in number of characters, by expressed message, with lower (1) and upper (50) limits.

(c) Effect of prior beliefs on production, after exclusion of literally false messages. For plotting (and only for plotting), priors are binned into $\{[0, 24], [25, 49], [50, 74], [75, 99], [100]\}$, with the last bin represented by a large dot. Shade indicates sample size in each bin. The colored lines correspond to logistic regressions.

(d) Effect of prior beliefs on comprehension for each utterance. The bisecting dashed line indicates the “posterior=conditional prior line”, which represents a literal interpretation of utterance $A$. Points below this line indicate exhaustivity, while points above the line indicate anti-exhaustivity (for the $A$ message). The colored lines correspond to linear regressions.

Figure 3: Descriptive results for prior elicitation, production and comprehension questions.
result of random errors, which are more likely to fall above the prior when the prior is lower. By contrast, there was no effect of priors on the interpretation of $A&B$ ($\beta = -0.050, F(1, 73) = 1.2, p = .28$).

**Connecting production and comprehension:** We can already see that participants who took the comprehension survey do not behave as Bayesian listeners with respect to participants’ behavior in the production survey. Indeed, no participant produced $A$ in the $w_{ab}$ condition (0/72), so a Bayesian listener making interpretations based on a speaker model that is similar to our measured production data should conclude that $P(w_{ab}|A) \approx 0$, irrespective of the prior. Yet comprehension responses to the $A$ condition show a clear effect of prior on comprehension, with posterior values high above 0. This does not mean that listener participants are not Bayesian, but if they are, their model of the speaker does not match what participants do in the production survey.

Conversely, we can fit the costs and rationality parameters of an RSA-speaker addressing a listener who behaves like our participants in the comprehension task. The resulting RSA speaker yielded a good fit of the data, but with implausible parameters ($\lambda = 1.6, c_{A&B} = -8.9, c_{A&B} = 0.34$). In short, the model avoids predicting uses of $A$ to convey $w_{ab}$ by assigning a large negative cost to the message $A&B$. Forcing the model to assign a positive costs to the messages $A&B$ and $A&\neg B$ immediately worsens the predictions (log-likelihood falls from $-131$ to $-137$ and the model predicts $A$ to be used to convey $w_{ab}$ with probability up to .19).

In short, participants in the comprehension task are not Bayesian with respect to the behavior of participants in the production task. Likewise, participants in the production task—in the sense of the RSA—do not seem to be rational with respect to participants in the comprehension task either (we discuss this point further in section 6).

**Preliminary discussion:** We didn’t detect any anti-exhaustivity effect except for a few data points that would be best explained as random errors. In comprehension, the probability assigned to $w_{ab}$ after receiving the message $A$ was influenced by prior probabilities but was never higher on average than its prior probability, except for very low prior values where a few outliers are sufficient to bring the posterior value over the prior. In production, $A$ was never used to convey $w_{ab}$.

These results thus provide prima facie evidence in favor of models that cannot predict anti-exhaustivity and against those that can (potential experimental confounds are discussed in section 6). We now turn to evaluating alternatives to the base RSA model.

### 5.5 Models evaluation

#### 5.5.1 Tested implementations

We tested how well variants of the baseline RSA model fit our production and comprehension data. Besides the baseline RSA model, we evaluated the following models:

- The “wonky world” RSA model (wRSA) of Degen et al. (2015), as well as the Bayesian variant described in §4.1 (BwRSA). Both versions come with an extra parameter, which corresponds to the “wonkiness” prior.

- Spector’s supervaluationist model (svRSA), as described in §4.2. Our experiment did not measure participants’ assumptions about the QUD, so we fit the prior on the fine-grained QUD as a parameter of the model. We test two versions of the model which differ in their definition of the speaker: svRSA1 models production as a mixture of the speakers trying to convey the coarse-grained QUD and the fine-grained QUD (in proportion of the prior on QUD), while svRSA2 simply models production as a speaker who tries to convey the fine-grained QUD. We use a uniform prior on interpretations (exhaustive or literal).

- The lexical uncertainty model, in its free version (FREE-LU, which allows both exhaustive and anti-exhaustive strengthening in line with Bergen et al., 2016) and in its grammatical version (EXH-LU, which only considers strengthening derived from a grammatical theory of exhaustification, as in Franke & Bergen, 2020). For both models, we used a uniform prior on interpretations.

---

16The empirical listener was modeled as a linear regression on arcsine-transformed priors and posteriors. We tested polynomial fits up to degree 5, but a linear fit was BIC-optimal.
• The lexical intentions model with grammatical exhaustification. Here again we test two versions of the model, which differ in terms of production: RSA-LI1 uses the marginal $S_1$ speaker, while RSA-LI2 uses $S_2$. The crucial difference is that $S_1$ picks simultaneously a message and a meaning in order to communicate a world, while $S_2$ simply picks a message and talks to a listener who has already factored in ambiguity.

All models use $L_1$ to model comprehension, and all models except RSA-LI1 use the $S_2$ speaker to model production. This is because in the wRSA and the LU models, $S_1$ is a theoretical construct that is not readily interpretable, as it is relativized to a lifted variable. Furthermore, the choice of $L_1$ rather than $L_2$ was motivated by the observation that the comprehension participants cannot be Bayesian with respect to the empirical speaker. The prediction of all models were computed under the assumption that the possible utterances are $A$, $A&B$ and $A&\neg B$ and the worlds to convey are $w_a$ and $w_{ab}$. Models are parametrized by the rationality parameter $\lambda$, the costs of $A&B$ and $A&\neg B$ relative to $A$ ($\Delta_{ab}$ and $\Delta_{a\neg b}$), and an extra prior parameter for the wonky RSA and the two supervaluationist models. The first three parameters are constrained to be positive, and the prior parameters are constrained to $[0, 1]$. Appendix B gives the exact implementation for each model. For additional details, see the R script in Supplementary Materials.

5.5.2 Results

Figure 4 shows the model fits against the data, and Table 1 gives the parameter estimates. The best models are the wonky world RSA model (wRSA) and the first version of supervaluationist model (svRSA1), which fit the data equally well (wRSA is better at capturing comprehension and svRSA1 better at capturing production). The fit of comprehension data illustrates our earlier point about how the wRSA model is, in some sense, non-Bayesian, since its predictions are not constrained to 0 and 1 when the prior is 0 and 1, respectively. Note as well that RSA-LI2 and EXH-LU are strictly equivalent when the priors on interpretation functions are uniform and the costs are null, which happens to be where the maximum likelihood is reached.

Interestingly, all models but the supervaluationist model (svRSA) end up assigning a cost of 0 to $A&B$—presumably to minimize anti-exhaustivity—, while the svRSA model assigns it a very high cost (presumably so that $A&B$ is never used to convey the coarse-grained QUD, which would allow its use in the $w_a$ world). Since $A&B$ and $A&\neg B$ had roughly the same length in participants’ responses (35.8 vs. 35.7 characters on average), we refitted the models with an added constraint $\Delta_{ab} = \Delta_{a\neg b}$ as a post-hoc analysis. From a theoretical point of view, this analysis allows us to evaluate how much each model relies on costs to break symmetry.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\lambda$</th>
<th>$\Delta_{ab}$</th>
<th>$\Delta_{a\neg b}$</th>
<th>$\xi$</th>
<th>$\sigma_a$</th>
<th>$\sigma_{ab}$</th>
<th>$\epsilon$</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>wRSA</td>
<td>3.9</td>
<td>0</td>
<td>.37</td>
<td>.66</td>
<td>.33</td>
<td>.22</td>
<td>.022</td>
<td>492</td>
</tr>
<tr>
<td>svRSA1</td>
<td>.68</td>
<td>44</td>
<td>.20</td>
<td>.89</td>
<td>.38</td>
<td>.22</td>
<td>.003</td>
<td>492</td>
</tr>
<tr>
<td>svRSA2</td>
<td>.54</td>
<td>131</td>
<td>0</td>
<td>.89</td>
<td>.38</td>
<td>.22</td>
<td>.022</td>
<td>509</td>
</tr>
<tr>
<td>RSA-LI1</td>
<td>8.6</td>
<td>0</td>
<td>.054</td>
<td>1</td>
<td>.42</td>
<td>.22</td>
<td>.022</td>
<td>551</td>
</tr>
<tr>
<td>BwRSA</td>
<td>5.8</td>
<td>0</td>
<td>.36</td>
<td>1</td>
<td>.37</td>
<td>.22</td>
<td>.052</td>
<td>561</td>
</tr>
<tr>
<td>EXH-LU</td>
<td>1.0e+3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>.48</td>
<td>.22</td>
<td>.037</td>
<td>593</td>
</tr>
<tr>
<td>RSA-LI2</td>
<td>1.0e+3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>.48</td>
<td>.22</td>
<td>.037</td>
<td>593</td>
</tr>
<tr>
<td>FREE-LU</td>
<td>.57</td>
<td>0</td>
<td>1.9</td>
<td>.48</td>
<td>.48</td>
<td>.22</td>
<td>.028</td>
<td>653</td>
</tr>
<tr>
<td>Base-RSA</td>
<td>.41</td>
<td>0</td>
<td>2.3</td>
<td>.48</td>
<td>.48</td>
<td>.22</td>
<td>.027</td>
<td>659</td>
</tr>
</tbody>
</table>

Table 1: Parameter fit for each model. $\lambda$ is the rationality parameter, $\Delta_{ab}$ the cost difference between $A&B$ and $A$, $\Delta_{a\neg b}$ the cost difference between $A&\neg B$ and $A$, and $\xi$ the extra prior used by some models (wonkiness prior in the wonky RSA model, prior on the fine-grained QUD in the supervaluationist RSA model). $\sigma_a$ and $\sigma_{ab}$ are the noise parameters for the comprehension data, $\epsilon$ the noise parameter for the production data. Models are sorted by AIC.

5.5.3 Posthoc analysis: equal costs for $A&B$ and $A&\neg B$

Imposing equal costs for $A&B$ and $A&\neg B$ immediately penalizes the four models which cannot break symmetry within the semantics (wRSA, BwRSA, FREE-LU and base RSA), which fall to the bottom of Table 2. Undesirable behavior is evident on both the speaker and listener side, shown in Figure 5: On the production side, the probability of the $A&B$
(a) Model fits on the production data. We only present the data from the \( w_a \) world as the production for the \( w_{ab} \) world consisted only of \( A&B \) (i.e., the orange line should be as high as possible). Note that unlike Fig 3c, this plot includes literally false messages (captured by the noise parameter in the model fit but discarded in the preliminary analysis).

(b) Model fits on the comprehension data. We represent the median and quartile predictions (given the censored gaussian model for noise, the theoretical predictions correspond to the median, not the mean).

Figure 4: Model fits on production and comprehension. Likelihood was maximized on the combined data.
(a) Model fits on the production data. We only present the data from the \( w_a \) world as the production for the \( w_{ab} \) world consisted only of \( A&B \) (i.e., the orange line should be as high as possible).

( b ) Model fits on the comprehension data. We represent the median and quartile predictions (given the censored gaussian model for noise, the theoretical predictions correspond to the median, not the mean).

Figure 5: Model fits on production and comprehension after imposing equal costs for \( A&B \) and \( A\&\neg B \).
message (i.e. the orange line) is now clearly below 1, meaning that these models predict the use of \( A \) in the \( w_{ab} \) world. On the comprehension side, three of them now predict the listener to just guess (i.e. the posterior is equal to the prior along the dashed line). By contrast, the EXH-LU, RSA-LI1, and RSA-LI2 already assigned these two messages the same null costs, so they are unaffected by this constraint. The two versions of the supervaluationist model (svRSA1 and svRSA2) remain better than the rest, even though they don’t perform as well as with the extra cost on \( A&B \). In particular, the prediction discussed in footnote 10 surfaces: when the prior on \( w_{ab} \) falls sufficiently lower than the prior on the coarse-grained QUD, \( A&B \) can become a good message to convey the coarse-grained QUD even in \( w_a \). This is visible in the production curve of svRSA1 for message \( A \) in \( w_a \)—which is not monotone as \( A \) competes with \( A&B \) on the left and \( A&¬B \) on the right—but not in that of svRSA2, as the latter assumes the fine-grained QUD for production. While some \( A&B \) messages do show up in the \( w_a \) condition of the production survey, they do not appear to come from particularly low prior values (means: 0.70 vs. 0.72 for other messages, \( t(9.6) = -.26, p = .80 \)), and are more likely due to errors. The problematic prediction is most visible in its effect on comprehension, as \( A&B \) is predicted to be compatible with \( w_a \), although it never reduces the posterior below the prior (i.e., \( A&B \) is never predicted to convey \( w_a \)). Quantitatively, this problematic prediction does not penalize the fit of the model much, since there are very few comprehension data points for \( A&B \) at low prior values.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \lambda )</th>
<th>( \Delta )</th>
<th>( \xi )</th>
<th>( \sigma_a )</th>
<th>( \sigma_{ab} )</th>
<th>( \varepsilon )</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>svRSA1</td>
<td>.85</td>
<td>.41</td>
<td>.91</td>
<td>.38</td>
<td>.28</td>
<td>.003</td>
<td>514</td>
</tr>
<tr>
<td>svRSA2</td>
<td>.68</td>
<td>.18</td>
<td>.91</td>
<td>.39</td>
<td>.28</td>
<td>.022</td>
<td>529</td>
</tr>
<tr>
<td>RSA-LI1</td>
<td>10</td>
<td>.013</td>
<td></td>
<td>.43</td>
<td>.22</td>
<td>.023</td>
<td>555</td>
</tr>
<tr>
<td>RSA-LI2</td>
<td>1.0e+3</td>
<td>0</td>
<td></td>
<td>.48</td>
<td>.22</td>
<td>.037</td>
<td>591</td>
</tr>
<tr>
<td>EXH-LU</td>
<td>1.0e+3</td>
<td>0</td>
<td></td>
<td>.48</td>
<td>.22</td>
<td>.037</td>
<td>591</td>
</tr>
<tr>
<td>wRSA</td>
<td>1.4</td>
<td>6.3e-4</td>
<td>1</td>
<td>.39</td>
<td>.22</td>
<td>.026</td>
<td>591</td>
</tr>
<tr>
<td>BwRSA</td>
<td>.26</td>
<td>0</td>
<td>1</td>
<td>.51</td>
<td>.22</td>
<td>.026</td>
<td>670</td>
</tr>
<tr>
<td>FREE-LU</td>
<td>.21</td>
<td>0</td>
<td></td>
<td>.51</td>
<td>.22</td>
<td>.026</td>
<td>671</td>
</tr>
<tr>
<td>RSA</td>
<td>.17</td>
<td>0</td>
<td></td>
<td>.52</td>
<td>.22</td>
<td>.026</td>
<td>674</td>
</tr>
</tbody>
</table>

Table 2: Parameter fit for each model when imposing equal costs for \( A&B \) and \( A&¬B \). \( \lambda \) is the rationality parameter, \( \Delta \) the cost difference between \( A&B/ A&¬B \) and \( A \), and \( \xi \) the extra prior used by some models (wonkiness prior in the wonky RSA, prior on the fine-grained QUD in the supervaluationist model). \( \sigma_a \) and \( \sigma_{ab} \) are the noise parameters for the comprehension data points, \( \varepsilon \) the noise parameter for the production data. Models are sorted by AIC.

6 Discussion

By measuring priors in the same experiment as target behavior, our design improved on previous studies and allowed us to detect the effect of priors on production, which had been predicted but not established. We also found an effect of priors on comprehension, with an effect size almost 8x larger than Degen et al. (2015) when it comes to the correlation between priors and posteriors (\( \beta = .49 \) vs \( \beta = .06 \)).\(^{17}\) Yet we do not find any trace of anti-exhaustivity, either in production or comprehension.

As an anonymous reviewer points out, one might wonder whether our experimental design was not biased against anti-exhaustivity in comprehension. Since the baseline RSA model (and other models that can predict anti-exhaustivity) predicts anti-exhaustivity to arise only when the prior probability of \( w_{ab} \) is high, and since anti-exhaustivity is diagnosed by the fact that the posterior probability of \( w_{ab} \) is higher than its prior probability, maybe we are simply observing a ceiling effect — i.e. participants would be reluctant to use the very end of the slider. Our data, however, are not compatible with such an account. First, when interpreting \( A&B \), participants do in fact use the extreme of the scale (giving answers equal or close to 100%), and go beyond their prior on \( w_{ab} \) even when this prior is very high (cf. Fig. 3d). Second, when reporting their priors, as mentioned, the whole slider is used. Third, if a ceiling effect prevented participants from reporting posteriors greater than their prior when the prior is already very high, then an

\(^{17}\)Javangula (2019) did find an even stronger correlation than we did: \( \beta = .79 \), albeit in a more restricted range of priors, from 0.30 to 0.80 prior conditional probability for the \( w_{ab} \) world, where we would not expect anti-exhaustivity anyway.
anti-exhaustive interpretation should nevertheless lead participants to report a posterior probability that would be more or less as high as their prior. In fact, looking at the right side of Fig. 3d (say when the prior probability of \( w_{ab} \) is over 75%), we see that the reported posteriors for the utterance \( A \) are typically way below the diagonal line, and not close to it, even when the reported prior approaches 100%. This pattern is inconsistent with what would be expected under a combination of ceiling effects and anti-exhaustive interpretations.

A related concern, also voiced by a reviewer, is the following: by asking participants to first report their prior, and by showing them their answer when they are asked to report their posterior, we might bias participants to report a posterior close to their prior. However, while this could in principle prevent us from observing anti-exhaustivity (a posterior that is above the prior), it should equally prevent us from observing exhaustivity (a posterior that is below the prior). The fact that we observe exhaustive interpretations but no anti-exhaustive interpretations cannot be accounted for in this way. Additionally, it is in fact not obvious that our design would prompt participants to report posterior values that are close to their prior, as opposed to the opposite pattern: since participants are asked two questions, they might think that the experimenter is expecting different responses. But again, such an effect, by itself, does not favor exhaustive responses over anti-exhaustive responses.

At the highest level, our results pose a challenge to simple information-theoretic models of pragmatics, like the base RSA model, insofar as they are not compatible with either production and comprehension being at the same time rational and well-informed. If our production data is taken as the basis for RSA-style comprehension, the participants are not rational, in a Bayesian sense. In this respect, our conclusions align with Sikos et al. (2021), who also found that listeners don’t align with speakers in a recent replication of Frank & Goodman’s 2012 experiment. Likewise, if our comprehension data is taken as the basis for utterance production, then anti-exhaustivity effects can only be avoided with implausible costs.

Our results, however, do not exclude models in which speakers and listeners are rational but do not share the same information (e.g., knowledge of extra parameters which can be introduced in the RSA framework), or models which depart from the rationality assumption for one of the agents (e.g., by allowing the listener to revise her priors, as in some implementations of “wonky world” RSA). Furthermore, while we tested production and comprehension separately from each other, it might be that using an interactive setting, where producers and comprehenders communicate with each other, as in Benz & Gotzner (2021), would make speakers and listeners more aligned with each other – since they report a high level of communicative success in their interactive paradigm.

Lastly, we found that models which can break symmetry in the semantics by implementing grammatical exhaustification have a clear advantage over models which must rely on informativity and costs alone (see Champollion et al., 2019 and Franke & Bergen, 2020 for similar conclusions from different phenomena).

The EXH-LU and LI2 models converged to parameters that turn them into a categorical model: null costs and extremely high rationality mean that the speaker always selects the most informative message. In turn the listener can retrieve the world with near absolute certainty, so priors play no role on the interpretation side.

The supervaluationist model (svRSA) emerged as the best candidate to model our data set. It appears to be particularly good at capturing speaker/listener asymmetries thanks to its QUD parameter, and its approach to ambiguity resolution allows it to take full advantage of exhaustification. Unlike the LI model, in which ambiguity offers the speakers more opportunities to use a given message, the supervaluationist model restricts the use of ambiguous messages to situations where they are true under all possible interpretations. This constraint blocks anti-exhaustivity in both production and comprehension, independently of costs parameters, and can only be relaxed when a coarse-grained QUD makes exhaustivity irrelevant. The model does however make a problematic prediction regarding the use of \( A \& B \) to convey the pair (\( w_{ab} \), coarse-grained QUD) when priors become too extreme and the cost of \( A \& B \) too low.

Like previous studies on the influence of priors on scalar implicatures and exhaustivity, our experiment used written stimuli in English. Since English usually marks focus prosodically, this leaves the focus structure of our message \( A \) underspecified. Many of the models we tested assumed ambiguity, but focus and exhaustive interpretations (and more generally scalar implicatures) are known to interact in rather complex ways, as discussed in several experimental studies on the relationship between focus structure, intonation, QUDs, and exhaustification (see, e.g., Onea & Beaver

\footnote{RSA models do not generally predict that the listener and the speaker will be rational with respect to each other: if we use \( L_1 \) and \( S_1 \) as models for the listener and speaker, then the speaker is assumed to be (approximately) rational with respect to \( L_0 \), not \( L_1 \). If instead we take \( L_0 \) to be the model for the listener and \( S_1 \) for the speaker, then we do not model the listener as being rational with respect to the speaker. Yet RSA models do assume that at least one of the two agents is rational with respect to the other; with \( L_1 \) and \( S_1 \), the listener is modeled as rational with respect to the speaker (but not vice-versa). With \( L_0 \) and \( S_1 \), or \( L_1 \) and \( S_2 \), it is the speaker who is modeled as (approximately) rational with respect to the listener.}
models, to be able to predict such effects without predicting at the same time anti-exhaustivity effects, need to include
suggesting that the choice between some virtue (see also Chemla & Romoli, 2016 and Enguehard & Spector, 2021, which include clear introspective judgments
The trade-off between cost and informativity in message choice, which is a key feature of RSA models with cost, is a
use an explicit message whose meaning is
A
and
B
is sensitive to priors in the expected way), but it appears that RSA
models, to be able to predict such effects without predicting at the same time anti-exhaustivity effects, need to include
exhaustification in their semantic component.

One reason why previous investigations may have underestimated the issue of anti-exhaustivity in RSA models
is that model predictions are often derived without taking into account explicit exhaustive messages such as
A
and
not
B
or
only
A,
relying instead on a predefined set of alternatives defined along the lines of standard neo-Gricean approach (as discussed in footnote 2). This is the case in both Degen et al. (2015) and Potts et al. (2016), which tested
wRSA and RSA-LU respectively. Doing so amounts to artificially breaking the symmetry by assigning an infinite
cost to exhaustive messages, which prevents anti-exhaustivity even in the base RSA model. Yet, our production data
show that such messages can easily be expressed with
only
or
just
and are produced as often as the weak message
A,
so they shouldn’t be ignored in modeling. Furthermore, we did detect the expected influence of priors on message
choice when the intended meaning is
wA
. As predicted by virtually all RSA models, participants are more likely to
use an explicit message whose meaning is
A
∧
¬B
when the conditional probability of
A&B
given
A
is very high.
The trade-off between cost and informativity in message choice, which is a key feature of RSA models with cost, is a
virtue (see also Chemla & Romoli, 2016 and Enguehard & Spector, 2021, which include clear introspective judgments
suggesting that the choice between some and
not all
is sensitive to priors in the expected way), but it appears that RSA
models, to be able to predict such effects without predicting at the same time anti-exhaustivity effects, need to include
exhaustification in their semantic component.

Once we accept semantic exhaustification, we saw that there are many ways in which an RSA model could resolve
the resulting ambiguity. In RSA-LU, the pragmatic listener
L1
reasons about different speakers who each have a
single parse in mind, and tries to figure out which speaker is most likely given her own priors. In RSA-LI, the
S1
speaker intentionally selects the parse that best fits their communicative intention, without considering the risk that
the listener might misinterpret their utterance. The svRSA model takes a diametrically opposite approach, where the
speaker is maximally cautious and only selects a message if
all
its parses resolve the QUD truthfully. The listener then
doesn’t explicitly reason about the intended interpretation, but instead focuses on retrieving the QUD the speaker was
addressing. Our results suggest that the latter approach is better suited to avoid anti-exhaustivity while maintaining
sensitivity to priors on the production side. As a reviewer notes, at higher levels of recursions, both RSA-LU and
RSA-LI revert to the baseline RSA model, which means that anti-exhaustivity creeps back in. By contrast, the QUD
mechanism in svRSA categorically blocks anti-exhaustivity. Yet, other undesirable outcomes also appear in the svRSA
at higher levels of recursion (see footnote 10). More generally, the mathematical properties of RSA models at higher
level of recursions are not fully understood (see Zaslavsky et al., 2021 for discussion), and so it feels premature to
argue for a model on the basis of differences in asymptotic behavior. Finally, Cremers (2022) discusses a case where
an implicature is blocked and the RSA-LI mechanism might work better. For all these reasons, more research — on
both the empirical and modeling sides — will be necessary before drawing a categorical conclusion as to which model
best models disambiguation between the exhaustive and non-exhaustive parses predicted by the grammatical approach
to exhaustivity and scalar implicatures.

Fox & Katzir (2021) have previously discussed the fact that probabilistic models of scalar implicatures and exhaus-
tivity effects (such as models couched within the RSA framework) let us expect a strong influence of prior probabilities
on such phenomena — cases where different priors should lead to drastically different interpretations for the very same
sentence. They argue that, if in fact such an influence is not found in these domains, such a finding should shed doubt
on pragmatic theories of exhaustivity that rely on such models. They point out that even if some relatively complex
probabilistic models manage to eliminate the undesirable effect of priors, their success would then not be due to what
is
distinctive
about probabilistic approaches. Our results are consistent with this view, since they provide new evi-
dence that exhaustive interpretations should be derived within the compositional
semantic
system rather than being viewed as a purely
pragmatic
phenomenon (in line with some other recent studies in the RSA literature, e.g., Franke & Bergen 2020). The relevant semantic mechanism is indeed completely encapsulated from probabilistic reasoning.
Now, precisely because this mechanism is not a pragmatic mechanism but rather belongs to compositional semantics, this conclusion is by itself fully compatible with the view that pragmatic reasoning proper is probabilistic in nature and, specifically, that the notion of informativity relevant to pragmatics is the information-theoretic notion of surprisal used in the RSA framework. Our data, specifically on the production side, suggest that this is in fact the case. In a semantic theory that includes an exhaustivity mechanism, sentences are typically ambiguous between an exhaustive and a non-exhaustive reading, and so an account of the use and interpretation of potentially ambiguous sentences needs to include an explicit formalization of how speakers and listeners deal with this ambiguity. The RSA framework provides the means to articulate a semantic view of exhaustivity with such a formally explicit pragmatic model, in which the role of prior probabilistic expectations can be captured.

References


