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LEXICAL ACCESS

Introduction

The speed and ease with which we produce words has puzzled researchers for decades.
Uttering a single word comprises a great number of mental operations like conceptual
selection (‘choosing’ the concept we are about to name), lexical retrieval (selecting the
correct, and grammatically specified lemma for that concept), phonological encoding
(retrieving the phonological form of the word), articulatory preparation and, lastly, producing
the correct sequence of sounds that represent the intended word. All of this is processed by
our brain in a few hundreds of milliseconds and is largely error-free. In other words, even
though language production is an immensely complex psychomotor skill, we nonetheless
manage to achieve it (apparently) quite effortlessly. Hence, our brain must be particularly
efficient and successful in organizing the representations and dynamics underpinning our
ability to speak. Understanding the nature of that organization has been a key research
endeavor in the field of language production. In this chapter we will offer an overview of
some of these potential architectures for the retrieval of the mental representation of words,
better known as lexical access. To access a word is to retrieve it from the mental lexicon, a
vast lexical storage that for an average adult language user comprises, according to different
estimates, from 1000 to about 100,000 words (e.g., Levelt, 1989). In essence, for spoken
word production, lexical access means coupling conceptual representations and their
phonological forms. Below we will give an overview of four different types of word
production models, which serve as a guide to highlight the different possible cognitive and
neurobiological architectures that can support lexical access. First, we will review traditional
serial and interactive theories (Part I and Part II), and then we will move onto some more
recent models, namely dual-stream (Part I1I) and parallel (Part IV) models of lexical access in

speech production.
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I. The sequential (serial)! model of lexical access in word production.

The first model that we will cover is the serial model developed by Willem J.M. Levelt
and colleagues (Levelt et al., 1999; see also Levelt, 1989) and later expanded into a neural
model (Indefrey and Levelt, 2004; see also Indefrey, 2011). As the name suggests, one of the
main principles is the sequentiality underlying lexical access during word production (see
footnote 1). It advocates progressive step-by-step processing of each linguistic level before
advancing to the next level in the hierarchy (Levelt et al., 1999) and considers functional
specialisation? of brain areas that are involved in the representation of word components
(Indefrey & Levelt, 2004). According to this model, the mental lexicon concerns an
independent processing layer within the speech production architecture preceded in time by
conceptual processing and followed by form encoding, housed in the left mid temporal gyrus
(MTG) and functionally active at a specific point in time (roughly between 150 and 250 ms
of processing). Below we will outline the main principles and spatiotemporal dynamics
behind this model.

While most prior language production models were motivated by aphasic speech and
speech error data (e.g., Dell, 1986; Garrett, 1975; Fromkin, 1971), the Levelt et al. model
deviates from that tradition by being based on reaction time data of psycholinguistic

experiments in healthy speakers (Glaser, 1992; Levelt, 1989; Levelt et al., 1991; Levelt &

1 The terms seriality and sequentiality do not denote the same concept: seriality (or discreteness as also often
associated historically with these types of models) means that stage B can only be initiated after stage A has
been completed; sequentiality, on the other hands, allows some degree of overlap between stage A and B (i.e.,
like ‘cascading’ where a representational layer lower in the hierarchy can become activated prior to selection
of a representation higher in the processing hierarchy), though stage A would still initiate well before stage B.
Historically, the Levelt et al. (1999) model is serial (discrete). However, nowadays, most proponents of this
model would agree with some degree of sequentially (cascading) instead strict seriality. For the present
chapter, we group the serial and sequential models together (and thus also the historic division between serial
and cascaded processing), since their differences are less relevant for present purposes.

2 To avoid confusion, functional specialization means a given brain region X supports a function Y that other
brain regions do not support, which is different from functional specificity where a given brain region X
‘uniquely’ supports a given function Y and nothing else (for discussion related to lexical access see: e.g.,
Indefrey, 2016; Strijkers & Costa, 2016).
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Figure 1. Schematic representation of the

serial/sequential model language production model,
where lexical selection concerns the process of
translating a lexical concept into a lemma
representation, and form encoding concerns the
retrieval of the phonological and phonetic information
of the activated lemma. (Based on Levelt, 2001).
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Kelter, 1982; Meyer, 1992;
Schriefers et al., 1990). Figure 1
represents a schematic overview
of the word production system as
proposed by Levelt and
colleagues (1999; see also Levelt,
2001). The first step is lexical
selection, that is, when a speaker
selects an item from their mental
lexicon. The way this works is
that a speaker activates an
intended concept s/he wants to
utter (i.e., conceptual focusing),
which in turn will activate word

candidates in the mental lexicon

until an appropriate lemma, i.e., a morpho-syntactic representation of a lexical concept, is

being singled out. During lexical selection there is thought to be competition between

different lexical candidates due to spreading activation: That is, when activating an intended

concept (e.g., CAT) related concepts (e.g., DOG) become (partially) activated as well

because of their association with the target concept (spreading activation between strongly

interconnected representations). This in turn will activate different lemma representations

(e.g., cat and dog) which enter into a competitive process for selection, since after the lemma

stage the system is thought to continue processing with a single representation, namely, the

target lemma intended for articulation. The empirical input supporting these notions that

lexical access is a competitive process where only a single lexical representation will be
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selected for further phonological processing stems from semantic interference experiments,
namely the well-known picture-word interference (PWI) paradigm (Glaser & Diingelhoff,
1984; Levelt et al., 1991; Roelofs, 1992; Schriefers, Meyer & Levelt, 1990; Damian &
Bowers, 2003; for review see: Abdel Rahman & Melinger, 2009; Piai et al., 2012) when a
distractor word is either visually superimposed on the picture to be named or auditorily
presented during stimulus (picture) presentation. The critical manipulation is that distractor
words can either be semantically related to the target word or semantically unrelated. What is
consistently shown is that semantically related distractors increase naming latency. That is,
upon presentation of related distractors subjects are normally slower in naming than when an
unrelated distractor is presented. This is because the speed of selecting a target item is
proportional to the cumulative activation of all the lemmas that are competing for selection.
Let us explain this with an example: when selecting the lemma ‘dog’, the lemma ‘cat’ is also
activated for selection as a closely related conceptual item. If participants, when asked to
name a picture of a dog, are presented with the word cat superimposed on that picture, the
lemma ‘cat’ receives additional activation resulting in a longer naming latency. If, however,
an unrelated word that is not part of the competitive selection process is presented over the
picture, e.g., hat, it affects the response latency much less. These types of semantic
interference effects are amongst the most cited evidence favouring the notion that lexical
access is a competitive selection process (but see: e.g., Mahon et al., 2007; Dhooge &
Hartsuiker, 2010).

When the target lemma is selected, it triggers the next step, form encoding, which
comprises the retrieval of the morpho-phonological form of the selected lemma, structuring
those speech sounds in the appropriate order (syllabification) and generating the appropriate
articulatory (motor) commands. In contrast to lexical selection, during form encoding there

is no competition since only a single lexical representation is selected for phonological and
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phonetic processing (e.g., Levelt et al., 1991; the only exception being synonyms when the
phonological codes for both synonymous words are activated simultaneously, e.g., Jescheniak
& Schriefers, 1998). To show this empirically, PWI experiments also show that when
distractor words are phonologically related to the target word (e.g., cap for the target CAT)
the opposite effect is observed, that is, phonological facilitation, which results in shorter
naming latencies (e.g., Lupker, 1982; Glaser & Diingelhoff, 1984; Glaser & Glaser, 1989;
Meyer & Schriefers, 1991; Cutting & Ferreira, 1999; Ferreira & Pashler, 2002; Jescheniak et
al., 2003). The rationale here is thus the following: with semantic distractors we observe
naming interference because lexical selection is competitive, but with phonological
distractors we observe faster naming latencies as there is no competition anymore (that has
been resolved at the lexical level) and what matters is the overlap in sounds between target
and distractor (but see: e.g., Starreveld & La Heij, 1996; Cutting & Ferreira, 1999; Bowers &
Damian, 2003; Bloem & La Heij, 2003; Navarrete & Costa, 2005). And even though the
exact nature of semantic interference and phonological facilitation in picture naming remains
a debated issue (e.g., Mahon et al., 2007; Roelofs & Piai, 2013; Navarrete et al., 2014; Abdel
Rahman & Melinger, 2019; Mahon & Navarrete, 2019; Runnqvist et al., 2019), the context
effects on lexical processing as assessed with the PWI paradigm represent one of the most
used and important approaches to assess the nature of the mental lexicon (for recent reviews
see: e.g., de Zubicaray & Piai, 2019; Nozari & Pinet, 2020), and is the corner stone paradigm
that has informed the serial model of lexical access (e.g., Levelt et al., 1999; Meyer et al.,
2019).

Furthermore, PWI experiments were also of importance to obtain initial chronometric
evidence on the time course of lemma selection and form encoding. In their classic PWI
experiment, Schriefers and colleagues (1990; see also Levelt et al., 1991) explored both

semantic interference and phonological facilitation within the same study while manipulating
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the stimulus-onset asynchrony (SOA). SOA (here) refers to the time between the presentation
of the (auditory) distractor and the target picture to name: the distractor could either be
presented prior to the target (e.g., -150 ms SOA), at the same time (0 ms SOA), or after target
presentation (e.g., +150 ms SOA). The authors showed that the semantic interference effect
was maximal when the distractor was presented before the picture target (-150 ms SOA),
while the phonological facilitation effect was maximal when distractor and target were
presented at the same time (0 ms SOA) or when the distractor was presented after the target
(+150 ms SOA). From this result, it was concluded that lexical access and phonological
encoding are two dissociable processing stages with a temporal delay between them of
around 150 ms. This sequence of events was furthermore successfully simulated by Roelofs
in a computational model (e.g., 1992; 1997), adding to the dominant view at that time for a
temporal segregation of approximately 100-150 ms between the initiation of lemma selection
and the start of form encoding (but see e.g., Alario et al., 2000; Bloem & La Heij, 2003,
Costa et al., 2005; Strijkers & Costa, 2011).

Given the enormous impact of the serial/sequential model developed by Levelt et al.
(1999), and its very precise functional and temporal predictions to go from a concept to the
utterance of that concept, it offered an ideal blueprint to implement at the neural level and
link its different, sequential processing stages to their respective spatial and temporal brain
correlates. In order to do so, Indefrey and Levelt (2004) performed a meta-analysis of most
available neuroscientific data on picture naming at that point to identify those brain regions
and their respective time course of cortical activation involved in the different word
production components of the Levelt et al. model (1999). First, to identify the brain regions
that are reliably active during word production they looked at 82 production experiments and
26 perception experiments from neuroimaging localisation studies (see Table 2 in Indefrey &

Levelt, 2004). By contrasting the patterns of brain activity found in all 108 experiments,
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Indefrey and Levelt propose that the set of brain areas reliably found for both the picture
naming and word generation tasks can be regarded as the core set of brain areas responsible
for word production. These include 11 areas in the left hemisphere (posterior inferior frontal
gyrus, ventral precentral gyrus, supplementary motor area, mid and posterior superior and
middle temporal gyri, posterior temporal fusiform gyrus, anterior insula, thalamus, and
medial cerebellum) and four in the right hemisphere (mid superior temporal gyrus, medial
and lateral cerebellum, and the supplementary motor area). Next, the authors mapped these
regions to the different word production components as proposed in the Levelt et al. (1999)
model (see Figure 2): mid temporal regions linked to lexical access, superior temporal
regions involved in phonological encoding, the inferior frontal gyrus for speech segmentation
(syllabification), motor regions associated with phonetics and articulation, and finally the
superior temporal cortex for speech monitoring (for more details on the neurobiological basis
of speech monitoring see: Runnqvist, 2022 in this handbook). The result of the meta-analysis
and its association with the sequential model of word production thus suggest a functional
specialisation of brain areas (see footnote 2): each brain area is responsible for a particular
kind of linguistic computation (i.e., conceptual, lexical, phonological, articulatory) during
word production. In this view the linguistic computations underpinning speech planning are
neurally discrete and the different brain areas ‘communicate’ hierarchically: the output of one
becomes the input of another. This hierarchical conceptualisation of word processing
therefore copies the key property of the Levelt et al. (1999) model, namely the
serial/sequential activation of brain regions linked to a specific word production component
(see also later extensions: e.g., Indefrey, 2011; and also: WEAVER++/ARC model (Roelofs,
2014; 2018)).

Importantly, Indefrey and Levelt (2004) provided their model also with temporal

estimates, hereby portraying not only the spatial components of word production, but also its
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temporal dynamics. This is an important addition in comparison to all previous brain
language models of language production which solely focused on where in the brain language
production processes may come about, but not when. In order to do so, Indefrey and Levelt
adopted the following strategy: First, they estimated time-windows when each word

production process would happen in the course of speech planning, and next they compared
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Figure 2. Schematic representation in time and space of the sequential brain language
model of word production. See text for explanations (based on Indefrey & Levelt, 2004;
and adapted from Strijkers & Costa, 2016).

those temporal estimates with the results of magnetoencephalography (MEG) studies. With
regard to the first step, the authors relied on ERP data of object categorization studies (e.g.,
Thorpe et al., 1996; Hauk et al., 2007; Johnson & Olshausen; 2005; Schmitt, Miinte & Kutas,

2000) to estimate that conceptual processing (of an image) takes about 150-200 ms. With that
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as starting point, they subsequently added the chronometric estimates as assessed with the
PWI studies mentioned above and their computational simulations (e.g., Roelofs, 1992;
1997). The following temporal picture emerged for word production (assuming an average
naming latency of 600 ms): 0-175 ms = conceptual processing; 175 — 250 ms = lexical
selection; 250 — 330 ms = phonological encoding; 330 — 455 ms = syllabification; 455 — 600
ms = articulatory preparation. Armed with these time-windows associated with different
word production components, in the second step, they looked at MEG studies of object
naming. The big advantage of MEG is that one obtains both temporal and spatial data. In this
manner, Indefrey and Levelt (2004) explored the above-mentioned time-windows in three
MEG studies of language production (Levelt et al., 1998; Maess et al., 2002; Salmelin et al.,
1994), and checked which brain regions that where maximally activated in that specific
functional time-window corresponded to one of the brain regions defined in their meta-
analysis. This resulted in the following spatiotemporal map of word production (see Figure
2): Lexico-semantic processing taking place around 200 ms after picture presentation in the
MTG. Word form (lexical phonology) encoding of the selected lemma manifesting around
300 ms after picture presentation in the posterior STG. Syllabification (motor phonology)
emerging after 400 ms in the IFG. And finally, activating the motor commands necessary to
move the articulators taking place around 600 ms after stimulus onset in the pre- and post-
central gyri.

In summary, the sequential model of lexical access in word production proposes that
lexical access is a hierarchically organised process which begins with a concept and moves
step-by step in a feedforward manner through linguistic levels of representation until a motor
command is carried out to articulate the utterance. The core of this model postulates that the
two parts of the lexical access system, i.e., lexical selection and form encoding, serving two

different functions (selecting a target lexical item, and producing an articulatory score for that

10
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selected item, respectively), are segregated in time and space. That is, according to the model,
information spreads in a feedforward manner, where each step is neurally realised at a well-
defined time window by a distinct brain area, which specialises in one linguistic function
only. This model is considered to be a detailed mapping of the neural dynamics supporting
word production and to be a valuable tool and theoretical basis for producing precise
predictions and hypotheses and testing them_(e.g., Aristei et al., 2011; Christoffels et al.,
2007; Habets et al., 2008; Koester & Schiller, 2008; Hulten et al., 2009; Hanulova et al.,
2011; Dell’Acqua et al., 2010; Laganaro et al., 2009; 2012; Sahin et al., 2009; Piai et al.,
2014; Fargier & Laganaro, 2017). Other researchers, however, have questioned the model’s
strictly sequential and highly localised properties (e.g., Strijkers & Costa, 2016; Munding,
Dubarry & Alario, 2016), and alternative models of lexical access have been proposed; some
of which we will discuss below. Nevertheless, and in spite that certain properties of the
sequential model have led to much debate, most of the alternatives are directly built on
Levelt’s model and still have many aspects in common. The latter is remarkable in itself,
especially when taken into account that there is no model in language production that has

been as extensively tested as the sequential model of lexical access.

2. Interactive models.

The next model we will discuss is the one proposed by Dell in 1986 (see also: Dell &
O’Seaghdha, 1992; Dell et al., 1997; Dell et al., 2007; Dell et al., 2013), which introduced the
notion of interactivity in lexical access (see also: e.g., Dell & Reich, 1977; Harley, 1984), and
inspired many following models and much research in psycho- and neurolinguistics (e.g.,
Caramazza, 1997; Rapp & Goldrick, 2000; Vigliocco & Hartsuiker, 2002; Pickering &
Garrod, 2004; 2013; Harley, 2008; Strijkers & Costa, 2011; Ueno et al., 2011; Strijkers,

2016; Walker & Hickok, 2016; Abdel Rahman & Melinger, 2019; Roelofs & Ferreira, 2019;

11
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Nozari & Pinet, 2020). The central characteristic of this model is that while just like
sequential models it assumes linguistic representations are organized hierarchically in
functionally dissociable processing layers, it allows for interactivity between those levels,
meaning that information can flow bidirectionally between processing layers (see Figure 3).
In this manner, and compared to the serial view on lexical access as discussed before, an
interactive account of lexical access is somewhat more flexible in that there is some degree of
processing overlap in both time and space. Below we will first detail the computational
principles of Dell’s interactive lexical model further and subsequently give an overview of its

proposed neural implementation.

Semantic
features

Words

Output
phonemes

1

Figure 3: Schematic illustration of the two-step interactive activation model of Dell. The two

steps of the model during word production are from the semantic (features) to the lexical
level (words), and from the lexical to the phonological level (output phonemes). Weights refer
to the parameters s, p, and nl in the computational model that represent the connections

between the linguistic levels (see main text). Adapted from Dell et al. (2013).
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Interactive lexical access in the Dell-model is, as in the serial model (Levelt et al.,
1999; but see Caramazza, 1997), regarded as a two-step process where activation flows
through the lexical system in the following manner: The first step is initialised by a jolt of
activation at the conceptual level ("Semantic features" in Fig. 3), continues as spreading
activation through the network and activates a number of relevant units at the lexico-syntactic
level ("Words"). Units at this level are called lemmas and are abstract symbols that unify the
semantic-syntactic representation of a word. The first step is finalised when the lemma with
the highest level of activation is selected, regulated via an ‘insertion’ rule that checks whether
the lemma is semantically and syntactically suitable (e.g. “swim” if a verb is required and
“swimming” if a noun), and activation of other lemmas is inhibited. The second step of word
production begins with a jolt of activation spreading from the lemma to the phonological
level ("Output phonemes"), activating the phonological units corresponding to the selected
lemma representation. At this stage, beyond for example differences in compositionality (e.g.,
Roelofs, 1997b), the previously discussed serial model and Dell’s interactive activation
model are quite similar in their dynamics of lexical access. Crucially, however, interactive
models propose that information travels bi-directionally in the lexical network. That is, while
in the serial model (Levelt et al., 1999) lexical access is entirely feedforward, in Dell’s model
(1986) activation can flow back between the representational layers (see Figure 3). This
means that even if linguistic levels are globally modular and initially become activated in a
sequential manner, they are locally interactive, displaying temporal overlap in the activation
of lexical representations: when level x is most active, there will be some activity too in
levels x+7 and x-7 (Dell & O’Seaghdha, 1992). For example, spreading activation from the
concept BAT will activate the lemmas "bat" and "pig" because they are categorically related.
Then, spreading activation from the lemma "bat" will activate the phonological units "b", "a"

and "t", and those phonological units will in their turn send activation back to those lemmas

13
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associated with the phonological features, hereby ‘boosting’ the activation of the target
lemma “bat” and reducing the activation linked to the semantically related word “pig” (see
Figure 3). Or put differently, within such interactive framework, the intended lexical entry for
speech receives two sources of activation: the bottom-up driven feedforward activation from
the concept a speaker wishes to utter and the feedback driven activation from the
phonological level of processing allowing to “check” that the activated sounds indeed
correspond to the word we wish to convey?.

Importantly, beyond offering a mechanism on how our lexical system can avoid mis-
selecting words, the interaction between levels allows for explaining common speech errors
that people make. In fact, the original model of Dell (1986) was constructed exactly for that
purpose. Indeed, while overall, we make surprisingly few speech errors when speaking, when
we do make an error it seldomly is random, but instead follows linguistic constraints (e.g.,
Fromkin, 1973; Garret, 1975; Dell, 1986; Rapp & Goldrick, 2000). In this manner, speech
errors have been an important source of information to understand the architecture
underpinning language production (for more recent overviews: e.g., Goldrick, 2011; Dell et
al., 2014; Runnqvist, 2022 this handbook). At the level of lexical access, three types of errors
have been particularly informative: semantic, phonological and mixed errors. Semantic errors
refer to saying for example “pig” instead of the intended “bat” and are explained in the model
because of the spreading activation from related concepts (i.e., other animals) (see Figure 3).
Phonological errors refer to saying for example “hat” instead of “bat” and come about in the
second phase of activation in the model, namely when the selected lexical item activates
overlapping phonological units. Finally, and most importantly here, the mixed error effect

refers to errors which are both semantically and phonologically related, like saying “rat”

3 While the Dell and colleagues’ model does not include inhibitory connections, other interactive models do,
suggesting this a biologically plausible mechanism for limiting interaction and cascading within the system. For
more detail look at Harley (1993) and Schade and Berg (1992).

14
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instead of “bat”. Furthermore, these mixed errors occur more frequently than predicted in
light of semantic or phonological errors in isolation (e.g., Dell & Reich, 1981; Harley, 1984;
Martin et al., 1997; Goldrick & Rapp, 2002; Ferreira & Griffin, 2003); an observation which
is assumed to be a consequence of interactivity. That is, keeping with the above example, it is
more likely that the target "bat" will be substituted by "rat" than by "pig", because “rat” will
receive activation from two sources, namely the spreading activation (from the target concept
“bat”) from the semantic layer and the feedback activation (interactivity) from the
phonological layer (because it has two phonological units that overlap with the phonological
units of “bat”), while “pig” will only receive activation from one source, namely the
spreading activation from the semantic layer (see Figure 3). In other words, due to the
interactivity, mixed errors are readily explained in Dell’s model (1986; Dell et al., 2013). In
contrast, in discrete and serial models like that of Levelt et al. (1999), such mixed error
effects are particularly difficult to explain, since the holistic word forms do not affect the
lexical representations, and thus mixed errors should not happen.

Another important behavioral observation that has typically been cited to support
interactivity concerns the lexical bias effect (Baars et al., 1975; Dell & Reich, 1981;
Humphreys, 2002; Hartsuiker, et al., 2005; 2006; Nooteboom, 2005; Nozari & Dell, 2009;
Runngvist et al., 2016; 2021). The lexical bias effect is the tendency of phonological errors to
also be real words, for example people are more likely to substitute "bat" with "hat" than with
"lat". Interactive models explain this because phonological units follow phonological rules in
a language, they will favour the grouping together of legal over illegal phonological
activations. Since in an interactive model activated phonological units feedback to the lexical
system, it logically follows that a speech error will more likely be a word than a non-word for
the simple fact that words are represented in our mental lexicon, while non-words are not.

Hence, when making a phonological speech error like a phoneme substitution (e.g., changing
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the first phoneme of a word), within an interactive system it is predicted that the substitution
will more likely result in an actual word (“hat” instead of “lat”), because it receives activation
from the lexical layer, while a nonword does not. Similarly as for the mixed error effect, in a
serial model (Levelt et al., 1999), this is not necessarily predicted (but see: e.g., Roelofs,
2004).

Finally, behavioral evidence for the interactive nature of the language production
system also comes from aphasia studies (e.g., Nozari et al., 2010). For example, in a study by
Jefferies et al. (2006) aphasic patients were asked to repeat words while the processing load
on the phonological or semantic system was manipulated. The results demonstrated that the
semantic manipulation effect was larger in the phonologically straining than the
phonologically undemanding task for the phonetically impaired group. The phonetic
manipulation effect however was larger in the semantically straining than the semantically
undemanding task for the semantically impaired group. This suggests that the phonological
system plays a more important role in repetition when the semantic system is impaired and
vice versa, providing evidence for interactivity between semantics and phonology in brain
damaged speakers.

In terms of neural implementation, the notion of interactivity can fit different
neuroanatomical architectures (e.g., Indefrey, 2011; Strijkers & Costa, 2011; Hickok, 2012).
For example, it could be consistent with the previously described Indefrey and Levelt (2004)
model if some more temporal and spatial flexibility between the different brain regions
(linked to distinct functional word components) is allowed. However, while the Indefrey and
Levelt (2004) model suggest a single feedforward processing pathway, going from mid
temporal via superior temporal towards frontal brain regions, Dell and colleagues have linked
their specific interactive model to a dual-route architecture (Dell et al., 2013; see also Nozari

et al., 2010; Ueno et al., 2011), hereby integrating established neuroanatomical ideas from the
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perception literature (e.g., Hickok & Poeppel, 2000; 2004; 2007; Scott & Johnsrude, 2003;
Rauschecker & Scott, 2009). In this manner, Dell et al. (2013) suggest that lexical access in
an interactive model is realized by two partially distinct brain networks, a more ventral
stream and a more dorsal stream (roughly corresponding to the red and blue patches in Figure
4). Previous research implicates the dorsal stream in phonological processing as there is
evidence that phonological form retrieval takes place in the pSTG (e.g. de Zubicaray et al.,
2002; Graves et al., 2008; Edwards et al., 2010), phonological short-term memory is
processed by temporo-parietal and inferior parietal regions (e.g. Buschsbaum et al., 2011),
and phonologically-related errors stem from the dorsal pathway (e.g. Cloutman et al., 2009;
Duffau et al., 2008; Schwartz et al., 2012). The ventral stream, on the contrary, has been
implicated in more lexical-semantic processing as evidence suggests that lemma processing
takes place in the MTG and pITG (e.g. Damasio et al., 1996; Graves et al., 2007; de
Zubicaray & McMahon, 2009; de Zubicaray et al., 2015; Ries et al. 2017), objects and events
are represented in the ATL and AG (e.g. Binder & Desai, 2011), and damage to the ventral
stream, including the MTG, ITG, ATL, AG and IFG results in semantically-based word
retrieval difficulties (e.g. Antonucci et al., 2008; DeLeon et al., 2007; Schnur et al., 2009).
Dell and colleagues (2013) further confirmed and extended this two-step neural
architecture to brain damaged aphasic speakers via voxel-based lesion parameter mapping.
The study used the interactive activation computational model to simulate the individual error
pattern of 103 aphasic patients in three different tasks: word production, word repetition, and
non-word repetition. Parameters corresponding to the connections between linguistic levels
were adjusted so that the model can account for the variability in errors for all three tasks.
The lesion status of a voxel was then used to predict the three critical parameters: s
representing the ability to map from the conceptual to the lexical level, p the mapping from

the lexical to the phonological level, and n/ the mapping from auditory input to the

17



LEXICAL ACCESS

phonological level (see Figures 3 and 4). While the p and n/ parameters shared a significant

proportion of their brain maps, for the s and p parameters overlap was much less pronounced

s-parameter map
p-parameter map
overlap

Figure 4: The maps of two of the parameters from the interactive
computational model suggest that semantic and lexical processing on the one hand
and phonological and articulatory processing on the other have only a few brain
areas in common (based on Dell et al., 2013).

(see Figure 4), suggesting that the brain areas responsible for realizing the lexical and
phonological levels of word production are at least in part neurally distinct.

Based on these lesion mapping results (as well as the neuroimaging in healthy speakers)
Dell and colleagues (2013) proposed the following neural implementation of the interactive
two-step model: The first step, semantic encoding and lemma access, is realised by a rather
large left-lateralised network, including the aSTG, aMTG, temporal pole, MFG, IFG, TP]J,
and AG (red and purple locations in Figure 4). The second step, the access of the
phonological form of a word, is implemented more dorsally and more posteriorly (blue and
purple locations in Figure 4), including regions such as the STG, TPJ, the planum temporale
and the pre- and post-central gyri. In other words, while the neural implementation of the
two-step interactive activation model by Dell et al. (2013) shares with the Indefrey and Levelt
model (2004) the notion that lexico-semantic and phonological processing are achieved by

largely dissociable neural circuits, these circuits themselves are much less localized compared
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to the Indefrey and Levelt model, recruiting an extensive network of brain regions in frontal,
temporal and parietal cortex both for the lexical and phonological layers of processing.

Regarding the time course of lexical access, as mentioned earlier, interactive models
assume that the first pass activation of each representation proceeds sequentially, and thus
propose a temporal dynamic which initially can mimic the time course proposed by the
Indefrey and Levelt model (2004): lexical processing around 175ms and phonological form
encoding some 100ms later around 250-300ms (Dell & O’Seaghdha, 1991; 1992). But in
contrast to the serial model, more than one layer can be active at same time, given that when
the interactivity (feedback) kicks in, (at the least) adjacent processing layers should display
an overlapping time-course. Specifically, for the implementation of interactive lexical access
in a dual-route neuroanatomical structure as envisioned by Dell and colleagues (2013),
speech planning would thus first trigger ventral brain regions linked to lexico-semantic
knowledge (see Figure 4), some 100ms later more dorsal brain regions linked to the
phonological knowledge associated with the intended word for speech (see Figure 4), and
subsequently feed the dorsal activity back to the ventral brain regions, allowing for the
interactivity between the lexico-semantic and phonological representations a speaker is about
to utter.

To summarize, lexical access in an interactive model (e.g., Dell, 1986; Dell et al., 2013)
has some very similar assumptions to lexical access in a serial/sequential model (e.g., Levelt
et al., 1999; Indefrey & Levelt, 2004), because it considers lexical access to involve
sequential steps of processing which work with different kinds of representations, stored in
different brain areas. Specifically, in this view, words in the brain have lexical and
phonological representations, which are independent of each other and activation flows from
the concept through the lemma and onto the phonological form in functionally distinct time

steps. In contrast to the serial/sequential model of lexical access, however, these lexical and
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phonological layers are “globally modular, but locally interactive” (cf. Dell & O’Seaghdha,
1992), in that they are much more distributed in our brain, and can have a functional and

temporal influence upon each other through feedback interactivity.

3. Dual-stream Feedback Models

The two previous sections were devoted to the traditional models of lexical access in
speech production which have been of enormous impact on the neurocognitive research in
language production. Thanks to their pioneering role, the field has advanced much, in
particular with regard to the integration of the cognitive mechanisms of word production at
the level of the brain, allowing the development of novel brain language models on lexical
access. In the final two sections of the present chapter we will describe two such novel brain
language models, which lend many insights from the traditional serial and interactive models,
but also extend and/or differ from them in important ways.

The first model that we are going to discuss, the hierarchical state feedback control
model (HSFC), has been developed by Hickok (2012; see also Hickok, 2014; Walker &
Hickok, 2016) and is part of a larger integrated theory on speech processing, the dual-route

model (see Figure 5; Hickok &

4
_>// Poeppel, 2000; 2004; 2007).
\/ ol Shrek'S The dual-route architecture,

which we already mentioned in
the previous section with

Figure 5. The dual-stream model of speech processing.  regard to a specific neural
Bilateral auditory regions in the dorsal STG (yellow) and

STS (green) are engaged in the early stages of speech  implementation of Gary Dell’s
processing, which later diverges into two streams: the

ventral stream responsible for speech comprehension (1986) interactive activation
(blue) and a left dominant dorsal stream involved in

speech production (purple). (based on and adapted from model of lexical access, is
Hickok & Poeppel, 2007).
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borrowed from research in the visual domain where this processing mechanism, namely, the
division of labour between the ventral and dorsal streams, has been well established and
demonstrated empirically (e.g., Milner & Goodale, 1993; Ungerleider & Mishkin, 1982). The
dual-route model of speech processing proposes two pathways, or streams, that underlie the
neuroanatomy of language processing: the ventral stream, concentrated in the superior and
middle parts of the temporal lobe, is responsible for the comprehension of speech, and the
dorsal stream, involving structures in the posterior planum temporale and posterior frontal
lobe, is engaged in speech production through sensory-motor integration (more on this
below) (see Figure 5). While originally the dual-route architecture was developed to explain
language comprehension (Hickok & Poeppel, 2000; 2004; 2007), here we will focus on the
recent extension to language production (Hickok, 2012; 2014). This model serves as a neat
bridge with the prior two sections in this chapter, since it borrows many properties of the
sequential and interactive models discussed before but embeds it within the neuroanatomical
principle of dual-stream processing and adds the concepts of feedback control and predictive
processing (see for similar psycholinguistic feedback/predictive models of language
production e.g., Pickering & Garrod, 2013; Dell & Chang, 2014).

The HSFC model attempts to bridge two traditions of speech processing research —
psycholinguistics on the one hand (e.g., Dell, 1986; Levelt et al., 1999), and motor control
theories on the other (e.g., Gracco & Lofqvist, 1994; Guenther, 2006; Golfinopoulos et al.,
2010; Tourville & Guenther, 2011; Perkell, 2012). Drawing from the previous
psycholinguistic theories (e.g., Dell, 1986; Levelt et al., 1999), the model agrees that the main
stages of word production comprise conceptual and lexical selection, phonological encoding
and articulatory preparation. These stages are considered to be implemented in a hierarchical
manner where lexico-semantic processes give rise to phonological processes (Hickok, 2012;

2014; 2019). Neurally, this hierarchy is organized in the following regions: lexical selection
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occurs in the middle temporal regions and phonological processing takes place in the
posterior STG (word forms), inferior parietal and inferior frontal and premotor cortex (motor

phonology) (see Figure 6).

— Production
- — > Perception C X

< —>  ‘rehearsal’ links
(non-functional in
perception)

Figure 6. Simplified schematic representation of Hickok’s dual-stream HSFC model,
where lexical representations (lemmas) are triggered (for example from a visual
information -yellow area- we wish to utter) in the (posterior) MTG (orange) and activate
two streams of processing: (1) towards inferior frontal regions (blue) in order to retrieve
the motor syllable representations linked to the intended lexical representation for speech,
and thereafter towards the motor cortex (red) to activate the motor phoneme programs for
articulation, at the same time (2) a more dorsal stream is activated from the lexical level
towards superior temporal regions (green and dark blue) to activate auditory syllable
predictions (and thereafter towards supramarginal gyrus to activate somatosensory
phoneme predictions). Crucially, the auditory syllable/phoneme targets are predictions of
what the sensory outcome (i.e., efference copy) of the articulation of the
syllables/phonemes would sound like. These syllable representations in temporal brain
regions are then used to check the syllable representations in frontal brain regions (via
area Spt and the cerebellum): when they overlap, articulation is triggered, when they don’t
overlap, reprocessing is required to correct speech planning towards the intended syllable
representations. In this manner, the HSFC thus integrates prediction (efference copies)
and feedback control (checking mechanism between motor and auditory representations)
within its hierarchical neuroanatomical dual-stream architecture. Finally, note that the
time-course estimates are purely illustrative (the HSFC does not make explicit temporal
predictions) in that the model agrees with a sequential progression of activation from
higher towards lower levels of processing as in interactive or serial psycholinguistic
models (Figure roughly based and adopted from Hickok, 2012; 2014).
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The main idea adopted from the motor control theory is the notion of feedback control
which aids in achieving an action with minimal errors between a planned action and the
sensorimotor output (e.g., Fairbanks, 1954; Shadmehr & Krakauer, 2008; Tian & Poeppel,
2010). Within motor control theories, it has been suggested that a smooth implementation of
the feedback control system is solved through an internal model of the body. In essence, this
means that the system builds a predictive model that controls the motor commands sent to the
effector and the most recent state of that effector. This control mechanism is implemented via
an efference copy of a given motor command being sent to the internal model. This allows
the brain to detect and correct errors almost immediately through predicting the consequences
of a motor command before its actual implementation, that is, before feedback occurs
(Shadmehr et al., 2010; Shadmehr & Krakauer, 2008; Wolpert et al., 1995). The idea of the
internal predictive model attempts to explain why we generally have little trouble and make
very few to no errors in our everyday actions including speech. Moreover, the cortical regions
that have been shown to be engaged in motor control overlap with those that are proposed to
be actively involved in phonological processes in psycholinguistic models of speech
production. These regions include IFG, somatosensory-motor cortex, premotor cortex,
posterior STG and temporal-parietal junction (Guenther, 2006; Houde & Nagarajan, 2011)
(see Figure 6).

According to HSFC, motor control is implemented at the phonological level of
processing which comprises two main components - a motor-phonological (output) and an
auditory-phonological (input) component. This division is an essential difference compared
to prior psycholinguistic models and their neural implementations we discussed above. Since
the model ascertains that internal feedback is auditory (Burnett et al., 1998; Houde & Jordan,
1998; Stuart et al., 2002), the split of the phonological level into two is justified via the logic

of feedback control: the motor system executes an act (in our case, a speech act), which is

23



LEXICAL ACCESS

evaluated against previously formed predictions about the sensory consequences of that act;
in case of an error, the difference between the prediction and the resulted output is assessed
for error correction. This, according to the HSFC model, dictates the necessity for the dual
organization of the phonological level — the motor component responsible for execution of a
speech act and the auditory component that is involved in the prediction and monitoring of
that act (see Figure 6).

An important body of evidence in favour of this view concerns conduction aphasia.
This language impairment traditionally manifests in poor phonemic planning, that is, patients
normally produce fluent speech and have preserved speech comprehension, but they often
make phonemic errors, or paraphasias, which they sometimes are conscious of but find hard
to correct. It has been difficult to pinpoint the exact link between these symptoms and prior
language production models since none of them seem to find a coherent explanation (for a
more detailed review see Baldo et al., 2008; Buchsbaum et al., 2011; Hickok, 2014; 2019),
and this is where the dissociation between the motor and auditory phonological systems
comes into play. If such a dissociation is assumed, then the symptoms can be explained by a
disrupted connection between the auditory (sensory) and motor systems: both the motor and
sensory systems are not impaired, hence, speech fluency and comprehension are intact but
due to the disconnection between the two systems, the sensory system no longer affects the
motor one, which results in frequent paraphasias. Moreover, lesion location for conduction
aphasia corresponds to the area Spt, a region in the posterior Sylvian fissure at the parietal-
temporal junction (Buchsbaum, et al., 2001; Hickok, et al., 2009), which is hypothesized to
be the mediating interface between the auditory and motor phonological systems.

Other data, from healthy speakers, that finds an elegant explanation in the HSFC model
concerns neuroimaging data related to (1) auditory suppression and to (2) speech monitoring.

Concerning (1), auditory suppression refers to the phenomenon that the auditory cortex’s
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response to one’s own speech is reduced compared to the speech of others (e.g., Houde et al.,
2002). The fact that this phenomenon seems to occur ultra-rapidly (already within 100 ms of
processing; e.g., Heinks-Maldonado et al., 2006) fits well with the notion of forward
prediction as implemented in Hickok’s HSFC model: That is, because one can predict one’s
own speech better than that of others, the neural response in the auditory cortex is attenuated
since there is a good match between the action (motor) and its consequence (auditory) and no
further reprocessing is necessary. Concerning (2), and recent neuroimaging finding that goes
well with the predictions of the HSFC, are studies where the speech monitoring system is
investigated by using a slip task (e.g., Runnqvist et al., 2016; 2021). In a slip-task (e.g.,
Motley et al., 1982) researchers attempt to experimentally induce speech errors by priming
people to make phoneme substitutions (e.g., barn door -> darn boor). Runnqvist and
colleagues investigate this phenomenon with TMS and fMRI for correct trials (that is, trials
where the participant didn’t make the error -the phoneme substitution- but the likelihood of
making such error was high; put differently, conditions that tax the speech monitoring
system). The authors observed the involvement of the right cerebellum and superior temporal
brain regions (amongst a relevant set of other brain regions: e.g., Runnqvist et al., 2016;
2021). Given the cerebellum’s role in forward modelling (e.g., Blakemore et al., 2001; Ito,
2008), the link of right cerebellar activity and left superior temporal regions to monitor
phoneme substitutions fits neatly with the predictions of the HSFC (Hickok, 2012; 2014).

In summary, lexical access in the HSFC shares some key elements with prior serial and
interactive models of speech production, but also adds some additional features that predict
different spatial and temporal dynamics underpinning the mental lexicon. With regard to the
similarities, one of the key elements of the HSFC model is that it assumes a hierarchical and
sequential, interactive relationship between different stages of processing (i.e., lexico-

semantic and phonological steps) (see Figure 6). Furthermore, the model shares with the
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Indefrey and Levelt model (2004) the notion of functionally specialized processing regions in
the brain, with a clear division of labor between temporal and frontal brain regions (note that
this aspect is different from the Dell et al. model (2013; see also Ueno et al., 2011), where
there was also functional segregation of brain regions, but not necessarily in function of
temporal versus frontal brain structures). It also shares with the sequential and interactive
models of lexical access the hierarchical structure and by consequence functionally distinct
time-course of activation for different word components (see Figure 6). However, by
incorporating a dual-stream architecture and predictive feedback control, some key
differences with sequential and interactive models become apparent as well: For one, in terms
of temporal dynamics, after the activation of words at the lemma level (mid temporal brain
regions) a (more or less) parallel activation time-course for frontal motor syllables and
temporal auditory syllables is predicted. Second, at the functional spatial level, given the
important role predictive feedback control play in the model, inferior frontal and superior
temporal brain regions engage in a novel functional dynamic, namely one where their cross-
talk serves a checking mechanism for speech production. In this manner, the HSFC model
has a more task-dependent structure where a brain region’s functional role can dynamically
shift in function of task (and become asymmetrical, for example, between production and
perception). Another attractive and novel feature of the HSFC model is that it suggests a
generalized neuroanatomy across the language modalities, namely that of a dorsal-ventral

organizational structure.

4. The Parallel Assembly Model
The last model we will describe proposes the notion of fast parallel processing where
lexico-semantic and phonological-articulatory stages occur in the same temporal windows

and simultaneously integrate distributed cortical activations. This model differs from
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previous models in that it does not assume a hierarchical structure underpinning the different
linguistic components making up a word, but rather the full integration of all word
components into a single functional whole; the word as the neural Gestalt of language in the
brain. Another interesting difference this model has compared to the previous ones is that its
basis is inspired by system neuroscience theory rather than psycholinguistics and
neuropsychology. That is, while the previous models were mainly guided by reaction time
data (Levelt et al., 1999), speech error patterns (Dell, 1986; Dell et al., 2013) or patient data
(Hickok, 2012; 2014), the parallel assembly model took the reverse approach and is mainly
driven by neurophysiological processing principles. More concretely, the driving principle
behind the model is Hebbian-based learning, which in broad terms states that ‘what fires
together wires together’ (Hebb, 1949), and which Friedemann Pulvermiiller used to develop a
model of how our brain would represent words (Pulvermiiller, 1999; and later: Pulvermiiller,
2001; 2005; 2018; Pulvermiiller & Fadiga, 2010). Recently this Hebbian-based assembly
model of language was then adopted to the issue of lexical access in speech production
(Strijkers, 2016; Strijkers & Costa, 2016).

In short, Hebbian-based learning (or assembly coding) means that those neural
representations that are active at the same time will bind together into a single functional unit
(e.g., Hebb, 1949; Braitenberg, 1978; Singer & Gray, 1995; Fries, 2005; Buzsaki, 2010;
Singer, 2013). Or, put differently, if for a given event X there is temporal correlation (or
coherence) between neural population A and neural population B, and this temporal
correlation occurs often, then for that specific event X those two neural populations A and B
will bind together in a novel, overarching neural assembly C that can reflect event X as a
whole. Translating Hebb’s postulate to words, the idea is that since the meaning and sounds
of a given word always co-occur (e.g., when speaking about a ‘ball’, the semantic features

and sound features of ‘ball’ will always be active at the same time), through Hebbian-like
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Figure 7. A schematic visualisation of the parallel assembly model. A widely distributed
lexico-semantic network embedded in action (red) — perception (yellow) circuits and a
widely distributed phonological-phonemic network embedded action (blue) —
perception (green) circuits form a word assembly which ignites as a whole within the
first 200 ms of processing. After ignition activity may remain active in the whole word
assembly or reverberate in specific parts of the assembly to generate well-timed
(sequential) spatiotemporal dynamics (adapted from Strijkers & Costa, 2016)

learning they form a single functional unit capable to reflect a word in its totality: a word
assembly (e.g., Pulvermiiller, 1999; 2005; 2018; Pulvermiiller & Fadiga, 2010). Note that the
starting point is not so different from the previously discussed models, namely a system
dedicated to meaning-related processes and a to sound-related processes that are (partially)
separated and independent from one another. The difference emerges during development
where, according to Pulvermiiller’s Hebbian model, the key to word learning lies in binding
together meaning and sounds that form a coherent word. Viewing words in this way results in

a substantially different spatiotemporal dynamic of lexical access when adopted to word
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production compared to the previously discussed serial and interactive theories (see Figure 7)
(Strijkers, 2016; Strijkers & Costa, 2016): (a) the time course of lexical access would be
parallel instead of sequential; (b) the spatial recruitment would involve distributed networks
both for lexico-semantic and phonological knowledge, instead of localized brain regions or
processing streams for the lexico-semantic (lemmas) representations on the one hand and
phonological representations on the other (see Figure 7).

First, we will look at the temporal dynamics and the main differences between the
parallel assembly and sequential or interactive models. Traditional language production
theories suggest that the firing of the lower-level cells (input) spreads to the firing of the
higher-level cells (output), thus constructing a hierarchy of activations that occur in a
sequential manner, i.e., segregated in time with differences between lexico-semantic and
phonological activation often estimated in the range of 100 ms (e.g., Dell & O'Sheagdha,
1992; Indefrey & Levelt, 2004; Indefrey, 2011). Note, as mentioned above for models
incorporating interactive (and the same holds for cascading) properties (e.g., Hickok, 2012;
2014; Dell et al., 2013), that some overlapping (and in that sense “parallel”’) activation is
predicted in such models. However, and crucially, this overlapping activation occurs at a later
point in time after initial sequential activation (for example, in an interactive model, first
there is sequential activation of the hierarchical layers before they can start interacting with
each other and overlap occurs). This is different from the parallel dynamics envisioned by
Hebbian-based assembly models where the parallel activation of the meaning and sounds of a
word occurs immediately during the first pass activation. Indeed, given that in a parallel
assembly model words are reflected as integrated functional units, neuronal firing triggers the
near-synchronous ignition of a word as a whole, because lexico-semantics and phonology are

bound together in a single parallel distributed processing network.
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While there is quite convincing data (some of which presented in the sections above)
that speech production involves a sequential component (for an overview see: e.g., Indefrey
& Levelt, 2004; Indefrey, 2011; 2016), whether sequential dynamics is enough has been
questioned (e.g., Strijkers & Costa, 2011; 2016), and many of the data used to assess the
temporal dynamics did either not rely on immediate and overt speech production (e.g.,
Strijkers & Costa, 2011) or assessed only a single word production component at a time (e.g.,
Strijkers & Costa, 2016). Therefore, Strijkers et al. (2017) conducted a MEG study on overt
picture naming, and to explore the spatiotemporal dynamics of word production, they
manipulated within the same experiment lexico-semantic (words with either lower or higher
frequency: e.g., stool vs. table) and articulatory-acoustic properties (minimal pair words with
either an initial labial or coronal speech sound: e.g., Monkey vs. Donkey). The crucial finding
in this study is that the obtained spatiotemporal patterns of activation correlated with both the
words’ frequency and initial phonemes during early stages of language production. More
precisely, between 160-240 ms after stimulus onset activity in the left inferior frontal and
middle temporal gyri was modulated by the words’ lexical frequency, and in the same time
window initial phoneme-specific dissociations (labial vs. coronal) were observed in the
sensorimotor cortex and the superior temporal gyrus. In other words, this study showed that
the phonological component is accessed alongside the lexical word properties (for more
evidence favoring a parallel processing view in speech production: e.g., Feng et al., 2021;
Miozzo et al., 2015; Ries et al., 2017; Strijkers et al., 2010).

Nevertheless, while such results pose serious problems for purely serial processing
theories, it remains debated whether they fit word production models with a sequential time-
course. That is, the type effects presented above where a lexico-semantic and phonological
variable both emerge within (roughly) 250 ms of processing, may still reflect a sequential

activation over hierarchically distinct processing layers (lexico-semantic = phonological),
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but simply where activation spreads from one layer onto the other in a faster manner than
previously assumed, namely in 10s of ms instead of 100s of ms (e.g., Mahon & Navarrete,
2016; Strijkers et al., 2017). To assess this, Fairs et al. (2021) approached the issue differently
and compared the time-course of lexico-semantic (targeted through lexical frequency) and
phonological word processing (targeted through phonotactic frequency) during both
production and perception. The logic here was the following: Given the hierarchical nature of
sequential models, they predict the reverse time-course between production and perception.
In production the lexical frequency effect, linked to lexico-semantic word knowledge, should
emerge before the phonotactic frequency effect, linked to phonological word knowledge,
while in perception the reverse should happen (regardless of whether this happens fast in 10s
of ms or slow in 100s of ms). In contrast, according to a parallel assembly model, a word
ignites as a whole both in production and perception and thus for both language modalities
the lexical and phonotactic frequency effects should manifest simultaneously. The latter is

indeed the result found by Fairs
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The results by Fairs et al. (2021) are particularly intriguing because they demonstrate
the parallel effects (early on) and the sequential effects (later on) within the same study.
Indeed, their data showed that after 300 ms of processing lexical and phonotactic frequency
only modulated word production not perception, hereby showing modality and task-specific
reverberations at later stages of processing. In this manner, a parallel assembly model
explains the temporal dynamics underpinning lexical access in the following manner (see
Figure 8): After early initial sensorial activation in response to the input, (1) the first
linguistic activation emerges roughly between 75-150 ms after onset denoting the start of
“globally” activating potential words fitting the initial sensory analyses (this ultra-rapid
lexical access may be achieved via prediction); (2) next, this initial “global word space”
activation is further refined and delineated within roughly 150-250 ms leading to the ignition
and recognition of the specific lexical item associated with the input; (3) finally, roughly after
300 ms, slower, sequential-like reverberation upon the activated word assembly takes effect
in order to embed the recognised target word into the proper linguistic and task context to be
able to perform the intended behaviour, and modality-specific processing effects become
visible. Note the last point is key, because it highlights that the parallel assembly model of
language production does not invalidate all the studies reporting sequential activation time-
courses observed in word production experiments, but rather offers an alternative
interpretation to the same data. In particular, rather than reflecting the initial activation of
word components in a sequential manner, the observed sequential effects reflect sensitivity to
the later task- and language-specific processes upon a parallelly retrieved word representation
(see e.g., Strijkers, 2016; Strijkers et al., 2017; Fairs et al., 2021). In a similar vein,
dissociations between lexico-semantics and phonology in patients or as observed for speech
errors (e.g., Brehm & Goldrick, 2016), would in this model be due to problems during

reverberatory processing rather than initial word retrieval (for more details see: e.g., Strijkers,
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2016; Strijkers & Costa, 2016b). In sum, this temporal dynamic of lexical access is markedly
different from those described for the models in the previous sections in that there is not a
single time frame (serial or interactive) where a given linguistic component is active, but (at
the least) two functionally distinct time frames: a parallel linked to word activation (i.e.,
ignition) and a sequential one linked to task-specific operations upon that ignited word
assembly (i.e., reverberation) (see Figures 7 and 8).

Another important difference between prior models and the parallel assembly model
lies in the distinct language-to-brain mapping (e.g., Pulvermiiller & Fadiga, 2010; Strijkers,
2016; Strijkers & Costa, 2016; Pulvermiiller, 1999; 2018). While in the previous models that
we discussed the link between brain localization and linguistic function was mainly driven by
a one-to-one (for example, lexical representations in MTG, phonological representations in
STG, etc.; e.g., Indefrey & Levelt, 2004), or one-to-many relationship (for example, lexical
processing in a ventral stream, phonological processing in a dorsal stream; e.g., Hickok,
2012; 2014; Dell et al., 2013), in the parallel assembly model mapping is many-to-many. This
means that the neural organization of linguistic components during word production (lexico-
semantics and phonology) is reflected in distributed frontotemporal and parietal circuits that
integrate sensorimotor networks (see Figure 7). The reason why different word components
will map onto different overlapping and distributed neural networks in parallel assembly
models is similar as to why time-course of lexical access manifests rapidly and
simultaneously in these models, namely because of the Hebbian neural binding between
consistently co-activated input (perception) and output (production) (see Figure 7). This is the
reason why an assembly model can explain ‘embodied-like’ responses during language
perception (for example, the word ‘kick’ activating the leg-region in the motor cortex) (e.g.,
Watkins et al., 2003; Hauk et al., 2004; Pulvermuller et al., 2006; Carota et al., 2012; Dreyer

et al., 2015), and why during object naming Strijkers and colleagues (2017) observed parallel
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distributed frontotemporal networks activated in response to both lexical and phonological
properties (see also: e.g., Munding et al., 2016; Ries et al., 2017), with (just as in perception)
feature-specific topographies in the sensorimotor cortex (e.g., bilabial phonemes linked to lip
motor cortex and alveolar phonemes linked to tongue motor cortex; see also Fairs et al.,
2021).

In summary, contrary to the previous models we have discussed, lexical access for
word production in a parallel assembly model does not assume there is a localizable mental
lexicon that is activated at a single, specific point in time. In fact, according to the neural
assembly view on language, in general, and word production, specifically, there is no lexical
layer of processing. Instead, lexical representations in this model are the binding of meaning-
features and sound-features across time and across neural space, resulting in integrated word
assemblies. The prediction that there is no specific lexical layer, and thus no dedicated stage
of lexical access, is quite a big conceptual difference with the prior models. Nevertheless, it
does not mean either that we move away from a representationalism view on cognition and
language, but rather that the unit of processing is the ‘word’, the word as the Gestalt of

language processing.

Conclusion
In this chapter we have outlined the main theories on lexical access during language
production. Lexical access as a process of binding conceptual semantic information with its
phonological form has been analyzed from different perspectives: as a serial/sequential
hierarchical system (e.g., Levelt, 1999; Levelt & Indefrey, 2004; Indefrey, 2011), as an
interactive system that allows more communication between its levels (e.g., Dell, 1986;
Hickok, 2012; Dell et al., 2013), and as a parallel non-hierarchical system (e.g., Pulvermuller,

1999; 2018; Strijkers, 2016; Strijkers & Costa, 2016). The development of these theories

34



LEXICAL ACCESS

spans a few decades of research, and the topic still remains a vital area of research with many
exciting issues to resolve. Traditional serial and interactive accounts on word production have
played an essential role in advancing the field by providing the first clear models where the
main components of word production were identified. Recently, the advancements of
research methods and imaging techniques have allowed to investigate word production in
more fine-grained detail and ecologically valid conditions. This, in turn, has triggered some
reconsideration of past ideas and postulates that have been considered undeniable, especially

the hierarchical and serial nature of speech production processing.
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