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2 State-of-the-art on collaborative human-
machine interactions 

In this section, we describe the state-of-the-art regarding collaborative interactions between human 
operators and automated agents. We start by describing the field of Computer-Supported 
Collaborative Work (CSCW) and presenting its main dimensions that we will use to analyse existing 
technologies and approaches relevant for the AEON project. We then introduce and discuss the 
Situation Awareness (SA) of all stakeholders so that they can maintain an appropriate mental image 
of the situation and cooperate to achieve the best possible results. We cover aspects related to 
Distributed Situation Awareness (DSA) that seem particularly relevant given the AEON distributed 
context to inform our future designs. Finally, in addition to collaboration with humans, operators will 
rely on partly and fully automated agents such as autonomous tugs, to move aircrafts from parking 
slots to runways holding points or algorithms, to find optimal solutions. We thus present work focused 
on Human-Automation Teaming (HAT) to identify relevant work related to Human and Automation 
Collaboration. 

2.1 CSCW and Groupware 
Computer-Supported Collaborative Work (CSCW) is a subdomain of the science of Human-Computer 
Interaction (HCI) concerned with the support to all activities involving more than one person. 

Collaboration is the umbrella word to describe all aspects related to group activities: communication, 
coordination, production, edition etc. CSCW is concerned with the technical aspects, but also the social 
aspects: studies and theories on users’ practices and their relationships emerging from their use of 
CSCW technologies. 

“Groupware” is a synonym to “CSCW systems”. Groupware are “computer-based systems that support 
groups of people engaged in a common task (or goal) and that provide an interface to a shared 
environment” [1]. Groupware can involve software, hardware, services and group process support [2]. 
General groupware examples include e-mail, chat, audio-video conferencing, mailing lists, discussion 
groups, group agenda, workflow system, shared editors (including in web browsers), wiki website, 
argumentations tools, roomware, collaborative buildings, source code management or mediaspaces. 
In ATC, groupware examples include radio/frequency through which controllers and pilots exchange 
information, telephones, airport operations centre, radar images through which a pair of controllers, 
collocated or distant, collaborate, and strip boards where they still exist. 

Like single-user tools, groupware should provide a high level of usability (efficiency, efficacy and 
satisfaction [3] for production. But groupware should also provide the users with interactions that 
make collaboration between users usable. 

 Group awareness 

The main characteristic of CSCW systems is that they should make their users aware that they belong 
to a group [4]. This need for “group awareness” contrasts with other multi-users systems such as 
database management systems or distributed operating systems where the goals are rather to hide as 
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much as possible that multiple users access the shared assets at the same time and ensure the integrity 
of the shared assets. Figure 3 includes categories of information that are important for group 
awareness, and questions that a user needs to answer when using a groupware. Group Awareness is 
to be differentiated from Situation Awareness: group awareness is the specific awareness of others’ 
work through the Human-Machine Interface (HMI), while Situation Awareness is a broader concept 
that encompasses the whole activity. 

 

Figure 3: Elements of workspace awareness relating to the present (left) and to the past (right) (from [4]). 

 Interactive services and concepts for collaboration 

The vocabulary used in CSCW systems reflect the shift of concerns compared to single-user systems: 
‘users’ become ‘participants’, they enter and leave ‘sessions’ of collaboration instead of just using a 
tool, etc. The following is an ontology of CSCW important services and concepts, with examples in 
general applications and in ATC. 

Group window. A group window in HMIs is a collection of windows whose instances appear on 
different display surface. 

Telepointer. A telepointer is a cursor that appears on more than one display and that can be moved 
by different users [4], [5]. When it is moved on one display, it moves on all displays. Although seldomly 
used in ATC systems, presumably because of implementation difficulties, telepointers are an important 
means to convey information, notably through gestures. 

View. A view is a visual, or multimedia representation of some portion of a shared context. In the          
En-route control room, the two radar images are views on the same shared context, with different 
pan & zoom configuration. 

Synchronous and asynchronous interactions. In synchronous interactions, such as spoken 
conversations, people interact in real time. Asynchronous interactions are those in which people 
interact over an extended period, such as in postal correspondence. In ATC, controllers talk with each 
other in real-time, and controllers and pilots talk mostly in real-time (depending on the load of the 
frequency). By contrast, Controller-Pilot Data Link Communications CPDLC enables controllers and 
pilots to communicate more asynchronously. 

Session. A session is a period of synchronous interaction supported by a groupware system. Examples 
include formal meetings and informal work group discussions. A peculiarity of ATC (and some, but not 
all CSCW systems) is that it is always on, and all users enter and leave an already-running system. New 
flights constantly enter airspaces and leave them. ATC controllers work during ‘shifts’ (around 2-hour 

REAL-TIME GROUPWARE 421

Table I. Elements of workspace awareness relating to the present

Category Element Specific questions

Who Presence Is anyone in the workspace?
Identity Who is participating? Who is that?
Authorship Who is doing that?

What Action What are they doing?
Intention What goal is that action part of?
Artifact What object are they working on?

Where Location Where are they working?
Gaze Where are they looking?
View Where can they see?
Reach Where can they reach?

knowledge that there are others in the workspace and who they are, and authorship
involves the mapping between an action and the person carrying it out. Awareness
of actions and intentions is the understanding of what another person is doing,
either in detail or at a general level. Awareness of artifact means knowledge about
what object a person is working on. Location, gaze, and view relate to where the
person is working, where they are looking, and what they can see. Awareness of
reach involves understanding the area of the workspace where a person can change
things, since sometimes a person’s reach can exceed their view.

Awareness of the past involves several additional elements. Action and artifact
history concern the details of events that have already occurred, and event history
concerns the timing of when things happened. The remaining three elements
deal with the historical side of presence, location, and action. We do not include
elements relating to the future in our framework, because designers are unlikely to
be able to support maintenance of those elements. This is because past and present
information can be determined from raw perceptual information, whereas belief
about the future involves inference, extrapolation, and prediction.

Workspace awareness knowledge will be made up of these elements in some
combination, and participants in a face-to-face group activity will generally know
the basic elements (consciously or unconsciously). This does not mean, however,
that the designer should support all elements equally in the interface. Two factors
are critical in determining how the designer should treat each element. First, the
degree of interaction between the participants in the activity indicates how specific
or general the information in the interface should be. Second, the dynamism of the
element – how often the information changes – indicates how often the interface
will need to be updated. In some situations, certain elements never change, and so
do not require explicit support in the interface. For example, if the participants in

422 CARL GUTWIN & SAUL GREENBERG

Table II. Elements of workspace awareness relating to the past

Category Element Specific questions

How Action history How did that operation happen?
Artifact history How did this artifact come to be in this state?

When Event history When did that event happen?

Who (past) Presence history Who was here, and when?

Where (past) Location history Where has a person been?

What (past) Action history What has a person been doing?

an activity are always assigned to particular areas of the workspace, there is little
need for the system to gather and distribute location information.

Although there will also be additional kinds of information specific to the task
or the work setting, these basic elements provide a high-level organization of work-
space awareness. The elements are a starting point for thinking about the awareness
requirements of particular task situations, and provide a vocabulary for describing
and comparing awareness support in groupware applications.

6. Framework part two: How is workspace awareness information
gathered?

The groupware designer must attempt to present awareness information in ways
that make the maintenance of workspace awareness simple and straightforward.
We believe that this will be easier if people can gather information in familiar ways,
even though the actual interface devices in a groupware system may not be familiar.
This means understanding the mechanisms people use to gather workspace aware-
ness information from the workspace environment – basically, how people find the
answers to the who, what, where, when, and how questions listed in Tables I and
II. In this section, we outline some of the ways that people find those answers.

Prior research suggests three main sources of workspace awareness information,
and three corresponding mechanisms that people use to gather it (Segal, 1994;
Norman, 1993; Dix et al., 1993; Hutchins, 1990). People obtain information that is
produced by people’s bodies in the workspace, from workspace artifacts, and from
conversations and gestures. The mechanisms that they use to gather it are called
consequential communication, feedthrough, and intentional communication.

6.1. BODIES AND CONSEQUENTIAL COMMUNICATION

The first information source is the other person’s body in the workspace (e.g.
Segal, 1994; Norman, 1993; Benford et al., 1995). Since most things that people
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long sessions) and either leave the session without being replaced (sector closure), or being replaced 
which implies some coordination with the newly arriving controllers. 

Change. With an always-on system, users continuously change its content, including while a particular 
user has left the system. When this user enters the system again (after a few seconds, minutes or 
hours), s/he might want to be aware and understand the changes brought by other users while s/he 
was offline [6]. Some visualization allows such a user to see all changes (or the history) [7], [8], or to 
compare the version s/he knew when s/he left with the new version of the system. The visualization 
of changes may have different levels of granularity (e.g., for a text editor, a character, a word; it might 
even be a whole sentence or a paragraph). Visualization of changes can also prove useful in the same 
session, to remind that a flight got a particular clearance (e.g., level or heading clearance on a strip). 

Comments and annotations. Besides the artefact being produced, secondary notations such as 
comments or annotations help users explain, discuss on and coordinate about the evolution of the 
artefact. In ATC, a service like a ‘Warning’ on an image radar or a strip is such an annotation, even if 
it’s an annotation for oneself to be reminded in the near future (the oneself of the future can be 
considered as a teammate for some CSCW services). Such an annotation is also of help for the 
teammate who is going to replace the ATCO at the end of the shift (e.g., he writing the actual time of 
usage of a military area in use in some ACCs). 

Conceptual model. A conceptual model is a set of relevant abstractions and their relationships that 
help humans use a system and predict its behaviour. With CSCW systems, the relevant abstractions 
are not only those that concern the content (e.g., a text, a drawing), but also those that concern the 
changes: a modification, a set of modifications, a commit (which is the act of a user to commit her/his 
changes on a ‘working’/temporary version of the content), a push/pull (synchronize her/his commits 
to a shared version with other users), a conflict, a merge. Most of ATC systems are synchronous, and 
do not involve such a conceptual model. However, some of them do: ATCOs may prepare a number of 
clearances (i.e., a set modifications), and perform/send them later with a CPDLC system (commit + 
push); on a paper strip, the set of handwritten clearances is a visualization of the history that may 
prove useful to remind a particular context for a flight [9]. 

Implicit and explicit synchronization. When editing a document, the changes can be implicitly pushed 
to a shared version, usually as fast as possible to allow other participants to benefit from the most up-
to-date version, and thus prevent possible conflicts. However, such a synchronization scheme prevents 
a participant from preparing (and iterating/designing) a change and committing a final, clean version 
of the changes. Besides, such synchronization scheme is only available with a living network connection 
and cannot be performed offline. By contrast, explicit synchronization enables users to decide when 
their version and the other participants’ versions should synchronize. This enables users to change 
their mind during the preparation, and even for different users to participate to the preparation and 
the execution of a clearance [10]. However, a user should not forget to explicitly synchronize, and 
repeating an explicit synchronization interaction can be cumbersome. 

Conflicts, concurrency, consistency, lock. As users change the same shared content, they might 
perform conflicting changes. Some systems detect such conflicts and present them to the users to 
request their resolution. Some systems are able to automatically resolve a conflict and merge two sets 
of modifications. To prevent conflicts, some systems force users to lock (either implicitly or explicitly) 
a subpart of the content. These are ‘pessimistic’ algorithms since they prepare for the worst to happen. 
The problem is that the lock mechanism increases the amount of latency between the action 
performed by a user and its effect on the screen, which results in poor usability. By contrast, optimistic 
algorithms locally perform as fast as possible the action of a user, before trying to synchronize the 
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changes. In the event of a conflict, various algorithms (including automatic undo/redo, composition of 
actions, operational transforms) can resolve the conflict. Optimistic algorithms rely on the fact that 
conflicts will be rare: if the system provides an efficient HMI that maximizes group awareness, social 
protocols between users will take place to avoid conflict, before it’s necessary for technical protocols 
to resolve them. In ATC, procedures and role prerogatives prevent conflicts from occurring on a CWP. 

Role. A role is a set of privileges and responsibilities attributed to a person, or sometimes to a system 
module. In ATC, controllers have specific roles and rights. Roles and rights might not be enforced by 
the system, but rather by established social protocols. By contrast, single-user devices (e.g., a mouse) 
may raise artificial boundaries eventually leading to rigid roles to enforce an exclusive access to the 
device. Some systems tentatively break those boundaries, by offering interactions to better distribute 
micro-tasks among ATCOs [11]. 

Participants management. Since users may enter and leave sessions, and may have different roles and 
rights, managers of a system might rely on specific services to add users, change their roles and rights, 
invite or retire them, or regulate their contributions. For example, a manager may rely on a system to 
manage sectors and distribute controllers on CWPs. 

Feedthrough. Feedback is the immediate, perceivable response of an interactive application upon a 
user action. Feedthrough is a word derived from feedback. Where an artefact is shared, that artefact 
is not only the subject of communication, but it can also become a medium of communication. As one 
participant acts upon the artefact, the other observes the effects of the action. This observation by the 
other participants is called feedthrough [12]. Feedthrough and feedback can be similar, but also 
different: for example, in a graphical editor, the immediate feedback of a rubber rectangle helps a user 
control the resizing of an image, but a single, static, ‘resizing’ icon in other participants’ views provides 
information that an image is currently being resized, without the visual disturbance that would occur 
when the rectangle continuously resizes itself. In ATC, while a previous sector has transferred a flight 
and the receiving sector is waiting for the pilot to call, in the receiving sector the label of the aircraft 
changes its colour and blinks. Colour blinking is at the same time a feedthrough that the aircraft has 
already been transferred from the previous sector and a highlight to quickly identify the aircraft when 
its pilot calls. 

 Taxonomy of CSCW systems and application to AEON 

CSCW systems can be described along several dimensions of analysis. The following identifies several 
relevant dimensions from related work to understand and elicit AEON requirements. 

The “clover” model of groupware 
Groupware can be analysed according to the type of collaboration services they offer to their users. 
The “clover” model of groupware [13], [14] (derived from [15]) defines three spaces: 

• Coordination: coordinating the production of a shared artefact by multiple users, with respect 
to time, scheduling, roles, and tasks involved; 

• Production: manipulating physical or computerized entities and produce an outcome of the 
collaboration; 
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• Communication: exchanging information among users. 

A particular groupware participates with varying degrees to each dimension. For example, Email is 
mostly about Communication, but can contain some coordination aspects (e.g., “I’ll do that, while you 
do this”) and even production (e.g., sending a paragraph to be integrated in a shared document). A 
shared text editor is mostly about Production, but can also contain services for Coordination (e.g., 
reaching an agreement between users using the ‘comment’ service) or even Communication (e.g., a 
user can perform deictic gestures with a telepointer in a synchronous editor to communicate the part 
on the document s/he is talking about). 

ATC systems contribute to each three types of space (see Figure 2). Within AEON, it is envisioned that 
services will likely contribute to communication and coordination, but also production e.g., of 
clearances. 

Space-Time Matrix 
Groupware can also be analysed according to the time at which the users interact through the system, 
and according to their relative physical location [1]. Bringing both dimensions together forms a space-
time matrix as presented in Figure 3. 

  Same time Different time 

Same place Face-to-face interaction Asynchronous interaction 

Different place Synchronous distributed 
interaction 

Asynchronous distributed 
interaction 

Table 2: Space-Time Matrix (from [1]) 

  

  Same time Different time 

Same place TWR position Shift 

Different place Positions TWR/LCK/towing 
vehicles 

Asynchronous distributed 
interaction 

Table 3: Space-Time Matrix applied to ATC (from [1]) 

 Production 
 Coordination 

 Communication 

FlightPlan 

Radar 
Image 

Telephone 

Radio / 
Frequency 

CDM 

HMI 
position/degroup-
ment/scheduling  Production 

 Coordination 

 Communication 

Workflow 

Shared 
Editors 

Conference and 
meeting tools 

Mail 

Group 
decision 

Coordinators 

Figure 4: Clover model of groupware 



D1.3 STATE OF THE ART 	
	 		

	

 

 22 
 

 
 

Founding Members

ATC systems range into all categories, though very distant one (inter-continent) might not necessitate 
much interaction per se. For AEON, we expect to design spatially distributed interactions 
devices/surfaces, at least belonging to different roles or entities. Regarding time, we envision that 
interactions would be synchronous as when communicating via the radio, or asynchronous while 
ATCOs or airlines operations crews explore specific solutions on their own or wait for approval before 
pursuing. It is possible that ATCOs may attempt to plan say, one hour ahead, but there will be a residue 
of problems, some of which may require action within seconds. The relatively long-term (or upstream) 
process is often called ‘planning’ ATC and the short-term (or downstream) process ‘tactical’ ATC [16]. 
For AEON, we expect to design for both strategic and tactical tasks. 

Even if the space-time matrix informs on the category and the difference between systems (e.g. single 
display groupware [17] are same-time/same-space system), it is deemed as “not very helpful” [18], as 
space might not be an issue at all if the collaboration support is adequate. It also misses important 
details due to its coarse granularity and due to it not taking account dynamicity: some interactions 
might begin asynchronously, eventually turning synchronous (e.g., a chat exchange turning into a voice 
call when the matter being discussed necessitates a modality with a higher throughput). 

Communication 
  one many 

one ATCO => ATCO, ATCO => 1 pilot ATCO => pilotS 

many  Pilots => ATCO   

Table 4: Communication Matrix applied to ATC (from [1]) 

Communication may involve one/many emitters and one/many listeners. In ATC, a single controller is 
in charge of communicating clearances with each pilot, while a pilot informs the controller on the flight 
situation. Communication patterns include clearance, request/answer information, or non-requested 
information by the pilot (e.g., turbulences). The frequency is multiplexed with multiple, short 
exchanges between different pairs of controller/pilot. Since a frequency is shared by multiple 
controllers and pilots, exchanges with a particular controller/pilot pair can be listened to by other 
controllers and pilots and inform on the global situation. In AEON, tugs operators may benefit from 
this situation awareness. 

As discussed earlier, a single ‘communication’ might use multiple modalities according to the changing 
needs of the activity. This phenomenon is captured by the Multi-scale communication framework [19], 
and requires that communication systems should support a variable degree of engagement, smooth 
transitions between degrees and smooth integration with other media or communication systems. 

Number of participants 
The ATC system involves many participants, but for a project such as AEON the total number of 
participants is less meaningful than the peak number during a day, or than the patterns of collaboration 
they are involved in. The set of participants and its number evolve with the traffic (pilots leave and 
leave ‘sessions’), the time of the day and the traffic load (more controllers reinforcing teammates), 
and the weather (more controllers might be involved in case of low-visibility conditions or storms). At 
the scale of the AEON project, we envision that most direct interactions will involve less than 5 people, 
far from the hundreds that some systems like source code repositories can manage. 
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 Requirements, Design Principles and Evaluation of Groupware 

As with any other system, the methodology of HCI system design includes the elicitation of 
requirements and means to evaluate the product being designed. A peculiarity of HCI system design is 
the notion of “Design principles” that guide the design to make the product consistent and usable. 

Requirements for groupware 
After a period of discovery and development of new systems, some researchers gathered together a 
set of requirements for a platform to effectively support collaboration [18]. A CSCW platform should 
support: 

• informal interaction and provide facilities for unrestricted interaction among users in the form 
of channels of direct communication. (e.g., a conference function) 

• information sharing and exchange, and should enable users to: 
o exchange (send and receive copies of) information objects created by any application 
o share an information object, i.e., to make a particular object (e.g., a file) accessible to 

other users 
o work in close interaction by giving other users access a particular application window 
o fluidly transition between individual and cooperative activities (the user should be 

able to publish a file, send a message, display a window, etc. to another user just as 
he or she can print it from an ordinary workstation.) 

• decision making 
• coordination and control protocols 
• domain directories 

Design Principles for groupware 
A number of research projects have tackled the problem of designing a digital system that can be 
updated, while preserving collaboration. They use design principles that guide the choices and the 
rationale behind the choices. 

Use of touch screens 
Some research ATC systems rely on the use of one large surface [11] or make use of two touch screens 
(one per controller) [20]. Their designers argue that touch screens are appropriate tools to support 
collaboration: 

• they increase mutual awareness. Since touch screen-based HMI involve direct manipulation 
and gestures, seeing what a colleague is doing with his hand (directly or in peripheral vision) 
on a touch screen provides many cues on his activity. 

• unlike mice, touch screens are shareable in a fluid manner: a user can interact on his touch 
screen as well as on his teammate's. 

Free layout and close surfaces 
The digitalization of paper strips led to HMIs that resemble actual strip boards. However, for the HMIs 
to actually convey all information conveyed by stripboards, they also have to mimic the ability of actual 
strip boards to freely lay out the electronic strips. For example, a planning controller may slightly shift 
or rotate a strip to the left to make it salient for the tactical controller.  

As an alternative to replacing paper flight strips with digital systems, paper strips can be augmented 
with computing functions. Mackay et al describe how augmented paper strips can provide information 
to the system, while maintaining paper strips’ properties and users’ habits [21]. 
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As shown in [22], subtleties in settings can greatly improve collaboration. In an experiment for a new 
control tool [23], experimenters noticed that a pair of controllers collaborated more when the two 
radar screens were made closer to one another, and oriented slightly towards the other as opposed to 
strictly facing the two controllers. Though users could interact with the teammate’s screen in 
DigiStrips, the gap between touch screens prevented fluid passing of objects or the emergence of 
shared territory [24]. By contrast, MAMMI is a system that uses a shared, multi-touch, multi-users 
surface since shared surfaces make users close together and enable them to interact simultaneously if 
the interactions were designed appropriately [11]. 

Designing Direct Collaboration 
The requirements from section 0  were mainly designed for general applications. This has often led to 
specific tools to support one of the three types of activity described by the clover model. However, 
clever design might also fulfil some requirements without resorting to explicit tool design. 

For example, “direct collaboration” is an HCI design principle to invent smooth and meaningful 
interactions for collaboration. A direct collaboration system is a “collaborative system in which 
coordination between users is supported by communication and production tools, and not by 
dedicated coordination tools” [25]. Three rules might guide the design of direct collaboration system: 

• Integrating Communication Media - for example avoid a rigid sequence of actions that 
necessitate to enter a session before editing a document, and rather provide an ‘enter session’ 
button on a shared document, or provide a communication channel on the application 

• Integrating Activities - To avoid unintended disruptions of a task, groupware systems can 
manage pending tasks and let the choice of when to collaborate to the users. For example, a 
shared workspace can be associated with each user and receive objects representing pending 
requests such as a “phone call” button. 

• Production Space as a Medium - The production space can be used as a channel for conveying 
social hints in the same way as traditional communication channels. This is possible by 
introducing interaction styles that support prosody in the same way as voice intonation or 
gestures accompany oral communications, thus reinforcing coordination hints. For example, 
the authors designed “shared transfolders” in which ATCOs can drop a reification of a 
clearance. This allows for some form of prosody: dropping a clearance in a remote corner of 
the working area will probably mean a low need for synchronization, while one dropped next 
to the phone icon in the transfolder will be interpreted as a request for a phone call. 

Direct manipulation and touch-based ATC systems also rely on the reification of actions into objects 
[11]. Since objects lie on the table, their manipulation may enable accountability [25]; furthermore, 
they can be passed around and allow for task reallocation. 

Foster dynamic task allocation by allowing partial accomplishment of actions 
A CSCW system should foster dynamic task allocation to increase capacity [11]. Capacity should 
increase because users will be able to pick up new tasks to be done as soon as they have completed 
existing tasks (activity preparation and allocation). 

Such fostering can be accomplished by carefully subdividing tasks into sub-tasks. For example, an 
action can be separately prepared, checked and accomplished. Different users can perform each 
subtask, thus offering seamless workload allocation, as long as the accomplishment status of sub-tasks 
is visible and as long as the subdivision fulfils operational requirements (especially regulations). 

Provide as much feedthrough as possible 
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Since activities must be accountable, it is important that appropriate feedback provide an opportunity 
for teammates to observe one another’s actions [11]. Carefully designed feedthrough is one way to 
provide information. 

For example, interactions and graphic rendering techniques such as position remanence in radar 
images [26] or in traditional cursor-based HMIs [10], Mnemonic Rendering [27] or Phosphor [28] might 
provide a sense of the history of teammates’ actions. Other group activities may benefit from specific 
visualizations of social protocols, such as social proxies [29], out-of-screen location indicators such as 
wedges [1], or specific interactions such as the Telepresence interfaces for Mediaspaces [30].  

Evaluation of groupware 
Some researchers sought to provide specific evaluation criteria to assess CSCW systems. They notably 
defined a set of heuristics to evaluate CSCW systems, tailored to the groupware genre of shared visual 
workspaces [31]. As always, evaluation and ideation are the two sides of the system design coin, and 
heuristics for evaluation can also be used as heuristics for ideation. 

• Heuristic 1: Provide the means for intentional and appropriate verbal communication (chat, 
audio, video) 

• Heuristic 2: Provide the means for intentional and appropriate gestural communication 
(telepointer, avatars, video) 

• Heuristic 3: Provide consequential communication of an individual’s embodiment (capture 
and transmit both the explicit and subtle dynamics that occur between collaborating 
participants) 

• Heuristic 4: Provide consequential communication of shared artefacts (i.e., artefact 
feedthrough) 

• Heuristic 5: Provide Protection (access control, concurrency control, undo, version control, 
and turn-taking) 

• Heuristic 6: Management of tightly and loosely coupled collaboration (relaxed-WYSIWIS (What 
You See Is What I See, overviews) 

• Heuristic 7: Allow people to coordinate their actions 
• Heuristic 8: Facilitate finding collaborators and establishing contact (Being available, Knowing 

who is around and available, Establishing contact, Working together) 

Problems in the design and evaluation 
Several problems in the design and evaluation of CSCW systems have been identified [32]: 

Problem 1. The disparity between who does the work and who gets the benefit. 

Many CSCW applications will directly benefit certain users, often managers, while requiring additional 
work from others. A traditional method of coping with such a problem is to create new jobs or 
“redesign” existing jobs -- in short, to require people to do the additional work. 

Problem 2. The breakdown of « intuitive » decision-making [about designing a CSCW system] 

Decision-makers in a position to commit the resources to application development projects rely heavily 
on intuition. Not surprisingly, the decision-maker is drawn to applications that selectively benefit one 
subset of the user population: managers. Managers tend to overlook or underestimate the downside, 
the extra work that might be required of other users to maintain the application. 

Problem 3. The underestimated difficulty of evaluating CSCW applications. 
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Task analysis, design, and evaluation are never easy, but they are considerably more difficult for CSCW 
applications than for single-user applications. 

 Conclusion on CSCW 

CSCW concerns are important for any collaborative activity, all the more for ATC. Collaboration is 
already known as key to safety and capacity in ATC. In the context of AEON, the quality of the support 
to collaboration should also foster better optimization of the use of resources and means to fulfil 
AEON’s sustainability goals. AEON introduces more automation and a new role (towing vehicle 
manager). The main AEON research questions related to CSCW are: what support for collaboration is 
needed to consider the three envisioned main roles (pilot, controller, towing vehicle manager)? What 
support for collaboration is needed to consider both humans and automation aspects? These 
questions are closely related to distributed situation awareness, which is the topic of the next 
subsection. 

 

2.2 Distributed Situation Awareness among participants 
In cognitive science, Situation Awareness (SA) describes the ability to “knowing what’s happening”, 
during collaborative work. In this section, we describe existing models of SA and in particular 
Distributed Situation Awareness (DSA) that seems most adequate for the AEON project due to the 
distributed nature of ground handling tasks. We will also describe existing design requirements for 
other aviation systems and evaluation methods that could be useful to assess the effectiveness of tools 
to support SA. 

 Situation Awareness Concepts 

Endsley distinguishes the term Situation Awareness, as a state of knowledge, from the processes used 
to achieve that state, as acquiring or maintaining SA [33]. She defines SA as “the perception of the 
elements in the environment within a volume of time and space, the comprehension of their meaning 
and the projection of their status in the near future”. Figure 5 shows a three-level model of situation 
awareness. The levels are: 

1. Perception (level 1 SA): The basis of SA is formed by the perception of relevant elements in the 
environment. This involves monitoring or cue detection to enable an awareness of situational 
elements (objects, events, people, systems…). 

2.  Comprehension (level 2 SA): A synthesis of the elements through pattern recognition, 
interpretation and evaluation forms the comprehension of the current situation which is compared 
to the operators’ goals 
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3.  Projection (level 3 SA): The last level is the ability to project future states of the environment to 
determine how it will affect future states of the operational environments. This level is particularly 
important for decision making. 

For Air Traffic Control, Ruitenberg defines SA elements for en-route ATCOs [34] as presented in Figure 
6. In the scope of the AEON project, we will need to investigate whether these elements are relevant 
for ground controllers and possibly propose an updated version. We will also need to consider the 
other stakeholders involved such as airlines crew, pilots, tug drivers and airport teams. 

Figure 5: Three levels of situation awareness 
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In many organizational environments, especially complicated ones, a team of individuals takes charge 
of the operational tasks [35]. The traditional and dominant view emphasizes Team SA on a shared 
understanding of the situation, that is, the team members should have a common picture. Endsley 
raised a Team SA model, in which a set of circles overlaps with each other [33] (see Figure 7 left). Each 
circle represents a team member’s SA elements related to his or her specific role. The overlaps of the 
circles represent shared SA, and the union of the circles represents Team SA. Team SA is defined as 
“the degree to which every team member possesses the SA required for his or her responsibilities” [33]. 
According to this model, the success or failure of a team depends on the success or failure of each of 
its team members. 

Another approach considers Compatible Situation Awareness instead of Shared SA [36]. Compatible SA 
is based on the notion that no individual working within a collaborative system will hold exactly the 
same perspective on a situation. Compatible SA therefore suggests that, due to factors such as 
individual roles, goals, tasks, experience, training and schema, each member of a collaborative system 
has a unique level of SA that is required to satisfy their particular goals. Each team member does not 

Figure 7: Elements of SA for ATCOs (from [34]). 

Figure 6: Shared Situation Awareness (left). Compatible Situation Awareness (right) (figure from [36]) 
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need to know everything, rather they possess the SA that they need for their specific task but are also 
aware of what other team members need to and do know as illustrated in Figure 7 (right). Although 
different team members may have access to the same information, their resultant awareness of it is 
not shared, since the team members often have different goals, roles, experience and tasks (and thus 
different schema) and so view the situation differently based on these factors. We believe that the 
AEON project falls within the Compatible SA approach as most stakeholders (ATCOs, pilots, truck 
drivers or marshallers) will likely have some shared elements but different goals, experiences and 
tasks. 

Distributed Situation Awareness  
Building upon the Compatible SA that we identify as most relevant for the AEON project, Stanton et al 
[30] propose that SA is distributed amongst the humans and non-human artefacts in the socio-
technical system. In their view of Distributed Situation Awareness (DSA), SA no longer exists solely in 
the individuals, but is an emergent property of the system. A system analysis cannot be accounted for 
by summing independent individual analyses. The basis of their theory is described in the six following 
propositions [36]: 

• SA is held by human and non-human agents. Automated agents as well as human operators 
have some level of SA in the sense that they are holders of contextually relevant information. 
For instance, automated tugs do have SA thought their sensors. 

• Different agents have different views on the same scene. This emphasizes the role of past 
experience, memory, training and perspective. Also, autonomous and automated technology 
may be able to learn about their environment and evolve over time. 

• Whether or not one agent's SA overlaps with that of another depends on their respective goals. 
Different agents could actually be representing different aspects of SA. 

• Transactions between agents may be verbal and non-verbal behavior, customs and practice. 
Technologies transact through sounds, signs, symbols via the HMIs. 

• SA holds loosely coupled systems together. It is argued that without this coupling the systems 
performance may collapse. Dynamical changes in system coupling may lead to associated 
changes in DSA. 

• One agent may compensate for degradation in SA in another agent. This represents an aspect 
of the emergent behavior associated with complex systems. 

Stanton et al. [36] reports that the application of Distributed SA has led to encouraging results. It 
promotes higher performance in teams than shared SA. Distributed SA theory offers explanations of 
the behaviours of complex socio-technical systems in a wide range of domains such as energy 
distribution or digital mission planning for military operations. 

Figure 8 illustrates the models of DSA with a compatible SA model at the center made of Agents and 
Artefacts. The human and non-human agents and the artefacts exchange situational data via SA 
transactions. 
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Within the AEON project, multiple users will collaborate through various systems to achieve their 
respective goals, i.e., handling outbound and inbound aircrafts. This implies that all stakeholders must 
build a distributed SA to maximize the effectiveness of the system and maintain both safety and 
capacity. A design challenge is to offer support for maintaining distributed situation awareness during 
the operations. In addition to current elements, we will also have to maintain an ecological 
performance of the whole system. In the next section, we will review the Affecting factors described 
in this model and relevant design guidelines to support SA in such a distributed system. 

Affecting factors 
According to Salmon et al. [36] , numerous factors affect and influence SA according to task, individual, 
system and team factors as presented in Figure 8. We describe below some of their components and 
give details with respect to the specific challenges we may face within the scope of the AEON project. 
Then, we build upon existing work to describe specific factors related to ATCOs SA. 

Task factors concerns the characteristics of the tasks being performed by teams that can either 
facilitate or inhibit team performance. Factors such as task design, complexity, workload, time 
pressure, task allocation and familiarity with the task can all potentially affect the DSA acquired during 
performance of the task in question [37]. For example, the level of workload experienced by team 
members is a key element in the safety, reliability and efficiency of complex sociotechnical systems 
such as ATC [38]. Inappropriate levels of workload (either too high or too low) are likely to lead to 
reduced levels of DSA. Endsley points out that a major factor creating a challenge for operator SA is 
the increasing complexity of many systems and suggests that complexity can negatively affect SA via 
factors such as increased system components, the degree of interaction between components and the 
dynamics or rate of change of the components. 

Figure 8: Distributed Situation Awareness Model (from [36]) 
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Individual factors concern mostly factors related to how an agent’s goals and roles within the system, 
its experience and training as well as the availability of required data, are adequate to the entire 
system. AEON will likely introduce minimizing fuel consumption as a new goal for each role and will 
introduce needs for accessing relevant data to inform decisions. 

System factors are related with the design of the system to support development and maintenance of 
the SA. For instance, if the system fails at presenting the appropriate information to the operator who 
requires it because it is incomplete or erroneous. The structure of the network of agents involved and 
the communications channels that are available to the different agents comprising the system are also 
likely to have an impact on the quality of the system’s DSA. Communication links are one of the critical 
factors in the acquisition and maintenance of DSA and it is important that the appropriate 
communication links are present within a system and are maintained throughout task performance. In 
the case of AEON, an important effort will concern the design of communication mechanisms, whether 
they are explicit (radio, text messages) or implicit (noise of important activity, emotions). Procedures 
that enforce the communication of critical DSA-related information, such as instructions, work 
progress and situational updates are particularly important. Stone and Posey [39], for example, suggest 
that each member’s awareness of the current situation could be significantly reduced if 
communication is not appropriate among members. One approach typically adopted by distributed 
teams is closed loop communication [38], which involves the initiation of communication by a sender, 
acknowledgement of receipt of the information by the receiver and then a follow up by the sender to 
check that the message was interpreted as intended. 

Team Factors concerns team attributes and processes. For example, according to Salas et al. [40], there 
are five main processes: leadership, mutual performance monitoring, back up behavior, adaptability 
and team orientation, that are necessary for improved team performance. Lack of shared mental 
models between team members can lead to confusion regarding who held the information to update 
the situation awareness. Similarly, lack of communication between agents can lead to an out-of-date 
DSA of the system. Since AEON may introduce a new role in the existing operations workflow, 
supporting the new Team organization and these five processes need to be considered. 

Jeannot [41] offers very interesting results in terms of factors leading to loss of SA and strategies used 
to recover SA for en-route ATCO as presented in Figure 9 . During AEON, we will keep these factors in 
mind and explore interaction supporting users in recovering SA if required. 
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Another contribution from the same work concerns indicators of good and reduced SA as presented 
in Figure 10. Some of the indicators of reduced or impaired SA such as delay between pilot calls and 
controller answer or the need to check the same information several times can be monitored and 
represented by the AEON solution to alert a specific operator as well as the others on possible risk of 
reduced SA. Using indicators as the use of exclusive language such as 'but' and 'except', and the use of 
second person pronouns has been used to automatically assess viable team interactions for classrooms 
[42] and could be adapted to the AEON project. 

Figure 9: SA factors for ATCOs from [41] 
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Measuring SA 
Several techniques exist to measure situation awareness of individual members as well as Distributed 
Situation Awareness as reviewed in [36]. The most popular technique is the Situation Awareness Global 
Assessment Technique (SAGAT) that consists in interrupting simulation at random times and asks the 
crew to state their assessment of the current situation based on Endsley’s three levels model. There is 
a specific version of the SAGAT for Air Traffic Control [43] that could be relevant to use within the AEON 
project. Other tools such as Situation Awareness Rating Technique (SART) or Situation Awareness 
Subjective Workload Dominance (SA-SWORD) are also used. These techniques are often used for 
assessing pilot's situation awareness, but some work also studied more collaborative contexts and ATC 
contexts. 

For instance, the Situation Present Assessment Method [44] is a real-time probe technique that was 
developed to asses air traffic controllers’ awareness. The technique was improved and used by 
Eurocontrol with SASHA [41] for the assessment of air traffic controller SA in automated systems. 
SASHA comprises two techniques, SASHA_L (real-time probe technique) and SASHA_Q (post-trial 
questionnaire). SASHA_L is based on the Situation Present Assessment Method [44] and involves 
probing the participant on-line using real-time SA related queries. The response content and response 
time is recorded. Once the trial is completed, the participant completes the SASHA_Q questionnaire, 
which consists of 10 questions designed to elicit subjective participant ratings of SA. This technique 
might be used to assess the SA support of the AEON solution. However, question will need to be 
adapted to ground controllers as most of the existing work focused on en-route Air Traffic Control and 
did not consider other operators in the loop. In our case, we might need to assess SA of each such as 
airlines operations, or airport management. 

Design guidelines 
In this section, we review some related work that offers guidelines for designing collaborative systems 
able to support Situation Awareness. As pointed out, traditional Human Factor design guidelines are 
inadequate for achieving the SA required in complex systems [33]. Stanton et al. [36] built upon several 
project to offer the following guidelines. We describe some of them that seemed the most important 
within the scope of AEON. 

Figure 10: Indicators of good or reduced SA from [41] 
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Clearly define and specify SA requirements: The collaborative system design process should begin 
with a clear definition and specification of the DSA requirements of the overall system and of the 
different operators working in the system in question. 

Design to support compatible SA requirements: Rather than present everything to everyone, or use 
common operational picture displays, collaborative systems should be designed so that users are not 
presented with information, tools and functionality that they do not explicitly require. Systems should 
therefore be designed to support the roles, goals and SA requirements of each of the different users 
involved in the process in question. This might involve the provision of different displays, tools and 
functions for the different roles and tasks involved, or might involve the use of customisable interfaces 
and displays. 

Design to support SA transactions: SA transactions are means by which DSA is developed and 
maintained during collaborative tasks by the agents. Systems and interfaces that present information 
to team members should therefore be designed so that they support SA transactions where possible. 
This might involve presenting incoming SA transaction information in conjunction with other relevant 
information (i.e. information that the incoming information is related to and is to be combined with) 
and also providing users with clear and efficient communications links with other team members. 
Similarly, procedures can be used to support SA transactions; this might involve incorporating certain 
pieces of information into procedural communications between team members in order to support SA 
transactions. 

Use multiple interlinked systems for multiple roles and goals: role specific systems might be more 
appropriate to support DSA development and maintenance. When a team is divided into distinct roles, 
team members have very different goals and informational requirements; it may therefore be 
pertinent to offer separate (but linked) support systems. 

Ensure that the information presented to users is accurate at all times: The information presented 
by any collaborative system should therefore be highly accurate and system designers need to ensure 
that the information presented by all aspects of the system is accurate at all times. 

Ensure information is presented to users in a timely fashion and that the timeliness of key 
information is represented: SA-related information should therefore be presented to users in a timely 
manner, without any delay, at all times. Further, the timeliness of information should be represented 
on interfaces and displays, allowing users to determine the latency of information. 

Use procedures to facilitate DSA: procedures are an effective means of facilitating DSA acquisition and 
maintenance through SA transactions. It is therefore recommended that procedures should be used 
to support SA transactions via encouraging the continual communication of DSA-related information 
around collaborative systems and also by structuring communications so that related information is 
communicated together. 

Conclusion on Distributed Situation Awareness 
DSA gives interesting direction to design groupware systems able to support operators understanding 
their current environment and making informed decisions. Building from work presented in this 
section, we will involve participants from the early design phases to gather SA requirements for ground 
ATCOs and supervisors of the towing vehicles. We will also explore interactions to achieve efficient 
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and effective SA transactions. We will try to assess the DSA status of the operators during the design 
and experimental phases of the project. 

 

2.3 Human Automation Teaming 
Human Automation Teaming (HAT) can be defined as a group of human and autonomous agents, 
performing activities and achieving outcomes together towards a common goal. In particular in HAT, 
the autonomous agents work alongside humans performing essential tasks and teamwork functions 
that a human would [45]. This new teamwork configuration is partially shifting the role of human 
agents to supervisors, adding new tasks to their workload. These tasks include assessing situations for 
taking decisions, correcting agents’ errors or even managing agents’ failures. However as autonomous 
systems become more and more reliable, operators tend to detach from automation making the ability 
to takeover autonomous control challenging. Therefore, it is necessary to keep human operators 
attentive to autonomous agents’ activities and actions. This is highly relevant to AEON as autonomous 
solutions for taxiing have already started to be deployed in airports around the globe. In this section, 
we discuss the challenges to support collaboration between human and autonomous agents, and to 
design reliable and efficient HAT interactions which will allow AEON’s stakeholders to perform their 
activity in an optimal way. 

Human-automation is not new. Its genesis can be dated to the early 70s with research on 
conversational agents [46]. In his research, Carbonnel introduced SCHOLAR a novel type of computer 
assisted instruction system capable of reviewing the knowledge of a student in a given context [46]. In 
this system, students are prompted by the agent which can communicate students’ request statuses, 
detect misspelling, answer students’ questions with acceptable English or generate test questions and 
evaluate students’ test answers. SCHOLAR was the first system to propose and maintain a mixed-
initiative man computer dialog. Mixed-initiative interaction is defined as a flexible interaction strategy 
in which each agent (human or computer) contributes to what it is best suited at the most appropriate 
time [47]. Horvitz describes mixed initiative support as an efficient, natural interleaving of 
contributions by users and automated services aimed at converging on solutions to problems [47]. In 
his vision, not only these systems take advantage of combining the power of direct manipulation and 
potentially valuable automated reasoning, but they also facilitate collaboration between users and 
intelligent services to achieve their goal. 

The last decades have seen the rapid development of sensors and computational power. Autonomous 
agents can now perform sophisticated functions with no or little intervention of humans [48]. 
Depending on the function performance, reliability and importance, different levels of autonomy can 
be applied. However, higher level of autonomy contributes to better team performance by increasing 
communication efficiency, improving coordination and reducing workload [49]. 

In HATs, autonomous agents perform complex tasks which require to engage with other teammates 
to achieve team objectives. Previous research has established that task difficulty has an effect on team 
performance, especially the tasks switching frequency and the workload increasing with the difficulty 
[50], [51]. As the difficulty increases, more effort and time are needed to deal with the tasks, causing 
the communication and engagement between agents to reduce [50].  

Teams composed of humans alone tend to outperform teams with autonomous agents [52]. While 
autonomous agents are able to manage workload better, human operators can adapt to new situations 



D1.3 STATE OF THE ART 	
	 		

	

 

 36 
 

 
 

Founding Members

better [53], thanks to the way human agents communicate to each other. Mc Neese et al. have shown 
that humans provide more status updates and request less information between them than when 
collaborating with autonomous agents [45]. Therefore, in order to support the supervising role of 
human agents in HATs, communication is key. In fact, the more reliable and robust the automation is, 
the less likely human operators will be aware of critical information and will take manual control when 
needed [54]. This is very relevant to AEON as any taxi failure will critically impact the airport runways 
schedules.  

In a recent effort to summarise the research on level of automation and situation awareness, Endsley 
has proposed a Human-Autonomy System Oversight (HASO) model that takes into consideration the 
impact of the level of automation on human performance and cognition for automation task stages. 
These stages include monitoring and information presentation, generation of options, decision making 
and implementation of actions [54]. The specificity of HASO is the implementation of strategies to 
reduce workload and improve human engagement towards automation through level of automation, 
adaptive automation and grain of automation control. As a result, a list of guidelines to support 
operator situation awareness and autonomy oversight has been proposed (Table 5). 

These guidelines, which complete previous guidelines on situation awareness (see section 0. Design 
guidelines), ensure that (1) the designed interfaces will provide a high level of transparency promoting 
understandability and predictability of the system, (2) will communicate agent’s reliability or 
robustness to the operator at all times, and (3) will allow the operators to develop a mental model of 
the autonomy and perform the appropriate actions to keep the system in line with their goals. 

Guidelines Summary 

Automate only if necessary and avoid 
operators to detach from automation 
as much as possible 

Automation should be avoided unless its assistance is really 
needed as it can lead to significant problems such as lack of 
understanding, system complexity, decision biasing and 
out-of-the-loop performance issues. 

Use automated assistance for 
carrying out routine tasks rather than 
higher-level cognitive functions 

Automation that carries out the action in a routine task is 
highly beneficial for reducing manual workload, however 
decisional automation should be avoided as it can create 
out-of-the-loop problems. 

Provide system awareness support 
rather than decisions 

Systems that provide situation awareness through well 
designed information presentation to operators, 
integration and projection yield better performances and 
robustness. 

Keep the operator in control and in 
the loop 

Increasing operator involvement and control will improve 
engagement in task performance. Ensure that the operator 
maintains control over the automation, and design 
strategies that include human decision in the task flow. 

Avoid the proliferation of automated 
modes 

Keeping autonomy modes low will help operators to 
develop a good mental model of how the system works and 
will facilitate the autonomy mode tracking and learning. 
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Make modes and system states 
salient 

The current mode of automation should be made salient to 
the operator (including mode transitions back to manual 
operation). The current state of the automation should be 
salient so that any violation of operator expectations will be 
readily apparent. 

Enforce automation consistency Consistency in the terminology, information placement, and 
functionality of the system between modes should be 
enforced to minimize errors in working with system 
autonomy. 

Avoid advanced queuing of tasks Approaches that maintain operator involvement in the 
decisions associated with execution of tasks will avoid 
potential failures with no immediate support that could 
interrupt the task flow. 

Avoid the use of information cuing Automatic highlighting of information should be avoided in 
favour of approaches that allow people to use their own 
senses more effectively. Providing strategies to declutter 
unwanted information or improving picture clarity are 
preferable. 

Use methods of decision to support 
that create human/system symbiosis 

Encourage people to consider multiple possibilities and 
perform contingency planning that can help project future 
states and provide systems that support humans to consider 
alternate interpretation of the data. 

Provide automation transparency Make clearly apparent what the system is currently doing, 
why it is doing it and what it will do next to improve 
transparency and observability of the system. 

Ensure logical consistency across 
features and modes 

Differences in operational logic, information presentation 
and sequences of input not necessary for the operation 
should be reduced to limit system complexity. 

Minimize logic branches Reduce linkages and conditional operations in the 
autonomy and modes as much as possible to minimize 
system complexity. 

Map system functions to goals and 
mental models of users 

Use a clear mapping between user goal and system 
functions to limit the degree to which operators need to 
understand the underlying software or hardware linkages to 
operate or oversee the autonomy. 

Minimize task complexity Limit the number of actions needed to perform desired 
tasks to reduce the sequence errors and cognitive load in 
interacting with the autonomy. 

Table 5: Guidelines for supporting human understanding of autonomous systems and the reduction of 
complexity in autonomous system (from  [54]) 
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Transparency of autonomous agents is critical to maintain situation awareness and to allow reliable 
supervision by human operators. Building upon [33], Chen et al. have proposed the Situation 
Awareness-based Agent Transparency (SAT) model to identify the information autonomous agents 
need to provide to ensure a clear communication with human operators [55]. Matching Endsley’s 
situation awareness levels [33] (Section 2), they have proposed 3 levels of information that should be 
accessible to operators for effective supervision control. While the first level provides basic 
information about the current agent’s state and goals, intentions and plans, the second level informs 
about the agent’s reasoning process and all the considerations when planning its actions. Finally, the 
third level communicates future states, predicted results and consequences, and uncertainties about 
projections. A summary of the model is provided in Figure 11. In AEON, stakeholders may have to 
collaborate with autonomous taxiing agents. Therefore, we will identify the relevant information at all 
SAT levels required by each stakeholder for a reliable and efficient collaboration. 

Although avoiding errors in automation is crucial, not all errors can be prevented. Automation errors 
such as missed and false alarms or misdiagnoses can be defined as events that make “the automation 
behaves in a manner that is inconsistent with the true state of the world” [56]. In the context of AEON, 
these errors, which can yield severe consequences, could create disruptions in airport ground 
operations resulting in queuing delays on airport runaways. Furthermore, external and unexpected 
challenges may degrade the condition in which human operators need to perform their tasks, and 
affect the performance of the automation [57]. To mitigate the detrimental consequences of imperfect 
automation, it will be essential to provide operators with control that allows flexibility and resilience 
of the automation [57], such as in adaptable systems where human operators are involved in the 
decision of what and when to automate [58].  

High level of automation, low human engagement and teaming will require elaborated human-
machine interfaces that support shared awareness between human and the autonomy to coordinate 

Figure 11: The situation awareness-based agent transparency model (from [55]) 
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actions towards shared goals. The guidelines introduced in this section will serve as a design frame to 
elaborate novel and compelling interaction techniques that will ensure safe and efficient oversee of 
autonomous systems within AEON. However, the research on designing effective shared situation 
awareness in HAT is still young. The research and interaction design in AEON will contribute to 
establish novel shared situation awareness representations to enable effective collaboration 
between AEON stakeholders, and between humans and autonomy. 

 

2.4 Summary and research directions 
This section offered a comprehensive set of definitions, examples, guidelines and techniques to 
support the design of collaborative HMIs with the AEON project. We started by reviewing GroupWare 
and CSCW concepts, tools and examples in Air Traffic Control. We then investigated Situation 
Awareness and Distributed Situation Awareness to cover how information needs to be exchanged and 
maintained between all participants so that the teamwork is effective. We concluded with a review of 
Human Automation Teaming as the collaboration in AEON will involve not only humans but also 
intelligent agents such as planning algorithms or autonomous towing vehicles. Such context introduces 
subtle changes and provide additional guidelines to support the design of an effective solution. Below 
we summarize several Research Directions that we need to explore during the AEON project. 

Research Directions:  
In order to provide efficient and reliable interaction techniques that will support collaboration 
between humans and autonomous agents optimally, the research related to Human-Machine 
collaboration aspects in AEON will be twofold. 

The first research axis will aim at understanding the role and the contribution of each stakeholder in 
taxiing operations at airports. Alongside with identifying and documenting all the tasks performed by 
the operators, a specific focus will be given to investigate all the explicit and tacit communication 
processes that come into play to support situation awareness and limit workload for each operator. 
We will also examine the effect of plane towing automation on operators’ activities in order to identify 
the mechanisms linking the input and the output that will change for each operator, and the new issues 
that will need to be addressed in the future of airports ground operations. 

The second research axis will aim at providing usable interaction techniques and interactive systems 
that will support distributed situation awareness in human-automation teaming and facilitate rapid 
decision and tactical collaboration. This state-of-the art will provide us with a framework to emphasise 
situation awareness support between all the human and autonomous workers in our design approach. 
In addition, we will tailor our approach to the specific context of AEON through user-centred design in 
order to create and evaluate innovative and efficient representations of information and interactive 
controls in stakeholders’ digital monitoring tools that will take advantage of human senses and 
humans’ ability to understand complex situation rapidly through multimodal and feedback. This will 
allow operators to maximise taxiing operations flow and manage fleet of taxis and aircrafts. 
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