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Abstract—Speech emotion recognition systems use data-driven
machine learning techniques that rely on annotated corpora. To
achieve a usable performance in real-life, we need to exploit
multiple different datasets since each one can shed the light on
some specific expression of affect. However, different corpora use
subjectively defined annotation schemes, which poses a challenge
to train a model that can sense similar emotions across different
corpora. Here, we propose a method that can relate similar
emotions across corpora without being explicitly trained for it.
Our method relies on self-supervised representations, which can
provide us with highly contextualised speech representations, and
multi-task learning paradigms. This allows to train on different
corpora without changing their labelling schemes. The results
show that by fine-tuning self-supervised representations on each
corpus separately, we can significantly improve the state of the
art within-corpus performance. We further demonstrate that by
using multiple corpora during the training of the same model, we
can improve the cross-corpus performance, and show that our
emotion embeddings can effectively recognise the same emotions
across different corpora.

Index Terms—affective computing, emotion recognition, emo-
tion embedding, multi-task learning, self-supervised representa-
tion

I. INTRODUCTION

Speech Emotion Recognition (SER) has lately become a
popular field of research, with applications in many domains
such as human-centered services, education, and health. Cur-
rent state of the art SER exploits supervised Deep Learning
(DL) techniques to compute different emotion targets for
specific corpora separately [1]–[3]. However, existing corpora
available for emotion recognition rarely exceed ten hours,
while DL methods require large amounts of labeled data to
generalise well on unseen data. Thus, training on only one
corpus would result in a model that has not seen enough
expressions of affect as represented in real life. This issue
is often referred to as data scarcity and several corpora are
usually combined to address this problem.

However, emotion corpora are build with targets defined
in a subjective manner, using different annotation paradigms,
mainly following Ekman’s or Russell’s theories of affect [4],
[5]. For example, RECOLA [6] uses arousal and valence

dimensions for annotating emotion, whereas EmoDB [7] and
GEMEP [8] use two different sets of emotion categories (c.f.
Table I). This inconsistent labelling schemes across corpora
poses a challenge for SER, as current state of the art DL
methods use a fixed set of categories to train a model.

In order to use multiple corpora with different annotation
schemes, emotion labels are often unified across corpora. This
is achieved either by mapping them into a common subset of
emotion categories, or ignoring a subset of categories. This
solution has been shown to cause catastrophic information loss
due to the inherent subjective nature of the emotion labels
across corpora [9], [10]. Even when the unified emotions
have the same or similar psychological meaning, a significant
performance loss is observed compared to simply considering
different classifiers for different corpora [11].

On the other hand, Multi-Task Learning (MTL) paradigms
have been successfully used without the need to unify labels.
MTL usually involves sharing hidden layers across different
tasks, while using separate classifiers for each one. This means
that we can have one shared model across different tasks (or
different corpora), where the target of each task (or corpus) is
defined differently. MTL has been successfully used in SER,
either on one corpus, by considering different classifiers for
different emotion dimensions [12], [13], or by using different
corpora, where each corpus set of labels is considered a
different target [9], [14].

The issue of data scarcity in SER is not only limited to
inconsistent definition of emotion categories across different
corpora. It is also related to having different speakers, mi-
crophones, and environments, which is referred to as domain
mismatch. Unlike variable emotion targets, domain mismatch
issues on the side of the data do not require labels or
supervised DL techniques to be addressed. Thus, one can use
unsupervised learning techniques such as self-supervised rep-
resentations to gain some robustness against domain mismatch
in the data.

Self-Supervised Learning (SSL) methods such as the con-
trastive loss objective used to build a W2V2 model [15], do not
need any labels to learn contextualised abstractions of speech,



and can thus benefit from the abundance of unlabelled data.
Therefore, by training SSL models on large amounts of data,
we can achieve highly contextualised representations of speech
that are robust against domain mismatch issues [16]–[18]. The
robustness against unseen data can also be further improved
by training on data from several different domains [19].
In SER, W2V2 representations have already shown superior
performance compared to more traditional features such as
Mel-scale Filter Bank (MFBs) or eGeMAPS, over different
corpora and by using different classifiers [20]–[23].

Contributions

W2V2 representations can address domain mismatch issues
in the data to a great degree. On the other hand, MTL can ad-
dress the inconsistent way of representing the emotion across
corpora. Here, by using both W2V2 and MTL, we propose
a method that can compute a generalised emotion embedding
that is shared across different corpora, and encompass different
representations of affect in a single vector. To summarise our
contributions, we achieve the following objectives:

• Evaluation of MTL with W2V2 representations for SER
• Fine-tuning W2V2 representations and analysing the per-

formance in both within-corpus and cross-corpus settings
• Training and evaluation of an emotion embedding that

represents similar emotions across multiple corpora

II. RELATED WORK

We describe in what follows the work that has been ac-
complished in the use of MTL for SER, with a focus on
cross-corpus settings. We also discuss the concept of emotion
embedding, and the interest of self-supervised representations.

Multi-Task Learning for Speech Emotion Recognition

MTL for SER first started as a mean to exploit different
ways of annotating emotion for one specific corpus to im-
prove the overall recognition performance. For example, using
Arousal and Valence dimensions as an auxiliary task have
shown improvements in multiple works [12], [13]. Benefiting
from other modalities like video and text, in addition to audio,
MTL has also shown to be effective for predicting several
emotion categories alongside a sentiment dimension, achieving
state of the art performance [24]. As many other works in
SER, their MTL system relies on Gated Recurrent Unit (GRU)
models, which can learn a joint representation between related
tasks.

Multi-Task Learning in Cross-corpus Settings

As there usually exists several domains mismatches be-
tween different datasets, several studies have evaluated the
performance of MTL for cross-corpus emotion prediction,
meaning that the model is trained on one corpus and tested
on another. Authors specifically focused on comparing MTL
to Single-Task Learning (STL), where the target is only one
task, and demonstrated that MTL can provide models with
better generalisation capabilities over different emotions [25],
providing that there exists a correlation between them [26].

Training multiple SER corpora in MTL was investigated
in [9]. Authors used labels of nine different corpora as they
were originally defined and remarkably increased the perfor-
mance compared to STL. They did not map different emotion
categories from different corpora into the same subspace on
purpose, as this would come with information loss. In a later
work [14], other para-linguistic tasks in addition to emotion
were also considered, including 18 different classification and
regression tasks. A task relatedness matrix was introduced to
more efficiently benefit from related tasks. They also showed
that, compared to STL, their MTL approach significantly
improved the performance over several different tasks. How-
ever, the focus of their study was not specific to SER, or
to find a representation of emotion that can generalise well
over different annotation schemes, but rather to leverage a
holistic view of different speech related tasks. Furthermore,
a recent study on six different corpora, showed that multi-
corpus training can ameliorate the performance of cross-corpus
SER, as this approach is more suited to deal with mismatched
conditions [27].

Multi-Task Learning for Multi-lingual SER

Using multiple corpora containing different languages and
cultures for training a model may reduce SER performance,
as emotions might be expressed differently depending on the
language and culture [1]. For instance, multi-lingual MTL was
investigated on gender, emotion and language tasks for two
different Japanese and English datasets and authors reported
that multi-lingual models did not work better than mono-
lingual models [28]. Moreover, some emotion dimensions like
Valence are more sensitive to language [29], especially when
using only the audio modality [1]. Despite the reported drop in
performance in some studies, it has been shown in many others
that using multiple corpora with different languages can still
not only achieve reasonable performance but also be beneficial
to deal with rare events that occur frequently in real-life [1],
[9], [14], [29]. Thus, we can still benefit from using multiple
corpora annotated for emotion even if they contain expressions
from different languages.

Emotion embedding

Emotion can be described through a multi-dimensional
space represented by a numerical vector, which is usually
referred to as an emotion embedding. Thus, the emotion em-
bedding’s space contains information related to an expressed
affect, without being limited to a specific corpus’s labelling
scheme. Several studies have explored the idea of benefiting
from an emotion embedding to improve SER. For example,
in [30], authors improved cross-corpus SER by proposing a
method that places both the source and the target features
into the same subspace containing emotion label information.
Exploiting deep ResNet models from the field of vision,
in [31], different task-specific classifiers mapped the emotion
embedding, computed by a shared frozen model’s output,
to different targets based on different corpora. However, for
multi-corpus experiments, authors mapped the emotion labels



TABLE I
DETAILS OF THE CORPORA USED IN THIS WORK; DURATION IS GIVEN IN HH:MM FORMAT. WE ALSO PROVIDE MAPPINGS OF THE ORIGINAL EMOTION

TARGETS OF EACH CORPUS TO NEGATIVE, NEUTRAL, AND POSITIVE CLASSES, AS WERE USED IN OUR CROSS-CORPUS EVALUATIONS.

Corpus Duration # Utterances Negative emotions Neutral emotions Positive emotions
CaFE 01:09 936 anger, disgust, fear, sadness neutral, surprise joy
EmoDB 00:25 535 anger, anxiety, boredom, disgust, sadness neutral happiness
GEMEP 00:51 1260 anger, despair, fear, irritation, sadness, worry - fun, interest, joy, pleasure, pride, relief
RAVDESS 01:29 1440 anger, disgust, fear, sadness neutral, surprise calmness, happiness

of each corpus to the same target subspace and did not use
them as they were originally defined.

Emotion embeddings have also been specifically studied
in [10], with the help of an emotional encoder based on con-
volutional recurrent layers. Then, multiple corpus-dependent
classifiers mapped the emotion embeddings to corpus specific
emotion classes. Authors showed that by using an adversarial
process to remove corpus-specific non-emotional information,
they can obtain an emotion embedding that contains cross-
corpus emotional information. However, their results were
obtained only on two corpora who shared almost the same
exact labels of emotion.

Self-supervised representations

Despite their novelty, self-supervised representations have
already become the popular choice to describe speech data
instead of traditional features such as MFBs, due to their
superior performance on many speech related tasks. For exam-
ple, in [32], W2V2 representations have shown performance
improvement for dimensional emotion prediction compared to
MFB features. Authors showed that W2V2 representations
allow the use of less complex models, compared to MFB
features, concluding that W2V2 representations provide con-
textualised information of speech that are robust in different
contexts. Thus, by using self-supervised representations, less
labelled data are needed for the downstream task, which is
beneficial for SER, as it is highly susceptible to data scarcity
issues [18].

Moreover, non-quantised Wav2Vec representations were
benchmarked over 17 different SER corpora using nine dif-
ferent machine learning methods, and results showed their
superior performance over different acoustic features [21],
although traditional representations showed a statistically less
variant performance across different corpora, which was also
observed in [20]. Another study showed that W2V2 represen-
tations achieved better performance than traditional acoustic
feature sets such as eGeMAPS [22], and also showed that
using the pretrained W2V2 representations performed better
for the SER task than representations fine-tuned for ASR.

III. METHOD

In this section, we first explain the corpora and the W2V2
representations that were used in this work. Then, we describe
the architecture of our model and its training strategy in detail.

A. Corpora

We used four different acted emotion corpora, which contain
speech data expressed in three different languages (French,

German, English), with four different accents (Swiss, Cana-
dian, German, American). We focused on acted emotion to
more clearly study the interplay of our system, before moving
on to using data recorded in-the-wild, which would be harder
to analyse, as it contains more subtle emotions as well as
environmental noise. A summary of the corpora used here is
provided in Table I. For all the corpora that we used, there were
no official partitioning of data for training a machine learning
model. Thus, excepted for Leave One Speaker Out (LOSO)
evaluations, where we use one speaker for evaluation and the
rest for training the model, we used our own partitioning,
where we keep a balance between male and female speakers,
and use a distribution of 70%-15%-15% for choosing the
training-development-test partitions.

1) CaFE: the Canadian French Emotional (CaFE) [33]
dataset includes about one hour of emotional speech from
twelve actors who read six different French sentences with
basic emotions of anger, disgust, happiness, neutral, fear,
surprise and sadness. Here, audio files from actors 9 and 10
are used for development and files from actors 11 and 12 are
used for testing. The rest were used for the training partition.

2) EmoDB: the Berlin database of emotional speech
(EmoDB) [7] contains about half an hour of 500 acted German
phrases in a happy, angry, anxious, fearful, bored, disgusted,
and neutral way from ten different German actors. Here, we
used speech from actors 11 and 13 for development, 15 and
16 for testing, and the rest were used for training.

3) GEMEP: The GEneva Multimodal Emotion Portrayals
(GEMEP) [8] contains about one hour of emotional speech
that contain no verbal information (the words do not mean any-
thing) uttered from ten actors with a Swiss French accent. The
original data contains 18 different emotional states. However,
to follow other works [8], [34] we use the 12 core emotions
of anger, despair, worry, irritation, fear, sadness, amusement,
joy, pride, interest, pleasure, and relief. We used speech from
actors 5 and 9 for development, 8 and 10 for testing, and the
rest were used for training.

4) RAVDESS: The Ryerson Audio-Visual Database of
Emotional Speech and Song (RAVDESS) [35] contains 7356
files, from which we only use the emotional speech utterances.
The database contains 24 professional actors in a neutral North
American accent. It also contains eight emotion categories
of anger, calm, disgust, fear, happiness, neutral, sadness,
surprised. We used speech from actors 19, 20, and 21 for
development, 22, 23, and 24 for testing, and the rest were
used for training.



Fig. 1. The proposed multi-corpus emotion recognition model. The feature extractor and the emotion embedding models are shared for all datasets. However,
for each set of emotion categories for each corpus, a specific classifier is used to map the emotion embedding to the probabilities of the emotion classes.

B. W2V2 Representations

One of the most popular SSL models is W2V2, which
exploits a contrastive predicting loss to predict masked frames
of speech [15]. SSL models are usually trained on huge
amounts of data to provide speech representations that are
more contextualised and less impacted by noises, compared
to traditional acoustic features such as MFBs. Here, since our
data contain different languages, We used a multilingually
trained W2V2 model1. We did not use any normalisation
scheme for our representations as we used a large architecture,
which already contains a normalisation layer.

C. Model architecture

The proposed model as depicted in Figure 1 consists of
three main parts:

1) Feature extractor: Different audio representations such
as MFB or W2V2 can be used here to provide an acous-
tic embedding, given a speech wave of an utterance.

2) Emotion model: Given an acoustic embedding, the emo-
tion model, which is the same for every corpus used,
calculates the emotion embedding. Here, we can use a
GRU for the emotion model and pick the last frame’s
output as the emotion embedding.

3) Classifier: We use different classifiers to map the emo-
tion embedding to different emotion categories based
on the specifications of the used corpora. Each classifier
has a linear layer followed by a log-softmax function
to estimate class probabilities of each corpus’ set of
emotions.

For an utterance from a given corpus, the model first calcu-
lates the acoustic embedding, from which, the emotion model
predicts the emotion embedding. Then, by using different

1https://huggingface.co/voidful/wav2vec2-xlsr-multilingual-56

classifiers, the emotion embedding can be mapped into the
set of emotion classes of a target corpus. Thus, during the
training, the emotion model is shared across all the corpora,
while each corpus uses a different classifier. The hypothesis
is that by sharing the emotion model during the training, it
can learn to represent an “understanding” of the underlying
perceivable emotion across the different corpora. We tested
this hypothesis by both visualising the emotion embedding and
quantitatively evaluating our method in both within-corpus and
cross-corpus settings.

D. Training strategy
The shared emotion model and the classifiers are trained

jointly. We first randomly pick and copy the files for the under-
represented corpora so that all datasets have the same number
of utterances for training and development partitions. Then, we
randomly pick an utterance from the pool of all the utterances
of all the corpora. The utterance is then given to the model
and depending on the dataset of the chosen utterance, the
appropriate classifier is used, and then the loss is backwarded
through the classifiers as well the emotion model. The loss
in our case is a cross-entropy loss, which is commonly used
for classification tasks. In this way, the emotion model would
continue to be trained, regardless of which corpus the utterance
input belongs to. Only the classifiers are optimised according
to the corpus to which the chosen utterance belongs.

Fine-tuning: In our baseline experiments the weights of
the W2V2 model are frozen during the training. However, in
our Fine-Tuning (FT) experiments, the loss is also backwarded
through the W2V2 model. Thus, based on the gradients
calculated for each training iteration, we allow the weights of
the W2V2 model to be updated alongside the weights of the
emotion model and the classifiers. In this way, the acoustic
representations are influenced by the utterances used during
the training.



TABLE II
RESULTS OF OUR WITHIN-CORPUS EXPERIMENTS FOR CAFE, EMODB, GEMEP AND RAVDESS DATASETS. WE USED OUR OWN PARTITIONING TO

REPORT ON THE BASELINE AND FINE-TUNING RESULTS. WE ALSO USED LEAVE ONE SPEAKER OUT (LOSO) CROSS VALIDATION TO BE ABLE TO FAIRLY
COMPARE OUR RESULTS TO STATE OF THE ART.

Method Evaluation Metric CaFE EmoDB GEMEP RAVDESS Average
Baseline

Single-corpus UAR 63.7 % 57.5 % 39.8 % 60.4 % 55.3 %
Multi-corpus UAR 60.1 % 67.4 % 39.4 % 60.4 % 56.8 %

Baseline + W2V2 Fine-tuning
Single-corpus + FT UAR 76.2 % 72.5 % 52.8 % 71.4 % 68.2 %
Multi-corpus + FT UAR 75.0 % 69.3 % 44.9 % 71.9 % 65.3 %

State of the Art
Ours (Single-corpus + FT) UAR (LOSO) 77.2 % 90.5 % 55.8 % 82.2 % 76.4 %

Subspace learning and extreme learning [34] UAR (Random Partitioning) - - 43.3 % -

Prosodic and spectral features + SVM [36] Accuracy (10 fold
Cross-Validation) 70.6 % 86.0 % - 70.6 % -

MFCC/GTCC features with echo state
network [37] UAR (LOSO) - 86.8 % - 73.1 % -

TABLE III
RESULTS (UAR) OF CROSS CORPUS EXPERIMENTS FOR EITHER THREE

MAPPED CLASSES OF NEGATIVE, NEUTRAL AND POSITIVE, OR THE
COMMON EXISTING EMOTION CLASSES BETWEEN THE UTTERANCE’S

CORPUS AND THE CLASSIFIER’S CORPUS. THE EFFECT OF FINE-TUNING
(FT) THE WEIGHTS OF THE W2V2 MODEL, ON BOTH WITHIN-CORPUS

AND CROSS-CORPUS CASES, IS ALSO REPORTED. STATISTICS ARE GIVEN
IN THE FOLLOWING FORMAT: MEAN (STANDARD DEVIATION).

Method Within-corpus Cross-corpus
Negative, neutral, and positive classes

Single-corpus 67.2% (4.7%) 42.0% (8.3%)
Single-corpus + FT 72.3% (5.5%) 44.6% (12.0%)

Multi-corpus 69.1% (4.5%) 50.8% (11.6%)
Multi-corpus + FT 73.8% (4.0%) 42.3% (12.9%)

Common classes
Single-corpus 55.3% (10.7%) 41.2% (16.2%)

Single-corpus + FT 68.2% (10.5%) 45.3% (10.8%)
Multi-corpus 56.8% (12.1%) 47.5% (10.7%)

Multi-corpus + FT 65.3% (13.8%) 32.1% (25.1%)

IV. EXPERIMENTS AND RESULTS

A. Setup

All the experiments were done using Pytorch [38] and the
SpeechBrain toolkit [39] with seeds set to zero manually. The
computer’s OS was Debian GNU/Linux 10, and we used an
NVIDIA Quadro RTX 6000 with 23 Giga-bytes of memory,
CUDA version 11.3.

To define the setup of our experiments, we used different
possible models and parameters that are commonly used for
SER, considering different ranges of complexity. Then, to
choose the best setup, we ran a grid search over different
possible setups with the following parameters:

• Emotion model: GRU, Transformer (8 heads)
• Feature: MFB, W2V2
• Hyper-parameter: 1 layer with 64 nodes, 2 layers with

128 nodes, 4 layers with 256 nodes
• Learning rate: 0.01, 0.001, 0.0001
After training each possible setup for 50 epochs, and evalu-

ation on both GEMEP and RAVDESS datasets independently,

we found the setup of the W2V2 representation with the GRU
model using 1 layer with 64 nodes, and learning rate of 0.0001
to be the best in terms of performance. We chose the classifier
to be a linear layer followed by a log-softmax layer to obtain
the probabilities of different classes. We also tried replacing
the linear layers of the classifiers with GRUs, however we did
not observe any improvement.

B. Within-corpus evaluation

To test our method, we first compared training and testing
on one corpus only (single-corpus) vs. training on multiple
corpora (multi-corpus). Then, we tested each model for each
corpus separately. Results are quantified with the Unweighted
Average Recall (UAR) and are given in Table II.

1) Baseline: For our baseline experiments, we froze the
W2V2 weights and used it solely to provide representations
of speech. Results show that, by using multi-corpus instead
of single-corpus training, we can have an overall significant
improvement in the UAR. We also found that multi-corpus
MTL can improve the performance on a specific corpus
(EmoDB) by using other corpora during the training, which is
inline with previous studies [9], [10], [14].

2) Fine-tuning: We also did not freeze the W2V2 weights
in order to have an end-to-end MTL paradigm through the fine-
tuning of SSL representations. Results show that on average,
with FT, training and testing only for one corpus achieves
better results than when we utilise multiple corpora. We
think that by training our system end-to-end, W2V2 models
learn to predict more corpus specific acoustic representations
instead of generic cross-corpus features. These corpus specific
representations can perform better on the corpus they were
trained for, but would not be able to generalise well across
corpora. This is further discussed in Section IV-C, where we
evaluate the cross-corpus performance of our method in more
detail.

3) Comparison to state of the art: Moreover, we added a
Leave One Speaker Out (LOSO) cross-validation in order to
be able to fairly compare our work to the state of the art. The



Fig. 2. Emotion embeddings of different correctly classified utterances of the test partitions of the studied corpora. Only emotions that were used at least in
two different corpora are shown. On the left: emotion embeddings of the baseline model with W2V2 weights frozen during the training; clusters of similar
emotions across different datasets can be identified in this space. On the right: emotion embeddings of the baseline model with fine-tuning of the W2V2
weights during the training; clusters of emotion are now specific to each dataset and similar expressions are located in different parts of the emotion space.

results show that our best model (fine-tuned single-corpus) can
achieve better performance than the state of the art, which we
think is mainly thanks to using highly contextualised speech
representations in our method.

C. Cross-corpus evaluation

The generalisation of emotion targets across corpora can be
studied by putting an utterance of a certain corpus as input and
observe the output through the classifier of another corpus.
Since different corpora do not use the same set of classes,
we can not quantify our cross-corpus results the same way
as for the within-corpus experiments. Thus, we considered
either mapping the prediction of each utterance to be either
a negative, neutral or a positive class (c.f. Table I) or only
use the utterances with common emotion classes between the
corpus of the utterance and the corpus of the classifier. For
example, CaFE and GEMEP datasets both have four common
emotion classes of anger, fear, joy, and sadness. Results for
both modes of evaluation are presented in Table III.

1) Baseline: Cross-corpus results show that the multi-
corpus method significantly outperform the single-corpus
method. We used UMAP [40] to reduce the dimensions of our
emotion embeddings and present them in a two dimensional
space, cf. Figure 2. One can easily observe that for our
baseline multi-corpus training paradigm (no FT), the emotion
embeddings of the utterances of different corpora are mostly
put closer to each other in the embedding space, when they
represent the same or similar emotions. This means that the
proposed multi-corpus method can in most cases obtain a
sense of the underlying emotion across different corpora. For
example, different utterances representing anger are put closer
to each other on top part of the figure. Interestingly, We can
also see that utterances labelled as anxiety in EmoDB are put

close to utterances labelled as fear in the other corpora. We
can further observe that utterances labelled as happy and joy
are close to the ones labelled as anger. We think this can be
because both happiness and anger are associated with a high
level of arousal according to Russell’s theory of core affect.

We further provide a confusion matrix, where we predicted
the utterances of CaFE using the GEMEP classifier, in Figure
3. Here, the baseline model without FT is mostly correct for
the four common emotions between the two datasets (anger,
fear, joy, and sadness). Interesting results are further observed
when analysing emotion labels that are different between the
two datasets. For example, disgust utterances of the CaFE
dataset are mainly labelled as irritation, which indicates that
the suggested method, is able to some degree, generalise across
different emotion labels in different corpora.

2) Fine-tuning: Results in Table III suggest that while FT
can be effective when training and testing on the same corpus,
it significantly drops the performance in domain mismatched
conditions. Thus, the best results in cross-corpus settings is
achieved with the baseline method, where the weights of the
W2V2 model are frozen.

Visualisations of the emotion embeddings given in Figure 2
shows that, after FT, different utterances from the same corpus
tend to be closer to each other in the embedding space, rather
than similar emotion categories from different corpora. This
means that after FT the self-supervised representations, the
emotion embeddings tend to become corpus-dependent, which
can be the result of the acoustic embeddings becoming corpus-
dependent. One can also see that FT makes the MTL method
less focused on sensing the underlying emotion across the
corpora. For example, sadness utterances of the CaFE dataset
are mostly labelled as joy with the GEMEP classifier, and
anger as pleasure, cf. Figure 3.



Fig. 3. Confusion matrix of the GEMEP classifier’s predictions from the CaFE utterances. Here, the original target label for each utterance is based on the
set of emotion labels of the CaFE corpus, whereas the prediction of the model is based on the set of emotion labels of the GEMEP corpus. On the left:
The confusion matrix of the suggested multi-corpus method without fine-tuning. On the right: The confusion matrix of the method, where W2V2 weights are
fine-tuned during the training of the model.

Visualisations of the emotion embeddings in Figure 2 along-
side the quantitative results reported in Table III and Figure 3,
suggest that FT drops the performance in cross-corpus settings
and put the emotion embeddings of the same corpora closer
to each other while being distant to other corpora. This means
that fine-tuning the W2V2 acoustic representations, as used in
our MTL approach, would make the model too specific to the
speech content of the used datasets.

On the other side, if we use non-contextualised generic
representations of speech such as MFBs, the multi-corpus
paradigm works poorly compared to using W2V2 represen-
tations. We think that this is because we did not have enough
training data to learn both contextualised representations of
speech and different emotion labels. This shows that when
having limited training data, the high contextualisation of
W2V2 representations without fine-tuning can be especially
beneficial for the multi-corpus MTL paradigm, to learn gen-
eralised representations of emotion.

V. CONCLUSIONS

We expanded upon and evaluated the idea of using an
emotion embedding that can get a sense of emotion, by
observing that in the embedding space, the same emotion
categories across different corpora are placed closer to each
other. We showed that through this method, we can not only
improve cross-corpus emotion recognition accuracy but also
provide a framework that can address the problem of data
scarcity of emotion labels in SER, by allowing the training
of a shared neural network for multiple corpora with different
annotation schemes.

We also showed that using highly contextualised W2V2
representations are especially effective for SER, and by fine-
tuning them in single-corpus settings in an end-to-end manner,
we can improve state of the art performance for SER. How-
ever, by fine-tuning W2V2s, we lose cross-corpus information

in the acoustic embedding space, which makes the method less
relevant in cross-corpus settings.

Furthermore, our preliminary results of evaluation on unseen
corpora show that this method cannot yet generalise very well
beyond the used corpora, which is not surprising since we
only used four rather small datasets. Thus, since the results
clearly show that this method can reconcile different emotion
labeling paradigms across the trained corpora, we see one
future path to be utilising more labelled corpora in our multi-
corpus MTL method. We would also look into integrating
different corpora that use dimensional annotation schemes as
their emotion targets, as well as, emotional data gathered in
the wild to test robustness over environmental noises.
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