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#### Abstract

Diffusion Tensor Magnetic Resonance Imaging (DTMRI) technique enables the measurement of diffusion parameters and therefore, informs on the structure of the biological tissue. This technique is applied with success to the static organs such as brain. However, the diffusion measurement on the dynamically deformable organs such as the in-vivo heart is a complex problem that has however a great potential in the measurement of cardiac health. In order to understand the behavior of the Magnetic Resonance (MR) signal in a deforming media, the Bloch-Torrey equation that leads the $M R$ behavior is expressed in general curvilinear coordinates. These coordinates enable to follow the heart geometry and deformations through time. The equation is finally discretized and presented in a numerical formulation using implicit methods, in order to get a stable scheme that can be applied to any smooth deformations. Diffusion process enables the link between the macroscopic behavior of molecules and the microscopic structure in which they evolve. The measurement of diffusion in biological tissues is therefore of major importance in understanding the complex underlying structure that cannot be studied directly. The Diffusion Tensor Magnetic Resonance Imaging (DTMRI) technique enables the measurement of diffusion parameters and therefore provides information on the structure of the biological tissue. This technique has been applied with success to static organs such as the brain. However, diffusion measurement of dynamically deformable organs such as the in-vivo heart remains a complex problem, which holds great potential in determining cardiac health. In order to understand the behavior of the magnetic resonance (MR) signal in a deforming media, the Bloch-Torrey equation that defines the $M R$ behavior is expressed in general curvilinear coordinates. These coordinates enable us to follow the heart geometry and deformations through time. The equation is finally discretized and presented in a numerical formulation using implicit methods in order to derive a stable scheme that can be applied to any smooth deformations.


## 1 Introduction

DIFFUSION phenomenon is a macroscopic observation of the microscopic structure of the material in which it occurs. Knowledge of this diffusion in cases of various biological tissues such as cardiac muscle [1-5] , skeletal muscles [6-9], brain [10-13], tongue $[14-16]$, spinal cord $[17,18]$ or other [19] is therefore a probe into their intrinsic structures. Diffusion measurement using the Diffusion Tensor Magnetic Resonance Imaging (DTMRI) technique is a powerful tool for exploring the microscopic structure of tissues. This technique is well established for static cases and is widely used in brain imaging where the change in the diffusion coefficient is related to brain diseases [20-22]. Its utilization for other organs are currently in the research process and one of the most
challenging applications is using the DTMRI technique on a living heart. The fast and complex motion of the heart [23] prevents accurate measurements of the diffusion parameters. Static acquisitions of diffusion measurements on an ex-vivo heart have already demonstrated the value of measuring diffusion in cardiac tissue for delineating the fibrous and laminar structures of cardiac muscle $[1,24-26]$ and for the remodeling that occurs after heart diseases [27-29]. Some experiments have been done on the in-vivo heart using some approximations and configurations of the motion of the heart [30-33], however the problem of correlation between the results and real data is still an open problem, even for the case of static organs [22]. Knowing the mathematical behavior of the signal in a deforming media might help to interpret results obtained on the living heart. Simulations
could then be performed to determine what parameters could be optimized to have a more accurate simulation of the DTMRI acquisition of the in-vivo cardiac system.

After presenting the mathematical context of the diffusion process, there will be a review of the method of diffusion acquisition in the static and dynamic case. Then the equation defining the behavior of the MRI signal in the context of a deforming media will be introduced, an application will be provided in the case of the prolate spheroidal coordinates [34,35], and the method of the numerical solution of this equation will be developed.

## 2 Diffusion Process

### 2.1 From the Diffusion Coefficient to the Tensor of Diffusion

When looking at the microscopic resolution, fluid molecules are in constant motion because of thermal agitation. This random motion was initially noticed by the Scottish naturalist Robert Brown in 1810 when he recorded the oscillatory motion of pollen grains suspended in water. This observation remained a mystery until Albert Einstein's kinetic-molecular theory was established in 1905. It stated that each molecule is agitated due to thermodynamic effects and each follows a random path. At a macroscopic resolution, each small region of water diffuses around its initial position. This diffusion can occur from one substance into another but it can also occur from one region of water to another region of water. To relate the microscopic resolution to the macroscopic resolution, Einstein introduced the diffusion coefficient $D$ such that in the one dimensional case

$$
6 \tau D=[x(t+\tau)-x(t)]^{2}
$$

where the molecule of water is positioned at the position $x(t)$ at the time $t$ and moves to the position $x(t+\tau)$ at the time $t+\tau$ due to diffusion. In the case of three dimensional displacement for many molecules, the relative displacement of a molecule at a position $\mathbf{x}$ (where bold letter refers to vectors) is designated by the vector $\mathbf{u}(\tau)=\mathbf{x}(t+\tau)-\mathbf{x}(t)$, which is a function of time $\tau$. The diffusion coefficient is therefore expressed as the dot product:

$$
6 \tau D=\mathbf{u}(\tau) \cdot \mathbf{u}(\tau)
$$

The characteristic length $l$ is then introduced such that $l(\tau)=\sqrt{6 D \tau}$. This length is characteristic of the expansion taken by any small section of water during a time $\tau$ when diffusion occurs. If some
molecules of water initially positioned at the origin are followed during a time $\tau$, they will spread homogeneously around a circle of radius $l(\tau)$.

Thus far, the diffusive media has been considered to be isotropic, meaning that diffusion proprieties are identical in all directions, which is true for fluids. In biological tissues (such as fibrous tissues) [36, 37], polymers [38] or nematic liquid crystals (where all the molecules point in the same direction but do not share the same row formation) [39], material microstructures are aligned along some directions. This alignment enables the molecule of water to move more easily in the direction of the alignment than in the perpendicular one [22]. This diffusion differs from the "intrinsic" diffusion in that it depends on the interaction of the molecule of water with the physical structure of the material. This type of diffusion should therefore be called "apparent" diffusion or "restricted" diffusion and measures only the mobility of the molecule of water in the given physical structure (cellular structure in the case of the biological sample). The given coefficient D should therefore be called "Apparent" Diffusion Coefficient (ADC). However, the two terms are usually mixed to simplify the expression. In anisotropic diffusion, this diffusion depends on the orientation and an initial region of water will not spread as a spherical shape. Taking the hypothesis of a simple model where only one direction is promoted at each position, the diffusion tensor can be introduced by using the notation:

$$
\begin{equation*}
6 \tau \mathrm{D}=\mathbf{u} \mathbf{u}^{T}=\mathbf{u} \otimes \mathbf{u} \tag{1}
\end{equation*}
$$

where $\otimes$ represents the tensorial product. This coefficient $D$ is therefore a tensor of rank two and is represented by a symetric $3 \times 3$ positive definite matrix by its definition in Eq. 1. This matrix depends unfortunately on the basis in which the acquisition has been performed ${ }^{1}$. This matrix is build as a quadratic form and maps the unit sphere into an ellipsoid. This ellipsoid can always be separated in three main directions by eigenvalues decomposition. The first direction is the elongated part of the ellipsoid at a distance $\lambda_{1}$ of the origin and in the direction $\mathbf{d}_{1}$ where $\mathbf{d}_{1}$ is a unitary vector. Along this direction $\mathbf{d}_{1}$, the displacement of the molecules of water are the largest, therefore it is denoted as the Principal Direction of the apparent Diffusion (PDD). Two other directions can be differentiated using the same notation, the medium and the smallest side of the ellipsoid are then defined by the direction $\mathbf{d}_{2}$ and $\mathbf{d}_{3}$ with the respective size $\lambda_{2}$ and $\lambda_{3}$. The diffusion tensor can therefore be decomposed

[^0]in an appropriate basis where the tensor is diagonal
$$
\mathrm{D}=\sum_{i=1}^{3} \lambda_{i} \mathbf{d}_{i} \otimes \mathbf{d}_{i}=R \Lambda R^{T}
$$
where $\Lambda$ is the diagonal matrix $\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ with $\lambda_{1} \geq \lambda_{2} \geq \lambda_{3} . R=\left(\mathbf{d}_{1}, \mathbf{d}_{2}, \mathbf{d}_{3}\right)$ is the rotation matrix which transforms the initial Cartesian basis into the local basis of the ellipsoid. This visualization is shown in Fig. 1


Figure 1: Visualization of the diffusion tensor as an ellipsoid with the corresponding basis vector.

However, this formalism associated with the tensor of diffusion reaches some limits as soon as the material exhibits a more complex configuration. If more than one direction is promoted, as in the case of a fiber crossing in the biological tissue such as with the white matter in the brain [40], the diffusion tensor is unable to solve the problem accurately. In this case, the principal direction of diffusion will be aligned with the average of the two crossing directions leading to a large error of interpretation as illustrated in Fig. 2. This problem is especially limiting in the case of real studies because of the partial volume effect. If large voxels are taken in account during the acquisition, the diffusion tensor has a high probability for averaging the directions that follow different paths inside this voxel. In order to have a more accurate model, higher order tensors can be used (q-ball) [41-43]. However, these methods still require a longer acquisition time and a strong gradient system [44] for a good signal to noise ratio (SNR). Moreover, for the purpose of the muscular fibers of the heart, the bundles are supposed to follow the same orientation in a local neighboring and therefore the direction of diffusion varies smoothly. For this reason, the tensor notation will be kept for the purpose of the current study.

### 2.2 The Diffusion Equation

Performing a numerical or mathematical study of a macroscopic structure taking into account every mi-


Figure 2: Example of fiber crossing. The red tube represents an example of fiber. The blue circle shows the intersection of the fiber crossing. With the tensor approximation, the principal direction of diffusion is the average between the two directions of the fiber.
croscopic molecule is not feasible. The studied element, such as water, or spin orientation in the case of the MR signal, is studied as a continuous function. The macroscopic behavior is therefore known by equations that are linked to the microscopic structure via the diffusion tensor.

A scalar density of the diffusing material is introduced using the notation $\phi$, which represents the water density or the spin orientation in one direction. This density depends on the position $\mathbf{x}$ and on the time $t$. Denoting $\mathbf{j}$ the density flux, Fick's first law states that this flux is given by the product of the diffusion coefficient or tensor with the spatial variation of the density (the diffusion occurs from the highest concentration to the lowest):

$$
\begin{equation*}
\mathbf{j}=-\mathrm{D} \nabla \phi . \tag{2}
\end{equation*}
$$

Therefore $\mathbf{j}$ is a vector oriented through the local lowest concentration at each position. The diffusion equation can be derived from the continuity equation. If no sink or sources of diffusing material exist, the time rate of change of the density equals the opposite of the divergence of the density flux:

$$
\frac{\partial \phi}{\partial t}=-\nabla \cdot \mathbf{j} .
$$

And using Eq. 2 to express the flux,

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\nabla \cdot(\mathrm{D} \nabla \phi) . \tag{3}
\end{equation*}
$$

In the case of a constant isotropic diffusion $\mathrm{D}=D \mathrm{I}$, where $I$ is the $3 \times 3$ identity matrix and $D$ is the scalar coefficient of diffusion, Equation 3 simplifies then to the Laplace equation:

$$
\frac{\partial \phi}{\partial t}=D \nabla \cdot(\nabla \phi)
$$

$$
\begin{equation*}
\Rightarrow \frac{\partial \phi}{\partial t}=D \triangle \phi \tag{4}
\end{equation*}
$$

In the case where the boundary conditions equal zero at infinity, the solution can be expressed analytically by the convolution of the initial condition with a Gaussian function:

$$
\begin{equation*}
\phi(\mathbf{x}, t)=\frac{1}{\sqrt{D}(4 \pi t)^{\frac{N}{2}}} e^{-\frac{\mathbf{x}^{T} \mathbf{x}}{4 D}} * \phi(\mathbf{x}, 0) \tag{5}
\end{equation*}
$$

where $N$ is the number of dimensions of the problem (in the space $\mathbf{x}=(x, y, z), N=3)$. The exponential function is called the Gaussian kernel of the equation and solves the problem for any initial condition given by $\phi$. In the case of an anisotropic diffusion independent of time, this fundamental solution can also be expressed by [45]:

$$
\phi(\mathbf{x}, t)=\frac{1}{\sqrt{|\mathrm{D}|}(4 \pi t)^{\frac{N}{2}}} e^{-\frac{\mathbf{x}^{T} \mathrm{D}^{-1} \mathbf{x}}{4 t}} * \phi(\mathbf{x}, 0)
$$

In the case of a vectorial diffusive density, each component of the quantity $\phi$ is then diffused in the material. In this case the equation of diffusion is given by the three scalar equation of diffusion:

$$
\phi^{i}=\nabla\left(\mathrm{D} \nabla \phi^{i}\right),
$$

where $\phi^{i}$ is the $i^{t h}$ component of the vectorial quantity $\phi$, with usually $i \in \llbracket 1,3 \rrbracket$. To simplify the notation, the vectorial equation will be noted abusively:

$$
\frac{\partial \phi}{\partial t}=\nabla(\mathrm{D} \nabla \phi)
$$

where the first operator $\nabla$ acts on the scalar quantity. To further simplify, the notation $\mathbf{u}_{, v}=\partial_{v} \mathbf{u}=\frac{\partial \mathbf{u}}{\partial v}$ will be used:

$$
\begin{equation*}
\partial_{t} \phi=\nabla \cdot(\mathrm{D} \nabla \boldsymbol{\phi}) \tag{6}
\end{equation*}
$$

The case of inhomogeneous isotropic diffusion is most often used in filtering in image processing. An example is given by taking the original noisy picture and the result given by a normal Gaussian filter comparing them to the inhomogeneous diffusion in Fig. 3. The inhomogeneous diffusion coefficient is given by $D(\mathbf{x})=D_{0} \frac{\lambda^{2}}{\lambda^{2}+\|\nabla f(\mathbf{x})\|^{2}}$.

An example of anisotropic diffusion is also given. A scalar function is given with an initial value of zero or one. Then an inhomogeneous anisotropic diffusion is performed and shown in Fig. 4. The principal directions of the diffusion are plotted on the second picture.


Figure 3: Examples of two dimensional diffusion filtering. The original image is on the top left and Gaussian noise was added to this to obtain the image on the top right. The two images at the bottom show the results of the diffusion filtering. The image on the left was obtained after an isotropic homogeneous diffusion corresponding to a convolution by a constant Gaussian kernel. The image on the right is the result of the inhomogeneous diffusion. The results were obtained numerically using the technique explained at the end of the report.

## 3 Link between Signal Attenuation and Diffusion

### 3.1 DTMRI and Bloch-Torrey Equation

Diffusion Tensor Magnetic Resonance Imaging (DTMRI) provides a way to access the tissue microstructure by having knowledge of the diffusion with a large number of samples. DTMRI is a link to the classical MRI [46]. Atoms such as ${ }^{1} \mathrm{H}$, which are especially abundant in water and therefore in biological tissue, possess a nuclear spin angular momentum. These can be visualized as spinning charged spheres that give rise to a small magnetic moment. When a magnetic field $\mathbf{B}$ is applied to these spins, the magnetic moment vector tends to align along the direction of the field. The nuclear spins are in resonance at the pulsation called the Lamor frequency:

$$
\begin{equation*}
\omega=\gamma\|\mathbf{B}\| \tag{7}
\end{equation*}
$$

where $\omega$ is the pulsation of the spin and $\gamma$ is the gyromagnetic ratio such that $\frac{\gamma}{2 \pi}=42.58 \mathrm{MHz} / \mathrm{T}$. By convention, the $z$ axis is aligned with the largest main


Figure 4: The first image shows the initial scalar density function composed of values zero and one. The second image shows the result of the anisotropic diffusion. The principal direction of diffusion depends on the position and is shown in the third image (the other direction of diffusion can be neglected for being 15 times smaller).
magnetic field $\mathbf{B}_{0}$ and a Cartesian basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$ is introduced such that any vector $\mathbf{x}=\sum_{i=1}^{3} x^{i} \mathbf{e}_{i}$ and the $z$ axis is aligned with the vector $\mathbf{e}_{3}$. In order to separate the spins from the huge magnetic field $\mathbf{B}_{0}$ $(1-9 \mathrm{~T})$, the radiofrequency field pulse $\mathbf{B}_{1}$ is applied at the Lamor frequency in the normal plane of $\mathbf{B}_{0}$ to excite the spins out of equilibrium and make them more aligned in this normal $\left(\mathbf{e}_{1}, \mathbf{e}_{2}\right)$ plane. In order to create a dephasing between the spins, and therefore to differentiate them, a magnetic gradient $\mathbf{G}$ is added in the spatial direction during the reading process. Then the acquisition is performed and the spin signal coming from the component situated in the normal plane of $\mathbf{B}_{0}$ is acquired. The magnetization vector of each spin $\mathbf{M}$ is characterized by the Bloch equation [47]:

$$
\mathbf{M}_{, t}=\mathbf{M} \times \gamma \mathbf{B}-\frac{M^{1} \mathbf{e}_{1}+M^{2} \mathbf{e}_{2}}{T_{2}}-\frac{M^{3}-M_{0}^{3}}{T_{1}} \mathbf{e}_{3}
$$

where $\mathbf{M}=M^{1} \mathbf{e}_{1}+M^{2} \mathbf{e}_{2}+M^{3} \mathbf{e}_{3}, \mathbf{M}(\mathbf{x}, \mathbf{t}=\mathbf{0})=\mathbf{M}_{\mathbf{0}}$ and $\left(T_{1}, T_{2}\right)$ are the relaxation coefficients which depend on the tissue. In this equation the total magnetic field $\mathbf{B}$ can be written as:

$$
\mathbf{B}(\mathbf{x}, t)=\mathbf{B}_{0}(\mathbf{x}, t)+\mathbf{G}(\mathbf{x}, t) \cdot \mathbf{x}
$$

In order to take into account the diffusion process, the Bloch equation is modified into the Bloch-Torrey
equation [48] by adding the diffusion contribution given by Eq. 6 where the vectorial density is given by the magnetization vector $\mathbf{M}$ :

$$
\begin{align*}
\mathbf{M}_{, t}= & \mathbf{M} \times \gamma \mathbf{B}-\frac{M^{1} \mathbf{e}_{1}+M^{2} \mathbf{e}_{2}}{T_{2}} \\
& -\frac{M^{3}-M_{0}^{3}}{T_{1}} \mathbf{e}_{3}+\nabla \cdot(\mathrm{D} \nabla \mathbf{M}) \tag{8}
\end{align*}
$$

### 3.2 Expression of the Attenuation

The DTMRI measurement is performed for the component of the magnetization transverse to the $\mathbf{B}_{0}$ field. Then only the $M^{1}$ and $M^{2}$ components are of interest for the signal acquisition. The complex notation is used where $\underline{M}(\mathbf{x}, t)=M^{1}(\mathbf{x}, t)+i M^{2}(\mathbf{x}, t)$. Equation 8 is rewritten as:

$$
\begin{equation*}
\underline{M}_{, t}=-i \gamma \mathbf{G} \cdot \mathbf{x} \underline{M}-\frac{M}{\overline{T_{2}}}+\nabla \cdot(\mathrm{D} \nabla \underline{M}) \tag{9}
\end{equation*}
$$

In order to find an analytical solution, it is supposed that for a given position of the molecule, the diffusion tensor D does not vary with the displacement of the molecule due to the diffusion. It is also supposed that this tensor does not depend on $t$. Then, for every position $\mathbf{x}$, the tensor D is constant. The attenuation expresses the loss of acquired signal caused by the diffusion. In some conditions, this attenuation can be analytically expressed. The complex magnetization is therefore separated as attenuation caused by the diffusion $A$, exponential decreasing of intensity of characteristic time $\frac{1}{\alpha}$ because of the relaxation parameter $T_{2}$, and a phase component given by the spin phase $\varphi$. The general expression of the complex magnetization vector is therefore given by:

$$
\begin{equation*}
\underline{M}(\mathbf{x}, t)=A_{\mathbf{x}}(t) e^{-\alpha(t)} e^{i \varphi(\mathbf{x}, t)} \tag{10}
\end{equation*}
$$

where the expression $A_{\mathbf{x}}$ indicates that this attenuation is given for a fixed position as an argument and not as a variable. Plugging this substitution into Eq. 9 gives the expression:

$$
\begin{gather*}
\left(i \varphi, t(\mathbf{x}, t)-\alpha^{\prime}(t)\right) \underline{M}(\mathbf{x}, t)+A_{\mathbf{x}}^{\prime}(t) e^{i \varphi(\mathbf{x}, t)} e^{-\alpha(t)} \\
= \\
\left(-i \gamma \mathbf{G}(t) \cdot \mathbf{x}-\frac{1}{T_{2}}\right) \underline{M}(\mathbf{x}, t)  \tag{11}\\
+ \\
-A_{\mathbf{x}}(t)(\nabla \varphi(\mathbf{x}, t))^{T} \mathrm{D}(\nabla \varphi(\mathbf{x}, t)) e^{i \varphi(\mathbf{x}, t)} e^{-\alpha(t)}
\end{gather*}
$$

The spin phase $\varphi$ is defined as:

$$
\varphi(\mathbf{x}, t)=\gamma \int_{0}^{t} \mathbf{x} \cdot \mathbf{G}\left(t^{\prime}\right) \mathrm{d} t^{\prime}
$$

and the attenuation $\alpha$ is such that:

$$
\alpha(t)=-\frac{t}{T_{2}}
$$

Equation 11 can therefore be rewritten as:

$$
\begin{equation*}
A_{\mathbf{x}}^{\prime}(t)=-A_{\mathbf{x}}(t)(\nabla \varphi)^{T} \mathrm{D}(\nabla \varphi) \tag{12}
\end{equation*}
$$

where, in the case of the Cartesian coordinate system,

$$
\begin{equation*}
\nabla \varphi(\mathbf{x}, t)=\gamma \int_{0}^{t} \mathbf{G}\left(t^{\prime}\right) \mathrm{d} t^{\prime} \tag{13}
\end{equation*}
$$

The matrix $B$ can be defined as the outer product $\mathbf{B}=(\nabla \varphi)(\nabla \varphi)^{T}$. Then Eq. 12 can be written using the trace operator $\operatorname{tr}$ (The following equation is true in every coordinate system and will be proved in the Cartesian and curvilinear case in the following parts.):

$$
\begin{equation*}
A_{\mathbf{x}}^{\prime}(t)=-\operatorname{tr}(\mathrm{B}(\mathbf{x}, t) \mathrm{D}) A_{\mathbf{x}}(t) \tag{14}
\end{equation*}
$$

This is a first order differential equation that can be solved analytically to give the attenuation at every position compared to the initial signal:

$$
A_{\mathbf{x}}(t)=A(0) e^{-\int_{0}^{t} \operatorname{tr}\left(\mathrm{~B}\left(\mathbf{x}, t^{\prime}\right) \mathrm{D}\right) \mathrm{d} t^{\prime}}
$$

The DTMRI technique can access the value of the attenuation $A_{\mathbf{x}}(t)$; and the value of $A_{\mathbf{x}}(0)$ is approximated by an acquisition performed by a normal MRI technique (where the signal is supposed to be unattenuated by the diffusion). Then the results are usually presented by the relation that links the attenuation to the diffusion tensor:

$$
\begin{equation*}
\ln \left(\frac{A_{\mathbf{x}}(t)}{A_{\mathbf{x}}(0)}\right)=-\int_{0}^{t}(\nabla \varphi(\mathbf{x}, t))^{T} \mathrm{D}(\nabla \varphi(\mathbf{x}, t)) \mathrm{d} t^{\prime} \tag{15}
\end{equation*}
$$

or with the matrix $B$, using the linearity of the integral and the fact that D is considered as a constant through time

$$
\begin{equation*}
\ln \left(\frac{A_{\mathbf{x}}(t)}{A_{\mathbf{x}}(0)}\right)=-\operatorname{tr}\left[\left(\int_{0}^{t} \mathrm{~B}\left(\mathbf{x}, t^{\prime}\right) \mathrm{d} t^{\prime}\right) \mathrm{D}\right] \tag{16}
\end{equation*}
$$

## 4 Diffusion Measurement

### 4.1 Static Case

In order to measure the effect caused by the diffusion in a static organ such as the brain or ex-vivo heart, a special pulse sequence is performed. This pulse sequence is usually the spin echo diffusion sequence introduced by Stejskal and Tanner [49]. After the classical RF pulse, which flips the magnetization vector at $90^{\circ}$ [46], a constant gradient of diffusion $\mathbf{G}_{d}$ is applied during a time $\delta_{d}$. During this time, the water molecules are dephased depending on their positions. At time $t=\frac{T E}{2}$ after the RF pulse, a $180^{\circ}$ pulse is applied to invert the phase of the spins. Then
a second gradient $\mathbf{G}_{d}$ is applied during the same period of time $\delta_{d}$. This is the rephasing part. If the molecule is fixed, the spin will be exactly rephased at the end of this second gradient of diffusion. However, if the molecule has moved because of the diffusion in the direction of the gradient, then the phase will not be exactly recovered. At the time $t=T E$, after the initial RF pulse, and because of the phase inversion, a spin echo occurs and the MRI acquisition is performed. The sequence of the pulse is drawn in Fig. 5. The DTMRI technique reconstructs the diffusion tensor by measuring the attenuation of the received signal, whereas, a classical MRI acquisition is done without the diffusion tensor (in this case the attenuation caused by the diffusion is supposed to be negligible). Then a reconstruction process is done to determine the value of the diffusion tensor utilizing knowledge of the attenuation factor at each position.

In the case of a fixed organ defined by the Cartesian coordinates, the relation given in Eq. 13 can be used and the matrix B is therefore expressed as:

$$
\begin{equation*}
\mathrm{B}(t)=\gamma^{2}\left(\int_{0}^{t} \mathbf{G}_{d}\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right) \otimes\left(\int_{0}^{t} \mathbf{G}_{d}\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right) \tag{17}
\end{equation*}
$$

where the integral of the gradient can be analytically expressed with knowledge of the pulse sequence. The origin of time is taken when the first gradient of diffusion begins:

$$
\begin{align*}
& \int_{0}^{t} \mathbf{G}_{d}(t) \mathrm{d} t= \\
& \left\{\begin{array}{rll}
0 & \text { if } & t<0 \\
t \mathbf{G}_{d} & \text { if } & 0<t<\delta_{d} \\
\delta_{d} \mathbf{G}_{d} & \text { if } & \delta_{d}<t<\Delta \\
\left(t-\left(\Delta+\delta_{d}\right)\right) \mathbf{G}_{d} & \text { if } & \Delta<t<\Delta+\delta_{d} \\
0 & \text { if } & \Delta+\delta_{d}<t
\end{array}\right. \tag{18}
\end{align*}
$$

The signal acquisition is performed at the time $\tau$, then the matrix B is expressed by:

$$
\begin{equation*}
\int_{0}^{\tau} \mathrm{B}(t) \mathrm{d} t=\gamma^{2} \delta_{d}^{2}\left(\Delta-\frac{\delta_{d}}{3}\right) \mathbf{G}_{d} \otimes \mathbf{G}_{d} \tag{19}
\end{equation*}
$$

which is proven in appendix A . The measurement of the attenuation gives the relation:
$\ln \left(\frac{A_{\mathbf{x}}(t)}{A_{\mathbf{x}}(0)}\right)=-\gamma^{2} \delta_{d}^{2}\left(\Delta-\frac{\delta_{d}}{3}\right) \operatorname{tr}\left[\left(\mathbf{G}_{d} \otimes \mathbf{G}_{d}\right) \mathrm{D}\right]$,
where it is proven in appendix B that $\operatorname{tr}(\mathrm{B} D)=$ $\gamma^{2} \delta^{2} \mathbf{G}_{d}^{T} \mathbf{D} \mathbf{G}_{d}$ in Cartesian coordinates. In the case where $\Delta \gg \delta_{d}$, the equation is usually simplified as:

$$
\begin{equation*}
\ln \left(\frac{A_{\mathbf{x}}(t)}{A_{\mathbf{x}}(0)}\right)=-\gamma^{2} \delta_{d}^{2} \Delta \quad \mathbf{G}_{d}^{T} \mathrm{D} \mathbf{G}_{d} \tag{21}
\end{equation*}
$$



Figure 5: The classical spin-echo diffusion weighted sequence. The magnetization vector is flipped by the RF pulse, then the diffusion gradient $\mathbf{G}_{d}$ is applied during the time $\delta_{d}$. After a time $\frac{T E}{2}$, the magnetization vector is inverted and a second gradient diffusion is applied during the same amount of time. After a time $T E$, the spin echo occurs and the signal is acquired using the reading gradients.
where the time $\Delta$ is called the effective diffusion time and the scalar $\mathbf{G}^{T} \mathbf{D G}$ is called the effective diffusion coefficient that represents the projection of the diffusion tensor onto the direction of the gradient. The knowledge of this projection of the tensor can be visualized by taking the length of the ellipsoid of diffusion in the direction given by the gradient. This information enables reconstruction of the diffusion tensor by recording this projection value in different directions [11,50]. Finally, denoting $\mathbf{k}=\gamma \delta \mathbf{G}$, the equation can be given in the form:

$$
\begin{equation*}
\ln \left(\frac{A_{\mathbf{x}}(t)}{A_{\mathbf{x}}(0)}\right)=-\Delta \mathbf{k}^{T} \mathrm{D} \mathbf{k} \tag{22}
\end{equation*}
$$

### 4.2 Deforming Media

### 4.2.1 Curvilinear Coordinates and Tensor Notation

To simplify the following notation, the Einstein summation convention is used such that for a repeated index $a^{i} b_{i}=\sum_{i=2}^{3} a^{i} b_{i}$. The curvilinear coordinates are introduced to follow the deformations of the material. The fixed Cartesian basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$ will serve as the initial frame of reference. Every position in the initial reference frame is given by the vector $\mathbf{x}=x^{i} \mathbf{e}_{i}$. When the material is deformed, the new position is located using curvilinear coordinates $\left(\xi^{1}, \xi^{2}, \xi^{3}\right)[35,51]$ with the contravariant basis $\left(\mathbf{g}_{1}, \mathbf{g}_{2}, \mathbf{g}_{3}\right)$. The covariant basis will be denoted $\left(\mathbf{g}^{1}, \mathbf{g}^{2}, \mathbf{g}^{3}\right)$. Every position in the deformed material is given by the vector $\boldsymbol{\xi}=\xi^{i} \mathbf{g}_{i}=\xi_{i} \mathbf{g}^{i}$, where $\xi_{i}$ are the contravariant components of the vector. The basis is not necessarily
an orthonormal basis, and therefore $\mathbf{g}^{i} \neq \mathbf{g}_{i}$. The curvilinear basis is given by its covariant vectors:

$$
\mathbf{g}_{i}=\frac{\partial x^{j}}{\partial \xi^{i}} \mathbf{e}_{j}
$$

or its contravariant vectors:

$$
\mathbf{g}^{i}=\frac{\partial \xi^{i}}{\partial x^{j}} \mathbf{e}^{j}
$$

The arc element in the deforming material is given by $\mathrm{d} s=\sqrt{\mathrm{g}_{i j} \mathrm{~d} x^{i} \mathrm{~d} x^{j}}$, where the contravariant metric tensor is introduced such that $\mathrm{g}_{i j}=\mathbf{g}_{i} \cdot \mathbf{g}_{j}$. The covariant metric tensor is defined by $\mathrm{g}^{i j}=\mathbf{g}^{i} \cdot \mathbf{g}^{j}$ and the two metric tensors are related by a matrix inversion such that $\left[\mathrm{g}_{i j}\right]=\left[\mathrm{g}^{i j}\right]^{-1}$, where [ ] indicates a matrix.

The special tensor $\delta$ will be used such that $\delta_{i}{ }^{j}$ and $\delta^{i}{ }_{j}$ equal one if $i=j$ and zero otherwise.

The tensor D is expressed in the original coordinate system by $\overline{\mathrm{D}}=\overline{\mathrm{D}}_{i}{ }^{j} \mathbf{e}^{i} \otimes \mathbf{e}_{j}$. The tensor expressed in the new coordinate system will be denoted $\mathrm{D}=$ $\mathrm{D}_{i}{ }^{j} \mathbf{g}^{i} \otimes \mathbf{g}_{j}$. The diffusion tensor follows the rules of the transformation of a tensor of rank two:

$$
\begin{equation*}
\mathrm{D}_{i}^{j}(\mathbf{x}, t)=\frac{\partial x^{j}}{\partial \xi^{l}} \frac{\partial \xi^{k}}{\partial x^{i}} \mathrm{D}_{k}^{l}(\boldsymbol{\xi}, t) \tag{23}
\end{equation*}
$$

It is shown in appendix C that the transformation of the tensor is given by:

$$
\begin{equation*}
\mathrm{D}_{i}^{j}=\mathbf{g}_{i} \overline{\mathrm{D}} \mathbf{g}^{j}=\operatorname{tr}\left(\mathbf{g}^{j} \otimes \mathbf{g}_{i} \overline{\mathrm{D}}\right) \tag{24}
\end{equation*}
$$

The $\nabla$ operator is given by:

$$
\begin{equation*}
\nabla=\mathbf{g}^{i} \frac{\partial}{\partial \xi^{i}}=\mathbf{e}^{i} \frac{\partial}{\partial x^{i}} \tag{25}
\end{equation*}
$$

The Christoffel symbols of second kind $\Gamma[52,53]$ are also defined such that:

$$
\begin{equation*}
\mathbf{g}_{i, j}=\Gamma_{i j}^{k} \mathbf{g}_{k} \tag{26}
\end{equation*}
$$

and are related to the coordinate by the following relation:

$$
\begin{equation*}
\Gamma^{i}{ }_{j k}=\frac{\partial^{2} x^{l}}{\partial \xi^{j} \partial \xi^{k}} \frac{\partial \xi^{i}}{\partial x^{l}} . \tag{27}
\end{equation*}
$$

The derivative of the covariant basis vector will also be used and it is proven in appendix D that:

$$
\mathbf{g}_{, j}^{i}=-\Gamma^{i}{ }_{k j} \mathbf{g}^{k} .
$$

The Christoffel symbols can also be calculated by the relation with the metric tensor

$$
\begin{equation*}
\Gamma_{i j}^{k}=\frac{1}{2} \mathrm{~g}^{k l}\left(\mathrm{~g}_{l i, j}+\mathrm{g}_{l j, i}-\mathrm{g}_{i j, l}\right) . \tag{28}
\end{equation*}
$$

Some relations about tensors reminded here will be used later. a, b, c and designate any vectors.

$$
\begin{gather*}
(\mathbf{a} \otimes \mathbf{b}) \cdot \mathbf{c}=(\mathbf{b} \cdot \mathbf{c}) \mathbf{a}  \tag{29}\\
(\mathbf{a} \otimes \mathbf{b})(\mathbf{c} \otimes \mathbf{d})=(\mathbf{b} \cdot \mathbf{c})(\mathbf{a} \otimes \mathbf{d}) \tag{30}
\end{gather*}
$$

### 4.2.2 Mechanical Deformation

The media in which the diffusion occurs is now supposed to be deformable through time. In the following section, the implicit Einstein summation convention will be used such that $a^{i} b_{i}=\sum_{i} a^{i} b_{i}$. To study the mechanical deformation, the referential (or Lagrangian) approach is used [51, 54, 55].

The fixed original referential is given by the basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$, and every initial position for this basis is given by $\mathbf{X}=X^{i} \mathbf{e}_{i}$. The material can then be deformed; the curvilinear basis associated with the deformation was introduced in the previous section. The curvilinear basis is related to the initial coordinate by the vectorial function $\boldsymbol{\xi}=\boldsymbol{\xi}(\mathbf{X}, t)$. The deformation is expressed with the tensorial deformation gradient such that $\mathrm{d} \boldsymbol{\xi}=\mathrm{Fd} \mathbf{X}$, where

$$
\mathrm{F}=\frac{\partial \boldsymbol{\xi}}{\partial \mathbf{X}}=\frac{\partial \xi^{i}}{\partial X^{j}} \mathbf{e}^{j} \otimes \mathbf{g}_{i}
$$

### 4.2.3 DTMRI Measurement

The measurement of the diffusion tensor in the case of the deforming heart has been performed by Reese et al. [30-33]. For this purpose, a special pulse sequence is performed. After the RF flip angle at the time $t=$ $t_{0}$, the initial diffusion gradient is turned on during the time $\delta_{d}$. After a time $\frac{T E}{2}$, a second RF pulse is performed, but only at $90^{\circ}$. The cardiac cycle is
trigged, and the sequence waits for the next R -wave that occurs at the time $\Delta$. After a time $t=\Delta+t_{0}$, a third RF pulse at $90^{\circ}$ is performed and the second diffusion gradient is applied. This diffusion gradient $\mathbf{G}_{d}$ is identical to the first one and occurs during the same configuration of the heart. After the time $\Delta+$ $t_{0}+\frac{T E}{2}=\tau$, the stimulated echo occurs and the acquisition is performed. The sequence is represented in Fig. 7

Equations 15 and 16 are still true (the proof in the curvilinear coordinate of Eq. 16 is exactly the same as in the Cartesian coordinates) but the spin phase is now defined in the deformed material $\varphi(\boldsymbol{\xi}, t)=$ $\gamma \int_{0}^{t} \mathbf{X}\left(\boldsymbol{\xi}, t^{\prime}\right) \cdot \mathbf{G}\left(t^{\prime}\right) \mathrm{d} t^{\prime}$. Considering a smooth deformation, the differential relation for the spin phase is therefore:

$$
\nabla^{T} \varphi(\boldsymbol{\xi}, t) \mathrm{d} \boldsymbol{\xi}=\nabla^{T} \varphi(\mathbf{X}, t) \mathrm{d} \mathbf{X}
$$

Using the fact that the deformation gradient is defined by $\mathrm{d} \boldsymbol{\xi}=\mathrm{F} \mathrm{d} \mathbf{X}$, the following relation links the gradient to the spin phase:

$$
\begin{equation*}
\nabla \varphi(\boldsymbol{\xi}, t)=\mathrm{F}^{-T}(\mathbf{X}, t) \nabla \varphi(\mathbf{X}, t) \tag{31}
\end{equation*}
$$

where $\nabla \varphi(\mathbf{X}, t)=\gamma \int_{0}^{t} \mathbf{G}\left(t^{\prime}\right) \mathrm{d} t^{\prime}$. The tensor of diffusion is also expressed in the deformed basis, denoting $\overline{\mathrm{D}}$ the tensor expressed in the initial referential [52]:

$$
\mathrm{D}_{j}^{i}=\frac{\partial \xi^{i}}{\partial X^{k}} \frac{\partial X^{l}}{\partial \xi^{j}} \overline{\mathrm{D}}_{l}^{k}=F_{k}^{i} \overline{\mathrm{D}}_{l}^{k}\left(F^{-1}\right)_{j}^{l}
$$

that can be expressed in the matrix form:

$$
\begin{equation*}
\mathrm{D}=\mathrm{F} \overline{\mathrm{D}} \mathrm{~F}^{-1} \tag{32}
\end{equation*}
$$

Denoting $\nabla \varphi(\mathbf{X}, t)=\nabla \varphi$, for the sake of simplicity, the complete measured attenuation is therefore given by applying Eq. 32 and 31 to Eq. 15:

$$
\ln \left(\frac{A(t)}{A(0)}\right)=-\int_{0}^{t}(\nabla \varphi)^{T} \bar{D} \mathrm{~F}^{-1} \mathrm{~F}^{-T} \nabla \varphi \mathrm{~d} t^{\prime}
$$

The deformation tensor can always be decomposed between stretch and rotation such that $\mathrm{F}=\mathrm{RU}$ [54], where $R$ is a rotation matrix such that $R^{-1}=R^{T}$ and U is the right stretch tensor, which is a symmetric matrix. Then the following relation holds: $\mathrm{U}=\left(\mathrm{F}^{T} \mathrm{~F}\right)^{\frac{1}{2}}$. The attenuation can therefore be decomposed such that:

$$
\begin{equation*}
\ln \left(\frac{A(t)}{A(0)}\right)=-\int_{0}^{t}(\nabla \varphi)^{T} \bar{D}\left(\mathrm{U}^{-1}\right)^{2} \nabla \varphi \mathrm{~d} t^{\prime} \tag{33}
\end{equation*}
$$

If it is assumed that only a linear deformation affects the diffusion tensor $\bar{D}$ from the referential system via rotation during the time of the acquisition


Figure 6: Example of deformation, where the image on the left represents the undeformed initial referential and the image on the right is the deformed referential where the curvilinear basis depends on the position.


Figure 7: The Pulse sequence used for the dynamic acquisition. The cardiac cycle is trigged on the Electrocardiogram (ECG). After the first R-wave, an RF pulse is used to flip the magnetization to $90^{\circ}$. The diffusion gradient $\mathbf{G}_{d}$ is then applied during the time $\delta_{d}$ and a second RF flip is applied after the first one. The second R-wave is trigged and a third magnetization flip is applied. A second gradient of diffusion is performed (identical to the first one) and the signal acquisition is performed when the spin echo occurs at $t=\tau$.
[56], then the cardiac deformation is assumed to be treated locally as a rigid body. The attenuation given by Eq. 15 is:
$\ln \left(\frac{A(t)}{A(0)}\right)=-\int_{0}^{t}(\nabla \varphi)^{T} \mathrm{~F}^{-1} \mathrm{R} \bar{D} \mathrm{R}^{T} \mathrm{~F}^{-T} \nabla \varphi \mathrm{~d} t^{\prime}$, and using $\mathrm{R}^{-1}=\mathrm{R}^{T}$ and $\mathrm{U}=\mathrm{U}^{T}$

$$
\begin{equation*}
\ln \left(\frac{A(t)}{A(0)}\right)=-\int_{0}^{t}(\nabla \varphi)^{T} \mathrm{U}^{-1} \bar{D} \mathrm{U}^{-1} \nabla \varphi \mathrm{~d} t^{\prime} \tag{35}
\end{equation*}
$$

The integral can be simplified with the knowledge of the pulse sequence used:

$$
\begin{aligned}
& \ln \left(\frac{A(\tau)}{A(0)}\right)= \\
& -2 \int_{0}^{\delta} \gamma^{2} \mathbf{G}_{d}^{T} \mathrm{U}^{-1} \bar{D} \mathrm{U}^{-1} \mathbf{G}_{d} t^{2} \mathrm{~d} t^{\prime} \\
& -\int_{\delta}^{\Delta-\delta} \gamma^{2} \mathbf{G}^{T} \mathrm{U}^{-1} \bar{D} \mathrm{U}^{-1} \mathbf{G} \delta^{2} \mathrm{~d} t^{\prime}
\end{aligned}
$$

It is assumed that $\delta \ll \Delta$ where $\Delta$ covers a complete cardiac cycle close to $1 s$ for a human and $\delta \simeq 6-$ 8 ms . Then the first part of the integral is negligible compared to the second part. Denoting $\mathbf{k}=\gamma \delta \mathbf{G}$,
the attenuation can therefore be approximated as:

$$
\begin{equation*}
\ln \left(\frac{A(\tau)}{A(0)}\right)=-\mathbf{k}^{T}\left(\int_{0}^{\Delta} \mathrm{U}^{-1} \bar{D} \mathrm{U}^{-1} \mathrm{~d} t^{\prime}\right) \mathbf{k} \tag{36}
\end{equation*}
$$

This equation can be rewritten in the classical form as in the static case by comparison with Eq. 22:

$$
\begin{equation*}
\ln \left(\frac{A(\tau)}{A(0)}\right)=-\Delta \mathbf{k}^{T} \mathrm{D}_{\mathrm{obs}} \mathbf{k} \tag{37}
\end{equation*}
$$

where the observed diffusion $D_{\text {obs }}$ is changed due to the deformation such that:

$$
\begin{equation*}
\mathrm{D}_{\mathrm{obs}}(\mathbf{X})=\frac{1}{\Delta} \int_{0}^{\Delta} \mathrm{U}^{-1}(\mathbf{X}, t) \overline{\mathrm{D}}(\mathbf{X}) \mathrm{U}^{-1}(\mathbf{X}, t) \mathrm{d} t \tag{38}
\end{equation*}
$$

Finally, the strain tensor can be introduced as defined by:

$$
S=\frac{1}{2}\left(\mathrm{~F}^{T} \mathrm{~F}-\mathrm{I}\right)
$$

where $\mathrm{F}^{T} \mathrm{~F}=\mathrm{U}^{2}$. If the strain is small, a first order linear approximation can be used:

$$
\mathrm{U} \simeq \mathrm{I}-\mathrm{S}
$$

Then, the first order approximation of the observed diffusion is given by:

$$
\begin{equation*}
\mathrm{D}_{\mathrm{obs}}(\mathbf{X})=\frac{1}{\Delta} \int_{0}^{\Delta}(\overline{\mathrm{D}}-\mathrm{S}(\mathbf{X}, t) \overline{\mathrm{D}}-\overline{\mathrm{D}} \mathrm{~S}(\mathbf{X}, t)) \mathrm{d} t \tag{39}
\end{equation*}
$$

## 5 Expression of the MR Signal in Curvilinear Coordinates

In order to enable the simulation of the MR signal in a deforming media, the Bloch-Torrey equation is expressed in curvilinear coordinates that have been introduced in the previous section.

### 5.1 Cartesian Coordinates

In Cartesian coordinates, using the notation of Eq. 8, the three dimensional set of equations is given by:

$$
\left\{\begin{align*}
M_{, t}^{x}= & \gamma\left(M^{y} B^{z}-M^{z} B^{y}\right)-\frac{M^{x}}{T_{2}}+\nabla\left(\mathrm{D} \nabla M^{x}\right)  \tag{40}\\
M_{, t}^{y}= & \gamma\left(M^{z} B^{x}-M^{x} B^{z}\right)-\frac{M^{y}}{T_{2}}+\nabla\left(\mathrm{D} \nabla M^{y}\right) \\
M_{, t}^{z}= & \gamma\left(M^{x} B^{y}-M^{y} B^{x}\right)-\frac{M^{z}-M_{0}^{z}}{T_{1}} \\
& +\nabla\left(\mathrm{D} \nabla M^{z}\right)
\end{align*}\right.
$$

where $M^{x}, M^{y}$, and $M^{z}$ depend on the Cartesian components $\mathbf{x}$. The part that depends on the coordinate system is the diffusive part. A general scalar $\phi$
is introduced to express any component of the magnetization vector. The expression $\nabla \cdot(\mathrm{D} \nabla \phi)$ is then expressed in the new coordinate system. In the case of the Cartesian coordinates, it is shown in appendix E, that the diffusion part can be expressed as:

$$
\begin{equation*}
\nabla \cdot(\mathrm{D} \nabla \phi)=\mathrm{D}_{i}{ }^{j}{ }_{, i} \phi_{, j}+\mathrm{D}_{i}{ }^{j} \phi_{, i j} \tag{41}
\end{equation*}
$$

This equation can be inserted in Eq. 40 where $\phi$ is respectively replaced by $M^{x}, M^{y}$, and $M^{z}$ in the three scalar equations.

### 5.2 General Curvilinear Coordinates

The curvilinear coordinates designated by the vector $\boldsymbol{\xi}=\xi^{i} \mathbf{g}_{i}$ are used. The tensor D is expressed in the new coordinate system by the relation given in Eq. 24. The density flux $\mathbf{j}=\mathrm{D} \nabla \phi$ can be expressed as in the case of the Cartesian coordinates (see beginning of appendix F ).

$$
\begin{equation*}
\mathrm{D} \nabla \phi=\mathrm{D}_{i}^{j} \phi_{, j} \mathbf{g}^{i} \tag{42}
\end{equation*}
$$

where $\phi_{, j}$ denotes $\frac{\partial \phi}{\partial \xi^{j}}$. Finally, the diffusion is given by the divergence of this flux and gives the expression proven in appendix F:

$$
\begin{equation*}
\nabla \cdot(\mathrm{D} \nabla \phi)=\left[\left(\mathrm{D}_{j}^{k} \phi_{, k}\right)_{, i}-\Gamma_{j i}^{l} \mathrm{D}_{l}^{k} \phi_{, k}\right] \mathrm{g}^{i j} \tag{43}
\end{equation*}
$$

The complete Bloch-Torrey equation where the magnetization components are expressed on the general curvilinear coordinates is therefore given by the vectorial equation:

$$
\begin{align*}
\mathbf{M}_{, t}= & \mathbf{M} \times \gamma \mathbf{B}-\frac{M^{x} \mathbf{e}_{x}+M^{y} \mathbf{e}_{y}}{T_{2}} \\
& -\frac{M^{z}-M_{0}^{z}}{T_{1}} \mathbf{e}_{z}  \tag{44}\\
& +\left[\left(\mathrm{D}_{j}{ }^{k} \mathbf{M}_{, k}\right)_{, i}-\Gamma^{l}{ }_{j i} \mathrm{D}_{l}{ }^{k} \mathbf{M}_{, k}\right] \mathrm{g}^{i j}
\end{align*}
$$

where $\mathbf{M}$ is expressed as $\mathbf{M}\left(\xi^{1}, \xi^{2}, \xi^{3}\right)=M^{1}(\boldsymbol{\xi}) \mathbf{e}_{1}+$ $M^{2}(\boldsymbol{\xi}) \mathbf{e}_{2}+M^{3}(\boldsymbol{\xi}) \mathbf{e}_{3}$.

### 5.3 Application in Prolate Spheroidal Coordinates

The prolate spheroidal coordinates [35] are defined by the change of variable:

$$
\left\{\begin{array}{l}
X^{1}=C \sinh \left(\xi^{1}\right) \sin \left(\xi^{2}\right) \cos \left(\xi^{3}\right)  \tag{45}\\
X^{2}=C \sinh \left(\xi^{1}\right) \sin \left(\xi^{2}\right) \sin \left(\xi^{3}\right) \\
X^{3}=C \cosh \left(\xi^{1}\right) \cos \left(\xi^{2}\right)
\end{array}\right.
$$

The coordinates can easily model the geometry of the ventricle, as seen in fig. 8

The contravariant basis vectors are defined as

$$
\mathbf{g}_{1}=C\left(\begin{array}{c}
\cosh \left(\xi^{1}\right) \sin \left(\xi^{2}\right) \cos \left(\xi^{3}\right) \\
\cosh \left(\xi^{1}\right) \sin \left(\xi^{2}\right) \sin \left(\xi^{3}\right) \\
\sinh \left(\xi^{1}\right) \cos \left(\xi^{2}\right)
\end{array}\right)
$$



Figure 8: Figure of the geometry of the prolate spheroidal coordinates.

$$
\begin{gathered}
\mathbf{g}_{2}=C\left(\begin{array}{c}
\sinh \left(\xi^{1}\right) \cos \left(\xi^{2}\right) \cos \left(\xi^{3}\right) \\
\sinh \left(\xi^{1}\right) \cos \left(\xi^{2}\right) \sin \left(\xi^{3}\right) \\
-\cosh \left(\xi^{1}\right) \sin \left(\xi^{2}\right)
\end{array}\right) \\
\mathbf{g}_{3}=C\left(\begin{array}{c}
\sinh \left(\xi^{1}\right) \sin \left(\xi^{2}\right) \sin \left(\xi^{3}\right) \\
-\sinh \left(\xi^{1}\right) \sin \left(\xi^{2}\right) \cos \left(\xi^{3}\right) \\
0
\end{array}\right) .
\end{gathered}
$$

Then, the contravariant metric tensor is given by: $g_{i j}=g_{i} \cdot g_{j}$. It can be noticed that the prolate spheroidal basis is orthogonal, meaning that:

$$
\forall(i, j) \in \llbracket 1 ; 3 \rrbracket, i \neq j \Rightarrow \mathbf{g}_{i} \cdot \mathbf{g}_{j}=0 .
$$

Therefore, only the diagonal entries of the metric tensor are not zero:

$$
\left\{\begin{aligned}
\mathrm{g}_{11}=\mathrm{g}_{22} & =C^{2}\left(\sinh ^{2}\left(\xi^{1}\right)+\sinh ^{2}\left(\xi^{2}\right)\right) \\
g_{33} & =C^{2} \sinh ^{2}\left(\xi^{1}\right) \sinh ^{2}\left(\xi^{2}\right)
\end{aligned}\right.
$$

The covariant metric tensor is obtained by inverting the matrix of the contravariant metric tensor. Since it is diagonal, the inversion is obvious:

$$
\left\{\begin{aligned}
\mathrm{g}^{11}=\mathrm{g}^{22} & =\frac{1}{C^{2}\left(\sinh ^{2}\left(\xi^{1}\right)+\sin ^{2}\left(\xi^{2}\right)\right)} \\
g^{33} & =\frac{C^{2} \operatorname{cinh}^{2}\left(\xi^{1}\right) \sin ^{2}\left(\xi^{2}\right)}{}
\end{aligned}\right.
$$

In this case of orthogonal coordinates, the scalar factors $h$ are defined such that $h_{i}=\sqrt{g^{i i}}$ (no summation convention). Then the change of volume in the new coordinate system is given by:

$$
\begin{aligned}
& \mathrm{d} \xi^{1} \mathrm{~d} \xi^{2} \mathrm{~d} \xi^{3}=\left(\prod_{i} h_{i}\right) \mathrm{d} X^{1} \mathrm{~d} X^{2} \mathrm{~d} X^{3} \\
& \Rightarrow \quad \mathrm{~d} X^{1} \mathrm{~d} X^{2} \mathrm{~d} X^{3}= \\
& C^{3} \sinh \left(\xi^{1}\right) \sin \left(\xi^{2}\right)\left(\sinh ^{2}\left(\xi^{1}\right)+\sinh ^{2}\left(\xi^{2}\right)\right) \\
& \mathrm{d} \xi^{i} \mathrm{~d} \xi^{2} \mathrm{~d} \xi^{3}
\end{aligned}
$$

The covariant basis vectors given by $g^{i}=g^{i j} g_{j}$ are easily calculated in the orthogonal case by $g^{i}=g^{i i} g_{i}$ (no summation convention). Finally, the Christoffel
symbols are expressed using Eq. 28. The non zero components are given by:

| $\Gamma^{1}{ }_{11}=$ | $n$ | $\cosh \left(\xi^{1}\right)$ | $\sinh \left(\xi^{1}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\Gamma^{1}{ }_{22}=$ | - $n$ | $\cosh \left(\xi^{1}\right)$ | $\sinh \left(\xi^{1}\right)$ |  |
| $\Gamma^{1}{ }_{33}=$ | - $n$ | $\cosh \left(\xi^{1}\right)$ | $\sinh \left(\xi^{1}\right)$ | $\sin ^{2}\left(\xi^{2}\right)$ |
| $\Gamma^{1}{ }_{12}=$ | $n$ | $\cos \left(\xi^{2}\right)$ | $\sin \left(\xi^{2}\right)$ |  |
| $\Gamma^{1}{ }_{21}=$ | $n$ | $\cos \left(\xi^{2}\right)$ | $\sin \left(\xi^{2}\right)$ |  |
| $\Gamma^{2}{ }_{11}=$ | - $n$ | $\cos \left(\xi^{2}\right)$ | $\sin \left(\xi^{2}\right)$ |  |
| $\Gamma^{2}{ }_{22}=$ | $n$ | $\cos \left(\xi^{2}\right)$ | $\sin \left(\xi^{2}\right)$ |  |
| $\Gamma^{2}{ }_{33}=$ | - $n$ | $\cos \left(\xi^{2}\right)$ | $\sin \left(\xi^{2}\right)$ | $\sinh \left(\xi^{1}\right)$ |
| $\Gamma^{2}{ }_{12}=$ | - $n$ | $\cosh \left(\xi^{1}\right)$ | $\sinh \left(\xi^{1}\right)$ |  |
| $\Gamma^{2}{ }_{21}=$ | $n$ | $\cosh \left(\xi^{1}\right)$ | $\sinh \left(\xi^{1}\right)$ |  |
| $\Gamma^{3}{ }_{13}=$ |  | $\operatorname{cotanh}\left(\xi^{1}\right)$ |  |  |
| $\Gamma^{3}{ }_{13}=$ |  | $\operatorname{cotanh}\left(\xi^{1}\right)$ |  |  |
| $\Gamma^{3}{ }_{23}=$ |  | $\operatorname{cotan}\left(\xi^{2}\right)$ |  |  |
| $\Gamma_{32}^{3}=$ |  | $\operatorname{cotan}\left(\xi^{2}\right)$ |  |  |

where

$$
n=\frac{1}{\sinh ^{2}\left(\xi^{1}\right)+\sin ^{2}\left(\xi^{2}\right)}
$$

Finally, the equation can be rewritten taking into account that the metric tensor is diagonal. Writing the summation symbols, the equation for an orthogonal curvilinear system of Eq. 44 is therefore:

$$
\begin{align*}
\mathbf{M}_{, t}= & \mathbf{M} \times \gamma \mathbf{B}-\frac{M^{1} \mathbf{e}_{1}+M^{2} \mathbf{e}_{2}}{T_{2}} \\
& -\frac{M^{3}-M_{0}^{3}}{T_{1}} \mathbf{e}_{3} \\
& +\sum_{i=1}^{3}\left(\mathrm { g } ^ { i i } \left[\sum _ { j = 1 } ^ { 3 } \left(\mathrm{D}_{i}{ }^{j} \mathbf{M}_{, j i}\right.\right.\right. \\
& \left.\left.\left.+\mathrm{D}_{i}{ }_{i, i} \mathbf{M}_{, j}-\Gamma^{j}{ }_{i i} \sum_{k=1}^{3}\left(\mathrm{D}_{j}{ }^{k} \mathbf{M}_{, k}\right)\right)\right]\right) . \tag{47}
\end{align*}
$$

## 6 Numerical Solution

### 6.1 Importance of the Implicit Method

The one-dimensional scalar equation with constant diffusion coefficient in the Cartesian case is given in Eq. 4. In order to use the finite differences methods, the numerical differentiation operator $\mathscr{D}$ is introduced [57,58]:

$$
\mathscr{D}^{1} \phi=\phi(x+\Delta x)-\phi(x-\Delta x),
$$

where $x$ is the one dimensional variable. This operator is the central difference operator and is second order accurate provided that

$$
\exists A \in \mathbb{R}^{+},\left|\frac{\mathscr{D}^{1} \phi}{2 \Delta x}-\frac{\partial \phi}{\partial x}\right| \leq A|\Delta x|^{2} .
$$

The second derivative in space is also a second order centered scheme:

$$
\mathscr{D}^{11} \phi=\phi(x+\Delta x)-2 \phi(x)+\phi(x-\Delta x),
$$

where $\phi_{, 11} \simeq \frac{\mathscr{D}^{11} \phi}{(\Delta x)^{2}}$. The temporal derivative is approximated by the first order forward scheme [59]:

$$
\begin{equation*}
\mathscr{D}^{t} \phi=\phi(t+\Delta t)-\phi(t) \tag{48}
\end{equation*}
$$

The function is discretized on a spatial grid of intervals of size $\Delta x$. Every position $x=k \Delta x$ is denoted to simplify by $k$. The grid is divided in $N$ intervals where the index starts at zero. The function is stored as a vector $\mathbf{u}$ such that $\phi(k \Delta x)=u[k]$. The matrix operator that acts on the vector directly is introduced by using the same notation. The matrix $\mathscr{D}^{1}$ is for instance described by:

$$
\left[\mathscr{D}^{1}\right]_{i, j}=\left\{\begin{aligned}
1 & \text { if } \quad i=j-1 \\
-1 & \text { if } i=j+1 \\
0 & \text { otherwise }
\end{aligned}\right.
$$

and

$$
\left[\mathscr{D}^{11}\right]_{i, j}=\left\{\begin{aligned}
1 & \text { if } \quad i=j-1 \\
-2 & \text { if } \quad i=j \\
1 & \text { if } \quad i=j+1 \\
0 & \text { otherwise }
\end{aligned}\right.
$$

Both can be easily computed by using the convolution mask such that $\mathscr{D}^{1}=\mathrm{I}_{N} *[-1,0,1], \mathscr{D}^{11}=\mathrm{I}_{N} *$ $[1,-2,1]$ where $\mathrm{I}_{N}$ is the identity matrix of size $N$, and the result of the convolution is cropped to the size $N \times N$. Therefore, the matrix product $\frac{1}{2^{\Delta x}} \mathscr{D}^{1} \mathbf{u}$ is an approximation of $\phi_{, 1}$, respectively for $\frac{1}{(\Delta x)^{2}} \mathscr{D}^{11} \mathbf{u}$ and $\phi_{, 11}$.

The one dimensional scalar diffusion equation given by:

$$
\frac{\partial \phi}{\partial t}=D \triangle \phi
$$

is rewritten in matrix form as:

$$
\begin{equation*}
\frac{1}{\Delta t} \mathscr{D}^{t} \mathbf{u}=\frac{D}{\left(\Delta x^{2}\right)} \mathscr{D}^{11} \mathbf{u} \tag{49}
\end{equation*}
$$

To differentiate the unknown vector at the time $t+\Delta t$ and the previously known value at the time $t$, the vector $\mathbf{u}(t+\Delta t)$ is denoted $\mathbf{u}^{+}$. Then the first scheme possible to solve this equation is the first explicit Euler method, which states that:

$$
\frac{\mathbf{u}^{+}-\mathbf{u}}{\Delta t}=\frac{D}{(\Delta x)^{2}} \mathscr{D}^{11} \mathbf{u}
$$

and gives the numerical implementable recursive algorithm:

$$
\mathbf{u}^{+}=\left(\mathrm{I}_{N}+D \frac{\Delta t}{(\Delta x)^{2}} \mathscr{D}^{11}\right) \mathbf{u}
$$

where knowledge of the initial condition $\mathbf{u}(t=0)=$ $\mathbf{u}_{0}$ enables the calculation of the function through time. This explicit method is easily implemented, however it can be shown $[58,60,61]$ that it is only conditionally stable since the numerical solution tends to grow faster than the real solution, and can become unstable. It is shown that the ratio $\mu=2 D \frac{\Delta t}{(\Delta x)^{2}}$ has to be such that $\mu \leq 1$ to have a stable scheme. In this condition, the time step that can be used for the evolution decreases as the square of the number of points on the grid. In the case of a variable diffusion coefficient in time and space, the equation of diffusion is then expressed as:

$$
\phi_{, t}=D(\mathbf{x}, t) \phi_{, 11}+D_{, 1}(\mathbf{x}, t) \phi_{, 1}
$$

In this case, a stability condition also occurs on the derivative of the diffusion coefficient [58]. Calling $\mu=\frac{\Delta t}{(\Delta x)^{2}} D$ and $\nu=\frac{\Delta t}{\Delta x} D_{, 1}(\mathbf{x}, t)$. The condition of stability is then given by:

$$
\begin{cases}|\nu| & \leq 2 \mu \\ 2 \mu & \leq 1\end{cases}
$$

which implies:

$$
\left\{\begin{array}{rl}
\Delta x & \leq 2 \frac{D}{\left|D_{1}\right|} \\
\Delta t & \leq \frac{(\Delta x)^{2}}{2 D}
\end{array} .\right.
$$

If the derivative of the diffusion is large compared to the gradient itself (noise in the measurement of the diffusion tensor), the spatial resolution will increase significantly and the spatial time resolution will become too small to be computed. If this explicit method can still be applied in the one dimensional case, the two dimensional or the three dimensional cases become too complex to solve because the time step is too small and therefore requires too much computation (the condition of stability acts also on $x, y$, and $z$ ). A numerical example is shown in Fig 9.

Another method of solving this equation is given by the first order implicit Euler method [59], coming back to Eq. 49; this method is given by:

$$
\frac{1}{\Delta t} \mathscr{D}^{t} \mathbf{u}=\frac{D}{\left(\Delta x^{2}\right)} \mathscr{D}^{11} \mathbf{u}^{+}
$$

and give the following scheme:

$$
\left(\mathrm{I}_{N}-D \frac{\Delta t}{(\Delta x)^{2}} \mathscr{D}^{11}\right) \mathbf{u}^{+}=\mathbf{u}
$$

which can be seen as a matrix equation $\mathcal{A} \mathbf{u}^{+}=\mathbf{b}$, where $\mathcal{A}=\left(\mathrm{I}_{N}-D \frac{\Delta t}{(\Delta x)^{2}} \mathscr{D}^{11}\right)$ and $\mathbf{b}=\mathbf{u}$. Then the solution at the following time step is given by the


Figure 9: Example of comparison between explicit and implicit method for the diffusion in one dimension. The picture of the left represents an initial condition of $\phi$ represented by a step function (slice selection of the magnetization). For the study, 60 numerical sampled are taken in account for $\Delta x=0.0167$ and $\Delta t=0.00149$. The diffusion coefficient is constant set to $D=0.1$. The picture of the right shows the results after 10 iterations. The red dots represents the numerical values obtained by the implicit method, the blue cross are obtained by the explicit method. The black dotted line represents the true solution obtained by Eq. 5 .
solution of the linear system $\mathbf{u}^{+}=\mathcal{A}^{-1} \mathbf{b}$. This complete implicit method is unconditionally stable and gives good results for the diffusion effect. Contrary to the explicit case, a slight decrease of the numerical solution occurs during the iterative process, then the numerical solution of a constant function decreases to zero. This is characteristic of a numerical diffusive effect added by this numerical method. This numerical diffusion doesn't cause a problem when the solution is supposed to be diffused; however, for the case of the Bloch-Torrey equation, the rotational term given by vectorial product needs to be solved without artificial decrease. Without diffusion, the magnitude of the solution should remain constant. In order to get a more accurate method, the Crank-Nichols scheme was used. This method states that [58,60]:

$$
\frac{1}{\Delta t} \mathscr{D}^{t} \mathbf{u}=\frac{D}{\left(\Delta x^{2}\right)} \mathscr{D}^{11} \frac{\mathbf{u}^{+}+\mathbf{u}}{2}
$$

giving the linear system:

$$
\left(\mathrm{I}_{N}-D \frac{\Delta t}{2(\Delta x)^{2}} \mathscr{D}^{11}\right) \mathbf{u}^{+}=\left(\mathrm{I}_{N}+D \frac{\Delta t}{2(\Delta x)^{2}}\right) \mathbf{u}
$$

which can still be written as a matrix system: $\mathcal{A} \mathbf{u}^{+}=\mathbf{b}$, where $\mathcal{A}=\left(\mathrm{I}_{N}-D \frac{\Delta t}{(2 \Delta x)^{2}} \mathscr{D}^{11}\right)$, and $\mathbf{b}=\left(\mathrm{I}_{N}+D \frac{\Delta t}{(2 \Delta x)^{2}} \mathscr{D}^{11}\right) \mathbf{u}$. Due to its symmetry, this method enables the problem to be solved without artificial decrease or increase of magnitude when the real solution has a constant magnitude.

### 6.2 Application to the Bloch-Torrey Equation

In order to apply the method to the Bloch-Torrey equation, the matrix operators of finite differences have to be defined to act on the three dimensional vector. Now the first order center difference is given by:

$$
\mathscr{D}^{i} \mathbf{M}=\mathbf{M}\left(\xi^{i}+\Delta \xi^{i}\right)-\mathbf{M}\left(\xi^{i}-\Delta \xi^{i}\right)
$$

where $\mathbf{M}$ depends on $\boldsymbol{\xi}$, but only the parameter on which the operator acts is reminded. The order is then given by the relation:

$$
\exists A \in \mathbb{R}^{+},\left\|\frac{\mathscr{D}^{i} \mathbf{M}}{2 \Delta \xi^{i}}-\frac{\partial \mathbf{M}}{\partial \xi^{i}}\right\| \leq A\left|\Delta \xi^{i}\right|^{2}
$$

The double second derivative is still given by:

$$
\mathscr{D}^{i i} \mathbf{M}=\mathbf{M}\left(\xi^{i}+\Delta \xi^{i}\right)-2 \mathbf{M}\left(\xi^{i}\right)+\mathbf{M}\left(\xi^{i}-\Delta \xi^{i}\right)
$$

but the mixed derivative also needs to be defined:

$$
\begin{aligned}
\mathscr{D}^{i j} \mathbf{M}= & \left(\mathbf{M}\left(\xi^{i}+\Delta \xi^{i}, \xi^{j}+\Delta \xi^{j}\right)\right. \\
& -\mathbf{M}\left(\xi^{i}-\Delta \xi^{i}, \xi^{j}+\Delta \xi^{j}\right) \\
& -\mathbf{M}\left(\xi^{i}+\Delta \xi^{i}, \xi^{j}-\Delta \xi^{j}\right) \\
& \left.+\mathbf{M}\left(\xi^{i}-\Delta \xi^{i}, \xi^{j}-\Delta \xi^{j}\right)\right)
\end{aligned}
$$

where $i \neq j$ if the boundary condition is given such that $\mathbf{u}$ is zero outside of the area covered by the limits of the discretization. The function $\mathbf{M}$ is also discretized on a grid of size $N_{1} \times N_{2} \times N_{3}$ where each voxel has a volume given by $\Delta \xi^{1} \times \Delta \xi^{2} \times \Delta \xi^{3}$. The function $\mathbf{M}$ is stored on a large vector $\mathbf{u}$ of size $3 N_{1} N_{2} N_{3}$ such that:

$$
\begin{aligned}
& M^{i}\left(k_{1} \Delta \xi^{1}, k_{2} \Delta \xi^{2}, k_{3} \Delta \xi^{3}\right)= \\
& u\left[i+3\left(k_{1}+N_{1}\left(k_{2}+N_{2} k_{3}\right)\right)\right]
\end{aligned}
$$

The mixed derivative matrix operator is a large square matrix of size $\left(3 N_{1} N_{2} N_{3}\right)^{2}$. Each line $I$ and column $J$ of this matrix refers to the parameters $\left(i^{l}, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right)$ and $\left(i^{c}, k_{1}^{c}, k_{2}^{c}, k_{3}^{c}\right)$ for the lines and columns respectively. The matrices are sparse and $\mathscr{D}^{12}$ is, for instance, given by:

$$
\begin{align*}
& {\left[\mathscr{D}^{12}\right]_{I, J}=}  \tag{50}\\
& \left\{\begin{aligned}
& 1 \text { if }\left\{\begin{aligned}
\left(i^{l}, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right) & =\left(i^{c}, k_{1}^{c}+1, k_{2}^{c}+1, k_{3}^{c}\right) \\
\left(i^{l}, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right) & =\left(i^{c}, k_{1}^{c}-1, k_{2}^{c}-1, k_{3}^{c}\right)
\end{aligned}\right. \\
&-1 \quad \text { if }\left\{\begin{array}{l}
\left(i^{l}, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right) \\
\left(i^{l}, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right)
\end{array}=\left(i^{c}, k_{1}^{c}+1, k_{2}^{c}-1, k_{3}^{c}-1, k_{2}^{c}+1, k_{3}^{c}\right)\right.
\end{aligned}\right. \\
& 0 \quad \text { otherwise }
\end{align*}
$$

In order to express the system with matrix operators, the matrix G is constructed such that Gu corresponds to $\mathbf{M} \times \gamma \mathbf{B}$ :

$$
\begin{align*}
& {[\mathrm{G}]_{I, J}=}  \tag{51}\\
& \left\{\begin{array}{rcc}
\gamma B^{z} & \text { if } & \left(1, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right)=\left(2, k_{1}^{c}, k_{2}^{c}, k_{3}^{c}\right) \\
-\gamma B^{y} & \text { if } & \left(1, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right)=\left(3, k_{1}^{c}, k_{2}^{c}, k_{3}^{c}\right) \\
\gamma B^{x} & \text { if } & \left(2, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right)=\left(3, k_{1}^{c}, k_{2}^{c}, k_{3}^{c}\right) \\
-\gamma B^{z} & \text { if } & \left(2, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right)=\left(1, k_{1}^{c}, k_{2}^{c}, k_{3}^{c}\right) \\
\gamma B^{y} & \text { if } & \left(3, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right)=\left(2, k_{1}^{c}, k_{2}^{c}, k_{3}^{c}\right) \\
-\gamma B^{x} & \text { if } & \left(3, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right)=\left(1, k_{1}^{c}, k_{2}^{c}, k_{3}^{c}\right) \\
0 & & \text { otherwise }
\end{array}\right.
\end{align*}
$$

The projection matrices on the $\mathbf{e}_{i}$ axis are also defined to take into account the parameters $T_{1}$ and $T_{2} . \mathrm{P}^{1}$, $\mathrm{P}^{2}$, and $\mathrm{P}^{3}$ define the projection matrices onto $\mathbf{e}_{1}, \mathbf{e}_{2}$, and $\mathbf{e}_{3}$, respectively. The matrices are defined as:

$$
\begin{align*}
& {\left[\mathrm{P}^{m}\right]_{I, J}=} \\
& \begin{cases}1 & \text { if } \\
0 & \left(m, k_{1}^{l}, k_{2}^{l}, k_{3}^{l}\right)=\left(m, k_{1}^{c}, k_{2}^{c}, k_{3}^{c}\right) \\
\text { otherwise }\end{cases} \tag{52}
\end{align*}
$$

The complete system can then be expressed as:

$$
\begin{align*}
\mathscr{D}^{t} \mathbf{u}= & \left(\mathrm{G}-\frac{\mathrm{P}^{1}+\mathrm{P}^{2}}{T_{2}}+\frac{P^{3}}{T_{1}}+\right. \\
& {\left.\left[\mathrm{D}_{j}^{k}{ }_{, i} \mathrm{I}+\mathrm{D}_{j}{ }^{k} \mathscr{D}^{i}-\Gamma^{l}{ }_{j i} \mathrm{D}_{l}^{k} \mathscr{D}^{k}\right]\right) \mathbf{u}-\frac{\mathbf{u}_{0}^{z}}{T_{1}}, } \tag{53}
\end{align*}
$$

where $\mathbf{u}_{0}^{z}$ is the vector that corresponds to $M^{z}(\boldsymbol{\xi}, t=$ 0 ) and the matrix identity I is introduced to respect the dimensions of the matrices for the addition and substraction. The equation is written in matrix form as:

$$
\begin{equation*}
\mathscr{D}^{t} \mathbf{u}=\mathcal{S} \mathbf{u}+\mathbf{s} \tag{54}
\end{equation*}
$$

where:

$$
\begin{aligned}
\mathcal{S}= & \mathrm{G}-\frac{\mathrm{P}^{1}+\mathrm{P}^{2}}{T_{2}} \\
& +\left[\mathrm{D}_{j}^{k}{ }_{, i}+\frac{P^{3}}{T_{1}} \mathrm{I}+\mathrm{D}_{j}^{k} \mathscr{D}^{i}-\Gamma_{j i}^{l} \mathrm{D}_{l}^{k} \mathscr{D}^{k}\right]
\end{aligned}
$$

and $\mathbf{s}=\frac{\mathbf{u}_{0}^{z}}{T_{1}}$. The equation is parabolic, therefore, the semi implicit Crank-Nicholson method introduced in
the previous section is used such that:

$$
\begin{equation*}
\frac{\mathbf{u}^{+}-\mathbf{u}}{\Delta t}=\mathcal{S} \frac{\mathbf{u}^{+}+\mathbf{u}}{2}+\mathbf{s} \tag{55}
\end{equation*}
$$

Reorganizing the terms, the expression is given by the linear system:

$$
\begin{equation*}
\left(\mathrm{I}-\Delta t \frac{\mathcal{S}}{2}\right) \mathbf{u}^{+}=\left(\mathrm{I}+\Delta t \frac{\mathcal{S}}{2}\right) \mathbf{u}+\mathbf{s} \tag{56}
\end{equation*}
$$

which is a matrix system of type $\mathcal{A} \mathbf{u}^{+}=\mathbf{b}$, where the matrix has dimension $\left(3 N_{x} N_{y} N_{z}\right)^{2}$ with:

$$
\mathcal{A}=\left(\mathrm{I}-\Delta t \frac{\mathcal{S}}{2}\right)
$$

and

$$
\mathbf{b}=\left(\mathrm{I}+\Delta t \frac{\mathcal{S}}{2}\right) \mathbf{u}+\mathbf{s}
$$

## 7 Conclusions and Future Works

An overview of the diffusion process and the current methods of measurement by DTMRI have been presented concerning the static and dynamic case. The dynamic method is still being researched and the results need to be correlated and repeated by other measurements.

In order to understand the behavior of the MR signal on a deforming media such as the heart, the equation has been transformed into general curvilinear coordinate system that can fit to the geometry and deformation of the cardiac system. An example of geometrical fitting was given with the application of the prolate spheroidal system. Motion can be introduced first by expanding these coordinate by evolving the value of $C$ as a parameter of the coordinate system through time. The equation expanded in the new coordinate system is linear and the diffusion part makes this equation parabolic.

The numerical implementation of the solution of a diffusion equation has been presented and the importance of the implicit solution, especially for the multidimensional solution, has been iterated. The system of equations were discretized and transformed in a linear matrix system. The solution is given by iterations following the Crank-Nicholson scheme. The rapidity of the results are however largely dependent on the size of the matrix. These matrices are very large and sparse. Different methods to solve the system have to be tested as the direct matrix inversion requires $O\left(N^{3}\right)$ calculations [61] where $N$ is the size of the matrix, which is given by $3 N_{1} N_{2} N_{3}$ and where each
$N_{i}$ gives the size in each dimension $\xi^{1}, \xi^{2}$, and $\xi^{3}$. Least squares and conjugate gradient methods enable the process to be sped up; however, for large systems where $N_{i} \geq 50$, the iteration process becomes very slow. More research on implementing an Alternative Direction Implicit (ADI) scheme should be performed. Then each iteration should follow three passes but the matrix on the left hand side of the equation becomes tridiagonal and could be rapidly inverted using the Thomas algorithm [58, 60].
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## Appendix

## A Proof of Eq. 19

This proof shows that with the expression of the gradient given in Eq. 18, the integral $\int_{0}^{\tau} \mathrm{B}(t) \mathrm{d} t$ at the time of the acquisition, is given by Eq 19 where the tensor B is given by:

$$
B(t)=\gamma^{2}\left(\int_{0}^{t} \mathbf{G}_{d}\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right) \otimes\left(\int_{0}^{t} \mathbf{G}_{d}\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right)
$$

Using the linearity of the integral:

$$
\begin{aligned}
\int_{0}^{\tau} \mathrm{B}(t) \mathrm{d} t= & \int_{0}^{\delta_{d}} \mathrm{~B}(t) \mathrm{d} t+\int_{\delta_{d}}^{\Delta} \mathrm{B}(t) \mathrm{d} t \\
& +\int_{\Delta}^{\Delta+\delta_{d}} \mathrm{~B}(t) \mathrm{d} t+\int_{\Delta+\delta_{d}}^{\tau} \mathrm{B}(t) \mathrm{d} t
\end{aligned}
$$

Introducing Eq. 18 in the expression gives:

$$
\begin{aligned}
& \int_{0}^{\tau} \mathrm{B}(t) \mathrm{d} t= \\
& \gamma^{2}\left(\int_{0}^{\delta_{d}} t^{2} \mathrm{~d} t+\int_{\delta_{d}}^{\Delta} \delta_{d}^{2} \mathrm{~d} t+\int_{\Delta}^{\Delta+\delta_{d}}\left(t-\left(\Delta+\delta_{d}\right)\right)^{2} \mathrm{~d} t\right) \\
& \mathbf{G}_{d} \otimes \mathbf{G}_{d} \\
& \Rightarrow \int_{0}^{\tau} \mathrm{B}(t) \mathrm{d} t=\gamma^{2}\left(\frac{\delta_{d}^{3}}{3}+\delta_{d}^{2}\left(\Delta-\delta_{d}\right)+\frac{\delta_{d}^{3}}{3}\right) \mathbf{G}_{d} \otimes \mathbf{G}_{d} .
\end{aligned}
$$

This giving the expected result: $\int_{0}^{\tau} \mathrm{B}(t) \mathrm{d} t=$ $\gamma^{2} \delta_{d}^{2}\left(\Delta-\frac{\delta_{d}^{2}}{3}\right) \mathbf{G}_{d} \otimes \mathbf{G}_{d}$.

## B Proof of Eq. 14

The proof of Eq. 14 in the case of fixed Cartesian coordinates show that:

$$
(\nabla \varphi)^{T} \mathrm{D}(\nabla \varphi)=\operatorname{tr}(\mathrm{B} \mathrm{D})
$$

with

$$
\mathrm{B}(t)=(\nabla \varphi)(\nabla \varphi)^{T}
$$

It is also known that in this case of fixed organs, $(\nabla \varphi)(\mathbf{x}, t)=\gamma \int_{0}^{t} \mathbf{G}_{d}\left(t^{\prime}\right) \mathrm{d} t^{\prime}$. To simplify the notation the vector $\mathbf{v}$ is introduced such that $\mathbf{v}=\nabla \varphi$. Then $\mathrm{BD}=\sum_{i=1}^{3} \mathrm{~B}_{i}{ }^{k} \mathrm{D}_{k}{ }^{j}$ and $\mathrm{B}_{i}{ }^{k}=v_{i} v^{k}$. The matrix product gives

$$
\begin{aligned}
{[\mathrm{BD}]_{i}^{j}=} & \sum_{k=1}^{3} v_{i} v^{k} \mathrm{D}_{k}^{j} \\
\Rightarrow \operatorname{tr}(\mathrm{BD}) & =\sum_{i=1}^{3} \sum_{k=1}^{3} v^{k} \mathrm{D}_{k}{ }^{i} v_{i} .
\end{aligned}
$$

And on the other hand, the matrix product:

$$
\begin{gathered}
\mathbf{v}^{T} \mathrm{D} \mathbf{v}=\sum_{j=1}^{3}\left[\left(\sum_{k=1}^{3} v^{k} \mathrm{D}_{k}^{j}\right) v_{j}\right] \\
\Rightarrow \mathbf{v}^{T} \mathrm{D} \mathbf{v}=\sum_{i=1}^{3} \sum_{k=1}^{3} v^{k} \mathrm{D}_{k}^{i} v_{i} .
\end{gathered}
$$

The two expressions are then equal, and using the fact that: $\nabla \varphi=\gamma \int_{0}^{t} \mathbf{G}_{d}\left(t^{\prime}\right) \mathrm{d} t^{\prime}$, it follows that

$$
\begin{aligned}
& \operatorname{tr}(\mathrm{BD})=\gamma^{2} \delta^{2} \operatorname{tr}\left(\mathbf{G}_{d} \mathbf{G}_{d}^{T}\right) \\
& \operatorname{tr}(\mathrm{BD})=\gamma^{2} \delta^{2} \mathbf{G}_{d}^{T} \mathrm{D} \mathbf{G}_{d}
\end{aligned}
$$

## C Proof of Eq. 24

It is shown that the transformation of the tensor of diffusion follows the rule given by Eq. 24:

$$
\mathrm{D}_{i}^{j}=\mathbf{g}_{i} \overline{\mathrm{D}} \mathbf{g}^{j}=\operatorname{tr}\left(\mathbf{g}^{j} \otimes \mathbf{g}_{i} \overline{\mathrm{D}}\right)
$$

The first equality is developped to give:

$$
\mathbf{g}_{i} \overline{\mathrm{D}} \mathbf{g}^{j}=\frac{\partial x^{k}}{\partial \xi^{i}} \mathbf{e}_{k}\left(\overline{\mathrm{D}}_{l}^{m} \mathbf{e}^{l} \otimes \mathbf{e}_{m}\right) \frac{\partial \xi^{j}}{\partial x^{n}} \mathbf{e}^{n}
$$

Using the relation from Eq. 29,

$$
\begin{aligned}
& \mathbf{g}_{i} \overline{\mathrm{D}} \mathbf{g}^{j}=\frac{\partial x^{k}}{\partial \xi^{i}} \overline{\mathrm{D}}_{l}^{m} \frac{\partial \xi^{j}}{\partial x^{n}}\left(\mathbf{e}_{k} \cdot \mathbf{e}^{l}\right) \delta_{m}^{n} \\
& \quad \Rightarrow \mathbf{g}_{i} \overline{\mathrm{D}} \mathbf{g}^{j}=\frac{\partial x^{k}}{\partial \xi^{i}} \overline{\mathrm{D}}_{l}^{m} \frac{\partial \xi^{j}}{\partial x^{n}} \delta_{k}^{l} \delta_{m}^{n}
\end{aligned}
$$

$$
\begin{aligned}
& \Rightarrow \mathbf{g}_{i} \overline{\mathrm{D}} \mathbf{g}^{j}=\frac{\partial x^{k}}{\partial \xi^{i}} \overline{\mathrm{D}}_{k}^{m} \frac{\partial \xi^{j}}{\partial x^{m}} \\
& \Rightarrow \mathbf{g}_{i} \overline{\mathrm{D}} \mathbf{g}^{j}=\frac{\partial \xi^{j}}{\partial x^{l}} \frac{\partial x^{k}}{\partial \xi^{i}} \overline{\mathrm{D}}_{k}^{l}
\end{aligned}
$$

which corresponds to the relation given in Eq. 23. The second equality is then studied:

$$
\begin{aligned}
& \mathbf{g}^{j} \otimes \mathbf{g}_{i} \overline{\mathrm{D}}=\left[\left(\frac{\partial \xi^{j}}{\partial x^{k}} \mathbf{e}^{k}\right) \otimes\left(\frac{\partial x^{l}}{\partial \xi^{i}} \mathbf{e}_{l}\right)\right] \overline{\mathrm{D}}_{m}{ }^{n}\left(\mathbf{e}^{m} \otimes \mathbf{e}_{n}\right) \\
& \Rightarrow \mathbf{g}^{j} \otimes \mathbf{g}_{i} \overline{\mathrm{D}}=\frac{\partial \xi^{j}}{\partial x^{k}} \frac{\partial x^{l}}{\partial \xi^{i}} \overline{\mathrm{D}}_{m}{ }^{n}\left(\mathbf{e}^{k} \otimes \mathbf{e}_{l}\right) \cdot\left(\mathbf{e}^{m} \otimes \mathbf{e}_{n}\right)
\end{aligned}
$$

Using the relation on the tensorial product given in Eq. 30, the equation is simplified to:

$$
\begin{aligned}
& \mathbf{g}^{j} \otimes \mathbf{g}_{i} \overline{\mathrm{D}}=\frac{\partial \xi^{j}}{\partial x^{k}} \frac{\partial x^{l}}{\partial \xi^{i}} \overline{\mathrm{D}}_{m}^{n} \delta_{l}^{m}\left(\mathbf{e}^{k} \otimes \mathbf{e}_{n}\right) \\
& \Rightarrow \mathbf{g}^{j} \otimes \mathbf{g}_{i} \overline{\mathrm{D}}=\frac{\partial \xi^{j}}{\partial x^{k}} \frac{\partial x^{l}}{\partial \xi^{i}} \overline{\mathrm{D}}_{l}^{n}\left(\mathbf{e}^{k} \otimes \mathbf{e}_{n}\right) .
\end{aligned}
$$

The following property of the trace operator is also used $\operatorname{tr}(\mathbf{a} \otimes \mathbf{b})=\mathbf{a} \cdot \mathbf{b}$ to have finally the expression of the tensor:

$$
\begin{aligned}
& \operatorname{tr}\left(\mathbf{g}^{j} \otimes \mathbf{g}_{i} \overline{\mathrm{D}}\right)=\frac{\partial \xi^{j}}{\partial x^{k}} \frac{\partial x^{l}}{\partial \xi^{i}} \overline{\mathrm{D}}_{l}^{n} \delta_{n}^{k} \\
& \Rightarrow \operatorname{tr}\left(\mathbf{g}^{j} \otimes \mathbf{g}_{i} \overline{\mathrm{D}}\right)=\frac{\partial \xi^{j}}{\partial x^{k}} \frac{\partial x^{l}}{\partial \xi^{i}} \overline{\mathrm{D}}_{l}^{k} \\
& \Rightarrow \operatorname{tr}\left(\mathbf{g}^{j} \otimes \mathbf{g}_{i} \overline{\mathrm{D}}\right)=\frac{\partial \xi^{j}}{\partial x^{l}} \frac{\partial x^{k}}{\partial \xi^{i}} \overline{\mathrm{D}}_{k}^{l}
\end{aligned}
$$

which is also the relation of the tensor given in Eq. 23

## D Proof of Eq. 26

It is proven in this appendix that $\mathbf{g}_{, j}^{i}=-\Gamma^{i}{ }_{k j} \mathbf{g}^{k}$. Using the relation $\mathbf{g}^{i} \cdot \mathbf{g}_{j}=\delta^{i}{ }_{j}$ given by derivation

$$
\begin{gathered}
\forall(i, j, k) \in \llbracket 0,3 \rrbracket,\left(\mathbf{g}^{i} \cdot \mathbf{g}_{j}\right)_{, k}=0 \\
\Rightarrow \mathbf{g}_{, k}^{i} \cdot \mathbf{g}_{j}=-\mathbf{g}^{i} \cdot \mathbf{g}_{j, k} \\
\Rightarrow \mathbf{g}_{, k}^{i}=-\left(\mathbf{g}^{i} \cdot \mathbf{g}_{j, k}\right) \mathbf{g}^{j}
\end{gathered}
$$

The Christoffel symbol is introduced with the relation of Eq 26 .

$$
\begin{aligned}
\mathbf{g}_{, k}^{i} & =-\left(\mathbf{g}^{i} \cdot\left(\Gamma_{j k}^{l} \mathbf{g}_{l}\right)\right) \mathbf{g}^{j} \\
& \Rightarrow \mathbf{g}_{, k}^{i}=-\Gamma^{l}{ }_{j k} \mathbf{g}^{j} \delta_{l}^{i} \\
& \Rightarrow \mathbf{g}_{, j}^{i}=-\Gamma_{k j}^{i} \mathbf{g}^{k}
\end{aligned}
$$

which ends the proof.

## E Proof of Eq. 41

It is shown that when the differentiation is performed on a Cartesian grid:

$$
\nabla \cdot(\mathrm{D} \nabla \phi)=\mathrm{D}_{i, i}^{j} \phi_{, j}+\mathrm{D}_{i}^{j} \phi_{, i j},
$$

where $u_{, i}=\frac{\partial u}{\partial X^{i}}$ and $u$ can represent D or $\phi$.
Since the Cartesian coordinate system of basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$ is orthonormal, the contravariant and covariant vectors are equal meaning $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)=$ $\left(\mathbf{e}^{1}, \mathbf{e}^{2}, \mathbf{e}^{3}\right)$. Moreover, this basis doesn't depend on the position $\mathbf{X}$, therefore:

$$
\forall(i, j) \in \llbracket 0 ; 3 \rrbracket, \mathbf{e}_{i, j}=\mathbf{e}_{, j}^{i}=\mathbf{0}
$$

The first part $\mathrm{D} \nabla \phi$ can be expressed as:

$$
\mathrm{D} \nabla \phi=\mathrm{D}_{i}^{j}\left(\mathbf{e}^{i} \otimes \mathbf{e}_{j}\right) \mathbf{e}^{k} \frac{\partial \phi}{\partial X^{k}}
$$

The relation given by Eq. 29 can then be recognized. Therefore $\left(\mathbf{e}^{i} \otimes \mathbf{e}_{j}\right) \mathbf{e}^{k}=\mathbf{e}^{i}\left(\mathbf{e}_{j} \mathbf{e}^{k}\right)=\mathbf{e}^{i} \delta_{j}{ }^{k}$, where $\delta_{j}{ }^{k}=1$ only if $j=k$ and equals 0 otherwise. Then the first part of the diffusion is given by:

$$
\begin{aligned}
& \mathrm{D} \nabla \phi=\mathrm{D}_{i}^{j} \phi_{, k} \delta_{j}^{k} \mathbf{e}^{i} \\
& \Rightarrow \mathrm{D} \nabla \phi=\mathrm{D}_{i}^{j} \phi_{, j} \mathbf{e}^{i} .
\end{aligned}
$$

The complete diffusion equation is obtained by taking the divergence of this expression:

$$
\nabla \cdot(\mathrm{D} \nabla \phi)=\mathbf{e}^{i} \frac{\partial}{\partial X^{i}} \cdot\left(\mathrm{D}_{j}^{k} \phi_{, k} \mathbf{e}^{j}\right)
$$

D and $\phi$ depend on the coordinates but e doesn't.

$$
\nabla \cdot(\mathrm{D} \nabla \phi)=\left(\mathrm{D}_{j}^{k}{ }_{, i} \phi_{, k}+\mathrm{D}_{j}^{k} \phi_{, k i}\right)\left(\mathbf{e}^{i} \cdot \mathbf{e}^{j}\right)
$$

Assuming the scalar $\phi$, and therefore that each component of the magnetization vector $\mathbf{M}$ are differentiable twice to enable the Schwarz's theorem on the mixed derivative to hold [62] such that $\phi_{, k i}=\phi_{, i k}$, the diffusion process is given by:

$$
\nabla \cdot(\mathrm{D} \nabla \phi)=\left(\mathrm{D}_{j}^{k}{ }_{, i} \phi_{, k}+\mathrm{D}_{j}^{k} \phi_{, i k}\right) \delta^{i j}
$$

where, in Cartesian coordinates, $\delta^{i j}$ equals one only if $i=j$ and 0 otherwise. The diffusion is therefore given by the relation of Eq. 41:

$$
\nabla \cdot(\mathrm{D} \nabla \phi)=\mathrm{D}_{i}^{k}{ }_{, i} \phi_{, k}+\mathrm{D}_{i}^{k} \phi_{, i k} .
$$

## F Proof of Eq. 43

It is proven that in curvilinear coordinates $\left(\xi^{1}, \xi^{2}, \xi^{3}\right)$ with covariant basis vectors $\mathbf{g}^{1}, \mathbf{g}^{2}, \mathbf{g}^{3}$, contravariant basis vectors $\mathbf{g}_{1}, \mathbf{g}_{2}, \mathbf{g}_{3}$, and contravariant metric tensor $\mathrm{g}^{i j}$, the expression of the diffusion is given by:

$$
\nabla \cdot(\mathrm{D} \nabla \phi)=\left[\left(\mathrm{D}_{j}^{k} \phi_{, k}\right)_{, i}-\Gamma_{j i}^{l} \mathrm{D}_{l}^{k} \phi_{, k}\right] \mathrm{g}^{i j},
$$

where $\Gamma^{k}{ }_{i j}$ is the Christoffel symbol of second kind. The first part of the equality $\mathrm{D} \nabla \phi$ follows the same proof as for the Cartesian case:

$$
\begin{gathered}
\mathrm{D} \nabla \phi=\mathrm{D}_{i}{ }^{j}\left(\mathbf{g}^{i} \otimes \mathbf{g}_{j}\right) \cdot \mathbf{g}^{k} \frac{\partial \phi}{\partial \xi^{k}} \\
\Rightarrow \mathrm{D} \nabla \phi=\mathrm{D}_{i}{ }^{j} \phi_{, k} \mathbf{g}^{i} \delta_{j}{ }^{k} \\
\Rightarrow \mathrm{D} \nabla \phi=\mathrm{D}_{i}{ }^{j} \phi_{, j} \mathbf{g}^{i} .
\end{gathered}
$$

which corresponds to the expression given in Eq. 42. The next part of the derivation takes the divergence of this vector such that:

$$
\nabla \cdot(\mathrm{D} \nabla \phi)=\mathbf{g}^{i} \frac{\partial}{\partial \xi^{i}} \cdot\left(\mathrm{D}_{j}^{k} \phi, k \mathbf{g}^{j}\right)
$$

The derivative is expanded on the product where the vector $\mathbf{g}^{j}$ depends on the variable $\mathbf{x}$ :

$$
\nabla \cdot(\mathrm{D} \nabla \phi)=\mathbf{g}^{i}\left[\left(\mathrm{D}_{j}^{k} \phi_{, k}\right)_{, i} \mathbf{g}^{j}+\mathrm{D}_{j}^{k} \phi_{, k} \mathbf{g}_{, i}^{j}\right]
$$

The derivative of the covariant basis vector given in Eq. 4.2.1 is inserted into the relation:

$$
\begin{aligned}
& \nabla \cdot(\mathrm{D} \nabla \phi)=\mathbf{g}^{i}\left[\left(\mathrm{D}_{j}^{k} \phi_{, k}\right)_{, i} \mathbf{g}^{j}-\mathrm{D}_{j}{ }^{k} \phi_{, k} \Gamma_{l i}^{j}{ }_{l} \mathbf{g}^{l}\right] \\
& \Rightarrow \nabla \cdot(\mathrm{D} \nabla \phi)=\left(\mathrm{D}_{j}^{k} \phi_{, k}\right)_{, i} \mathrm{~g}^{i j}-\mathrm{D}_{j}^{k} \phi_{, k} \Gamma^{j}{ }_{l i} \mathrm{~g}^{i l},
\end{aligned}
$$

where the indexes $l$ and $j$ can be inverted in the last part of the sum:

$$
\Rightarrow \nabla \cdot(\mathrm{D} \nabla \phi)=\left[\left(\mathrm{D}_{j}^{k} \phi_{, k}\right)_{, i}-\Gamma_{j i}^{l} \mathrm{D}_{l}^{k} \phi_{, k}\right] \mathrm{g}^{i j}
$$

which ends the proof. Finally, the expression can also be seen in its expanded form:
$\Rightarrow \nabla \cdot(\mathrm{D} \nabla \phi)=\left(\mathrm{D}_{j}{ }^{k}{ }_{, i} \phi_{, k}+\mathrm{D}_{j}{ }^{k} \phi_{, k i}-\Gamma^{l}{ }_{j i} \mathrm{D}_{l}{ }^{k} \phi_{, k}\right) \mathrm{g}^{i j}$.
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[^0]:    ${ }^{1}$ Trace and determinant are independent of the basis.

