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A RIGOROUS JUSTIFICATION OF THE MITTLEMAN’S APPROACH TO THE
DIRAC-FOCK MODEL

LONG MENG

ABSTRACT. In this paper, we study the relationship between the Dirac-Fock model and the electron-
positron Hartree—Fock model. We justify the Dirac—Fock model as a variational approximation of
QED when the vacuum polarization is neglected and when the fine structure constant « is small and
the velocity of light ¢ is large. As a byproduct, we also prove, when « is small or c is large, the
no-unfilled shells theory in the Dirac-Fock theory for atoms and molecules. The proof is based on
some new properties of the Dirac—Fock model.

1. INTRODUCTION

Electrons in heavy atoms experience significant relativistic effects. It is widely believed that QED
yields such a description. This paper addresses a conjecture due to Mittleman [18]: the Dirac-Fock
model can be interpreted as a mean-filed approximation of Quantum Electrodynamics (QED) when
the vacuum polarization is neglected and when the fine structure constant « is small and the velocity
of light ¢ is large. More precisely, we prove that the error bound between the Dirac—Fock ground state
energy and a max-min problem coming from the electron-positron Hartree-Fock model is of the size
O(%).

In computational chemistry, the DF model firstly introduced in [22] is frequently used. It is a variant
of the Hartree—Fock model in which the kinetic energy operator —%A is replaced by the free Dirac
operator D. Even though in principle it is not physically meaningful, this approach gives better results
that are in excellent agreement with experience data (see, e.g., [8,14]). Contrary to the models in
QED, the DF functional is not bounded from below. The rigorous definition of ground state energy
is thus delicate. Based on the critical point theory, rigorous existence results for solutions to the DF
equations can be found in [11,19]. Then in [12], a definition of the ground state energy based on the
wavefunctions is proposed:

(1) Eyg= min E(va).
Del, (H?)
P solution of DF' equations
Here € is the DF functional defined by (4), 7o is the density matrix associated with ® := (uq,--- ,uq) €
Gy defined by (2), and D., is the DF operator defined by (3). The space G, is the functional space
presenting the wavefunctions of ¢ electrons and is a Grassmannian manifold defined by

Gy (HY?) := {G subspace of HY?(R?;C*); dime(G) = ¢}
where ¢ is the number of electrons, and the solutions of DF equation take the form
Dyyuj = €5uy, €j € (0,¢?).

In addition, the deficiency that the DF Hamiltonian is not bounded from below also raises questions
about its physical derivation: one would like to show that the DF model or its refined variants can
be interpreted as an approximation of QED (c.f., [7,18,21] and the references therein). However,
this theory leads to divergence problems: it is not easy to give meaning to the quantities (energy of
the vacuum, charge density of the vacuum) appearing in QED. Steps in the direction of a rigorous
justification are presently undertaken by considering the electron-positron Hartree-Fock model (ep-
HF). This model is an approximation of QED with the vacuum polarization being neglected (see
e.g., [10, Section 4.5]). Indeed, the vacuum polarization is of the size O(Z) which is small compared
with the relativistic effect (of the size O(%)).
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In the spirit of Mittleman [18], when the vacuum polarization is neglected, the real physical ground
state energy e, should be obtained by maximizing the ground state energy of the ep-HF model over
all allowed one-particle electron subspace (see Formula (12)). A version of the so-called Mittleman’s
conjecture says that the corresponding ground state energy is equal to the ground state energy of the
DF model. From a mathematical viewpoint, Mittleman’s conjecture has been investigated. When the
atomic shells are filled and the electron-electron interaction is weak [4,15] or in the case of hydrogen [6],
it works very well. However, all other cases are unknown.

The main result of this work (Theorem 2.11) is to answer this question in any case: when « is
small and c is large and when the vacuum polarisation is neglected, the DF ground state energy is an
approximation of the physical ground state energy e, with a difference of the size O(OC‘—j) In addition,
the DF model is also a good approximation of QED even though the vacuum polarization is taken into
account (see Remark 2.8).

Our strategy of proof involves some insight into the properties of the DF model. Recently Séré [20]
redefined the DF ground state energy in the density matrix’ framework (see Formula (4) and (5)). The
state of electrons in the DF theory is located in a subset Ff{ of the density matrix in which any density
matrix v satisfies P;fyP} = v with P = 1(040)(D,). Séré’s proof is based on a new retraction
technique: he builds a retraction map € that maps a subset of the density matrix into 1";. Thus, the
difficulty of the nonlinear constraint v = P,;“ WP,;r is converted into the complexity of the structure of
a new functional £(0(-)). Before going further, we review in Section 2 the basic definitions and results
of the DF model, the ep-HF model, and Mittleman’s definition of the ground state energy.

With the retraction map 6 in hand, we show that for any pure electronic state v in ep-HF, the
functional £(0(v)) is an approximation of the functional £(y) when « is small or ¢ is large (i.e.,
Theorem 3.1). Thus the DF model is expected to have the same properties as the ep-HF model when
« is small or c is large:

e The functional £((+)) has a second-order expansion (i.e., Proposition 3.2);

e There are no unfilled shells in the DF theory (i.e., Theorem 2.9).
Therefore, any ground state energy of the DF model in the framework of density matrix (i.e., (5)) is
equivalent to the one in the framework of the wavefunction (i.e., (1)) when « is small or ¢ is large (i.e.,
Corollary 2.10).

Thanks to the equivalence of these two definitions of the DF ground state energy, the DF model is
justified in Section 4: the DF ground state energy is an approximation of the ground state energy in
QED when « is small and c is large and when the vacuum polarisation is neglected

Finally, we give the technical proof of the error bound estimate between £(-) and £(6(-)) (i.e.,
Theorem 3.1) in Section 5. In Appendix, we recall some basic inequalities used in [20] and prove the
boundedness of the eigenfunctions of the DF operator and the DF type operator associated with the
ep-HF model.

2. MODELS, MITTLEMAN’S CONJECTURE AND MAIN RESULTS

For a particle of mass m = 1, the free Dirac operator is defined by

3
D = —ic Z aply + 28

k=1

with the velocity of light ¢ and 4 x 4 complex matrix oy, as, as and 3, whose standard forms are:

5_120 (0 o
“\o —1,)“T o 0)°

where 15 is the 2 x 2 identity matrix and the op’s, for k € {1,2,3}, are the well-known 2 x 2 Pauli

matrix
(01 (0 —i (1 0
91=\1 0)027\i 0) \o —1)°

The operator D acts on 4—spinors; that is, on functions from R2 to C*. It is self-adjoint in H :=
L?(R3;C*), with domain H'(R?;C*) and form domain H'/?(R?;C*) (denoted by H' and H'/? in the
following, when there is no ambiguity). Its spectrum is o(D) = (=0, —c?] U [+¢?, +0). Following the
notation in [11,19], we denote by A* and A~ = 14 — A™ respectively the two orthogonal projectors
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on H corresponding to the positive and negative eigenspaces of D; that is

DAT = ATD = AT/t — 2A = V/c* — 2A AT
DA~ =A"D=-A"Vct =N\ =—/cA—2AA".

Throughout the paper, B(W,Y) is the space of bounded linear maps from a Banach space W to a
Banach space Y, equipped with the norm

|Alsw.y)y = sup  [Auly.

weW, |u|w =1
We denote B(W) := B(W,W). The functional space oy := o1(H) is defined by
o1 = {y € B(H); Tr(]7]) < +o0},
endowed with the norm

Vlloy = Tr(l]).
We also define
X*i={ye BM)iv =7 (1-24)""(1-a)" o},
endowed with the norm
[7lxs o= 11 = A) 9 (1 = A) ],
In particular, we denote X := X! and Y := X2. For any v € X, we also introduce the following
c-dependent norm:

I7lx. = I1PI"24ID[Y2]lgy = (! = A) (et = D)o,

For every density matrix v € X, there exists a complete set of eigenfunctions (uy)n>1 of v in H,
corresponding to the non-decreasing sequence of eigenvalues (A, )n>1 (counted with their multiplicity)
such that « can be rewritten as

= Z )‘nlun><“n|

n=1
where |u) (u| denotes the projector onto the vector space spanned by the function u. The kernel v(z, y)
of v reads as

n=1
The one-particle density associated with v is
psy(@) = Trealy (@, 2)] = 3 Anlun(@)?,
n=1

where the notation Try stands for the trace of a 4 x 4 matrix. The density matrix v corresponding
to the wavefunctions of ¢ electrons ® := (u1, - -+ ,u,) € G4(HY?) can be written as

(2) Yo = D lun) Cunl.

For any v € X, the self-consistent DF operator is defined by
(3) Dy:=D -V +aW,

where for any ) € HY/?,

Wytp(@) = (py = Wtp(2) — | W(a —y)v(z,5)¢(y)dy.
R
Here V is the attractive potential between the nuclei and the electrons, and W is the repulsive potential
between the electrons. We consider the electrostatic case W = |71‘ and V = —pu= |71\ with a nonnegative
nuclear charge distribution € M (R?) satisfying ., dp = Z.
The DF functional is

5(7) - TI‘[(D . V)’Y] + % J:[ p’Y(‘T)p’Y(y) _|:I'C4Z(J/|7(‘T’y)’7(yax)) drdy — CQTI'(’Y)

R3 xR3

(4) = Tx(D,7) = STr(W,7) = P Tr(3).
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Remark 2.1. Note that, for standard DF theory and in the system of units h = ¢ = 1, the so-called
fine-structure constant is o ~ %, and Z should be replaced by aZ. Here we are rather interested in
the case where o is small or c s large.

For future convenience, we denote «. := < and Z. := %

2.1. The Dirac—Fock ground state energy. Let ¢ be the number of electrons and let
Fi={yeX;0<y<1ly}, Tg={yel3Tr(y)<q}
Let
P;r = 1(0,+oo)(Dv)a PJ = 1(700,0)(2)7)-
In the DF theory, the relevant set of electronic states is defined by
Il = {yely PfyPl =~}
According to [20], the ground state energy of the DF model can be redefined by
(5) E, := min £(7).
Vel
The existence of a ground state is guaranteed by the following.
Theorem 2.1 (Existence of a ground state in the DF theory; Theorem 1.2 in [20]). Let aq < Z.

Under Assumption 2.2 below, the minimum problem (5) admits a minimizer vy € F;r. In addition,
Tr(v«) = q, and any such minimizer can be written as

(6) Vi = 1(0,0)(Dry) +6
with 0 < 6 < 1(,3(Ds,,) for some v € (0,¢%]. When aq < Z, ve (0,c?).

Remark 2.2. In fact § = 0 is possible. But for future convenience, in this paper, we set § > 0. If
§ =0, then there is a value v' < v such that v4 = 1(9,,/1(Dny)-

Otherwise, 1(9,,1(D-,) < V& for any v' < v. Then, for any 0 <v' < v, there is a value v" € (V',v)
such that V" is an eigenvalue of the operator D., . This implies that v is an accumulation point of
the spectrum and there are infinitely many positive eigenvalues of D, in (0,v). Thus, Tr(vs) =
Tr[1(0,0)(D~y )] = +00 which contradicts with the fact Tr(vs) < q.

Assumption 2.2. [20, Theorem 1.2 and Remark 1.3] Let k(«,¢) := 2(a.q + Z.). Assume that
(1) H(O&, C) <1l- %O‘cq;
(2) there exists R > 0 such that :

2\/(1 — k(a, ) do(a, )

T,

(1—k(a,c) — %acq)flﬂq <R<
where \o(a, ¢) := (1 — max(acq, Z.)).
The proof of Theorem 2.1 is based on a retraction () which is defined by
0(y) := lim T"(7)

with
T"(y) =T(T" (7)), T(y)=PiyP;.
The existence of the retraction 6 is based on the following.

Lemma 2.3 (Existence of the retraction; Proposition 2.1 and Proposition 2.9 in [20]). Assume that

k(a,c) < 1anda(a,c) := 4\/(17K$‘2))A0(a16). Given R < m, let A(a, c) = max(l_%(la,c)R, 2*‘1(2”"6)‘1)’
and let . Al,0)
a,c
Un = (e Ty D2, + 2% ry) — 51 < ).

Then, T maps Ur into Ur, and for any v € Ug the sequence (T™(y))n=0 converges to a limit () € T'}.
Moreover for any v € Ug,
[T () = T"(Nx. < L, )T (v) = T" (%))

7 R
v 1660) ~ T (). € 1o Fs 1T = lx.

Xe»

with L(«a, ¢) = 2a(a, ¢)R.



A RIGOROUS JUSTIFICATION OF THE MITTLEMAN’S APPROACH TO THE DIRAC-FOCK MODEL 5

In particular, the property that T(Ur) < Ugr is shown in [20, Proposition 2.9].

Remark 2.3. Let q, R, Z be fized. If o is small or ¢ is large, it is easy to see that a(a,c) « 1. Thus,
the condition R < Salae) is automatically fulfilled in this case.

Therefore, one can define the DF energy:

Definition 2.4 (DF energy). Let k(a,c¢), a(a,c), R and Ur be given as in Lemma 2.3. For any
v € Ug, the DF energy of ~ is defined by

(8) E(y) = &£(0(v)).

According to [20, Corollary 2.12], any minimizer 4 of (5) is located in U whenever Assumption
2.2 is satisfied under Assumption 2.2 on «,c and R. As a result, under Assumption 2.2,

E, = min E(y).

YEUR

2.2. Electron—positron Hartree—Fock theory. The so-called electron-positron Hartree-Fock vari-
ational problem was introduced in the work of Bach et al. and Barbaroux et al. [1,2,5]: for any given
Dirac sea P, := 1 — P} = 1(_y0)(D,) with g € X, the set of electronic states in the ep-HF theory
associated with the Dirac sea P, is defined by

Fgg) ={veX; -P; <y< P, PfyP; =0, 0<Tr(y) <q}.
According to [5, Lemma 3.7], for any g € X, the ep-HF ground state energy associated with the Dirac
sea P~ can be defined by
©)) egg) ;= min £(7).
'yngg)
The existence of the ground state in the ep-HF theory is proved in [5, Theorem 3.9, Theorem 4.3 and
Theorem 4.6].

Theorem 2.5 (Existence of the ground state in the ep-HF theory). Assume ge X, ge N, ag < Z <
V3

52c and
(10) moe(1/4 + max{Tr(g),q}) + 4a.Tr(g) < pz,.

Here pz, is a non-negative constant for any Z. € [0, @) defined in Remark 2.4 below. Then the

problem (9) has a minimizer 9 e Fgg) satisfying Tr(v(g)) = q. In addition, there is no unfilled shell,
i.e., for some 0 < v < c2,

(11) 79 = L(0,01(Py Dy P)).
Remark 2.4. In [5, Lemma A.2] For any a € (7@7 @), Ha is the mazimal value of p’s in [0,C?]
such that
C2a?
,U/ + —a ~x
(C3—n)
with

1
Cy = 3 (—4|a| +v9+ 4a2) > 0.
2.3. Mittleman’s ground state energy and relativistic effect. The set of Dirac seas in the ep-HF
theory is defined by
P={P, ;g€ X}

According to Mittleman [18], if the vacuum polarization is neglected, the physical ground state energy
is defined by

(12) €q 1= Sup egg).
Py, eP

One justification of the DF model relies on Mittleman’s conjecture. A version is the following.

Conjecture 2.6 (Mittleman’s conjecture). For o small and c large, E, = e,.

Let 0;(D — V) be the i-th eigenvalue (counted with multiplicity) of the operator D — V. It is shown
in [4,6] that, Mittleman’s conjecture 2.6 is true if ¢ = 1 or 04(D — V) < g441(D — V) while it may be
wrong for any other cases. Thus, we instead study the following weaker problem.
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Conjecture 2.7 (Weak Mittleman’s conjecture). The DF model is an approzimation of the ep-HF
model. More precisely, for a small and c large, e, < Ey < €4 + 0a.—-0(c™?).

In relativistic quantum chemistry, the relativistic effects are of the order of C%; that is the error
bound between the relativistic models (e.g., Dirac-Fock) and the corresponding non-relativistic model
(e.g., Hartree—Fock), see e.g., [16,17]. Mathematically, in [13] the error bound between the reduced
Dirac—Fock model and the non-relativistic Thomas-Fermi model has been studied when ¢ is large
enough and aq = « is fixed. More precisely,

: 1 7
EqDF = eTpa2q3 + 7 + Crela(c) + Oqﬁoo(l)

with
Z A Z
rela = nD___2_n____
Cranle)i= Y ou(D = =) = on(=F =7

e ||

)}

The term erg is a Thomas-Fermi ground energy, the term ZTQ is the Scott correction, and Ciq, is the
corresponding relativistic effect. It is easy to see that Ciel, is of the order C%
The conjecture 2.7 expresses that the DF model indeed captures all relativistic effects of the order

ciz taken into account in the ground state energy e,.

2.4. Main results. In this paper, we mainly focus on the non-relativistic regime (i.e., ¢ » 1) and the
weak electron-electron interaction regime (i.e., & < 1). In the non-relativistic limit (i.e., ¢ > +o0), we
have k(a,c) — 0, A\g(,¢) — 1 and, according to Remark 2.4, pz, — po = 1. Therefore, Assumption
2.2 and the condition (10) ( for any g € T';) will be automatically satisfied as long as c is large enough.

Analogously, in the weak electron—electron interaction limit, if ¢ > 2Z, then we have k(a,c) —
2Z. <1 and Ao(a,¢) > 1 —Z, > 0 when o — 0, and pz, > 0. Thus it is not difficult to see that
Assumption 2.2 and the condition (10) ( for any g € T'y) will also be satisfied as long as « is sufficiently
small.

As a consequence, we assume the following.

Assumption 2.8. Let Z € RT and g € N be fized. We assume that o, c € R* are chosen such that
a < % and ¢ > 27 and one of the following conditions are satisfied:

(1) (Non-relativistic regime) c is large enough;
(2) (Weak electron—electron interaction regime) « is small enough.

Remark 2.5. The case aq = Z is out of reach as explained in Remark 3.2.

Remark 2.6. Under Assumption 2.8, it is easy to see that there is a constant C' > 0 independent of
a and ¢ such that C < 1 — k(a,¢) < Ao(a, ¢) < 1. Furthermore, when R is fized, then R < m and
L(a,c) <1 —C where a(a,c) and L(a, ¢) are given in Lemma 2.3.

Recall that E, 4 is the DF ground state energy based on the wavefunctions given in (1) and E,
is the DF ground state energy in the framework of the density matrix given in (5). Our first result
concerns the relationship between these two definitions of the DF ground state energy.

Theorem 2.9 (There are no unfilled shells in the DF theory). Let g € N*. Then under Assumption
2.8, the no-unfilled shells property holds: any minimizer v« of Eq satisfies vs = 1(0,,](Dyy)-

As a result,
Corollary 2.10. Under Assumption 2.8, Eq = Ey 4.

The proof of Theorem 2.9 and Corollary 2.10 are postponed to the end of Section 3.2. According
to [4, Formula (13)], e, < Ey, 4 holds true for « sufficiently small and ¢ sufficiently large. Hence,

(13) e < E,.

By definition, for any g € P, e,(]g ) < eq. To prove Mittleman’s conjecture, we investigate the relationship

between E,; and ef{’) in Section 4.

The other main result of this paper is the following.
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Theorem 2.11 (Weak Mittleman’s conjecture). Let Z € Rt and ¢ € N*. For « sufficiently small and
c sufficiently large, there exists a constant C > 0 such that

O[Q
(14) eq < By <eq+C g,

where vy minimizes B, and yO%) minimizes (%),

The proof is provided in Section 4. As explained in the introduction, this error bound is much
smaller than the relativistic effects and thus provides a justification of the DF model.
Remark 2.7. Actually, according to [4, Definition 2/, any orthogonal projector in H is e-close to AT
when ¢ is large enough. Thus, (13) and Theorem 2.11 remain true if we only assume that c is large
enough.
Remark 2.8 (Justification of the DF model with vacuum polarization). In the full QED theory, typical
QED effects such as vacuum polarization is of the size O(C%) (see, e.g., [9, Ch. 5.5]). Then the ground

state energy eq due to Mittleman and the DF ground state energy describe the full QED model up to
an error bound of the size O(%).

3. PROPERTIES OF THE DF MODEL
Before studying Mittleman’s conjecture, we need a better understanding of the properties of the DF
model. The key ingredient in the proof of our weak Mittleman’s conjecture is the following.

Theorem 3.1 (Error bound between the DF functional and the DF energy). Let R,Z € R and
q € N be fized. Let (o, z) <1 and L(a,c) = 2a(a,¢)R < 1 be given as in Lemma 2.3. Then for any
v € Ur satisfying Py P =~ with g € Ty,

572(6 + 7)(R + q)

(15) |E(v) —EM)I < >
! ! A(1 = Ko, €))* A (a, €)(1 — L(av, )

2
«
ol 7%

If moreover g,y €Y,

56+ m)(R+q) a? 2
(16) |E(y) €M)l < — 32lg —ly + clWy—, BllBe30))~ -
(L ) ()1 — L P o Plleco)
The proof is postponed until Section 5.
Before going further, let us roughly explain the implications of this theorem :

(1) For any pure electronic quantum state in the ep-HF model (i.e., any y € I‘,(]g) with Py P, = 0),
the DF energy of v is an approximation of the corresponding ep-HF energy. More precisely, if
v € Ug for some R > 0, then
[E(y) = €M) < Cla, c)as.
(2) The DF model is an approximation of the ep-HF model associated with the Dirac sea P,
This result will be proved in Section 4.
Consequently, one can deduce that some properties of the ep-HF model can translate to the DF model
as mentioned in the introduction.
3.1. Second-order expansion for the DF energy. It is easy to see that for any v and h in PS;’)
and t € R such that v + th € F,(Jg ), we have the following expansion for the ep-HF energy
t2
ED (y+th) = E9 () + tTr[(D, — *)h] + %Tr[Whh].
Here £W) = & |F(a) represents the energy of the electronic state in ep-HF theory. As a result of Theorem
2.11, we have the following expansion for the DF energy.
Proposition 3.2 (Second-order expansion for the DF energy). Let R,Z € Rt and q € N be fized.
Let k(a,2) = 2(aeq+ Z;) <1 and R < ﬁac) Given any v € Ur n T} and any h € X such that
PhP; = h, then for any t € R satisfying v + th € Ug, we have

t2
(17) E(y + th) = E(y) + tTx[(D, — ¢*)h] + %Tr[Whh] + 262 Error. (h, t),

where

572(6 + 7)(R + q)
A(1 = Ko, €))* A (a, €)(1 — L(av, )

|Errrory (h, )] < ~ Rl
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Proof. Let Errory(h,t) := == [E(y+th) — E(v +th)]. Notice that v € Ur nT'J" implies that 6(y) = v
and E(v) = £(v). Then 4
E(y+th) = E(y) + E(y + th) — E(v) + t*aZError. (h,t).
On the other hand,
t2
E(y +th) — E(v) = tTe[(D, — 2)h] + %Tr[Whh].
Hence (17). The boundedness of Error. (h,t) follows from Theorem 3.1 directly as v + th = P (y +
th)P;f. O
Remark 3.1. It is shown in [20, Theorem 2.10] that the retraction 0 is differentiable and its differential
is bounded and uniformly continuous on Ur. Moreover,
(18) dO(y)h = PThPS + by (h) + by(h)*,
where by (h) = P, (h)P; . As a result, if h = PThP,
E(y +th) — E(y) = tTr[(Dy — ¢*)h] + te,(h,t)

where e (h,t) is equicontinuous with respect to t € [0,to] for some ty small enough. Compared to [20],
we can get the second differentiability of the DF energy E(-) w.r.t. t.
Actually, according to (18), provided h € X such that h = P,;F hP,;F, one can prove

| P d?0(v)[h, h1PS | x + | Py d*0(y)[h, h] P || x < C(a, c)ag |h[%,
from which we can also deduce Proposition 3.2 for t € [0,tg] for some ty small enough.

3.2. There are no unfilled shells in the Dirac—Fock theory. In [5, Theorem 4.6], it has been
proved that there are no unfilled shells in the ep-HF model. The proof is based on the second-order
expansion of the ep-HF functional. Here we are going to use Proposition 3.2 to study the same property
for the DF theory for « is small enough or ¢ is large enough: we turn to the

Proof of Theorem 2.9. To prove the no-unfilled shell property, we only consider the non-relativistic
regime: ag < Z, and ¢ > 27 is large enough. The weak electron—electron interaction regime can be
treated in the same manner and we only need to replace [12, Theorem 3] by [11, Lemma 2.1] in the
proof.

For clarity, we add the superscript ¢ to the quantities depending on ¢. We argue by contradiction
and assume that there is a sequence ¢, — +o0 such that vg" # 1(0’”6”'](D§i" ).

The idea of the proof is essentially the same as in [3,5]: we shall find a sequence of density matrix
(h°m),, such that up to subsequences and for ¢ € (0, ¢p] with ¢y > 0 small enough,

0 < E“ (v +th™) — Eg» < 0.
However, compared to [3,5], the dependence on ¢,, complicates the proof. As the velocity of light ¢,
varies, the minimizers vg" will change as well. To reach the contradiction, we first need to check the

existence of the sequences (h“"),, and (g™ + th),, for any t € (0,tp]. To do so, we need the spectral
analysis of ny*én. Thus the proof is separated into 3 steps. In Step 1, we summarize the spectral

*
properties of the DF operator Di@"n. In Step 2, we construct the sequence (h°),. To use Proposition
*

3.2, we will find a constant R > 0 such that under Assumption 2.8, v¢* € Ur and 75" + th®" € Ug.
Finally in Step 3, we reach the contradiction.

Step 1. Spectral analysis of Df;*;n . Here we use the following.
*
Lemma 3.3. [20, Lemma 3.4] Under Assumption 2.8, there are constant T < 0 independent of ¢y,

and integer M > q independent of c, such that, for any v € I'y, the mean-filed operator D5 has at
least q eigenvalues (counted with multiplicity) in the interval [0, c? — 7] and has at most M eigenvalues

in [0,1 - Z].
As a result of this lemma,
(19) Rank(vg") < Rank(l(oﬁl,%](l?i’in)) < M.

Then ~g" can be written as

M
ver = > e lR) (Wil 0 <pgr <1,
k=1
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where 7™, -+ 93} are the first M eigenfunctions of the operator Dcﬁn with the eigenvalues v, such

Cn Cn
that vt <yt < VM

Step 2. Construction of h. Recall that vg" = 1( Ucn)(foén )46 with 0 < §~ < l{ycn}(Df;én ).
* *
As 5 # 1(07ucn](D ), then 0 < §» < 1{l,cn}( n) Thus, it follows from (19) and the fact
*
Tr(0°~) € N that

2 < Rank(l{ucn}(Dcﬁn)) < M,
Tk

and

TI‘((SCn) < Tr(l{,jcn}(pf&n)) —1= Rank(l{ycn}(Di’in)) —1.

Therefore, for some index 0 < a®*, b < M and a®* # b°", there are two eigenvalues yig, and pyz, of
0° associated with the elgenfunctlons Ygtn, Ype, € ker(DC" — v) such that

Tr(6%) M-1 1 Tr(6)
20 0 < pge, < < d — < 3 < e, <1
(20) Hat Rank(Lgen (D)) M MM T Rank(Tge (D%))
*
Here we use the fact that, for any non-negative number fq,---, f;, there is always a constant f;, and

fj, with ji, jo € {1,---, J} such that

J
1
fin < jij < fio-
j=1

Let her = |¢gz, ) (Yo, |—|pe, ) (g, |, and we take to = 77. Then for t € (0, 7], we have yg" +the €
I'y. We are going to fix a constant R > 0 independent of ¢,, such that vi* € Uy and v + th® € Uy,
According to Lemma B.1,

e lx < K2q.

It is easy to see that when R > Kq, we have vg" € U since T¢, (74") = 75" and
1 1/2
g [y < [ (= &), < @2 I < aK < R
n

We are going to find the constant R such that vg* +th® € Uy . For simplicity, let v, := g™ +then.
As O <y < 1(0703L)(D§7in) and ;" € 'y, by Lemma B.1 again,

1
C_H%f"ID“"Il/QHal < Kgq.
n

Then by Lemma 5.4 below and under Assumption 2.8, there exists a constant C' such that

A(a Cn)

ITe, (ve™) = 75" Ix.,, < CA(a, en) R 02

n

< CqK?A(a, cn)Ra;”' :
C'n/

We choose R = 2(1 + K?)q. Then for ¢, large enough, according to Remark 2.6, Za., < a(a,c,) <
Ca, , and A(a,c,) < 2. Thus for ¢, sufficiently large, we infer

Ala, ey, . Coa R
QHT&L(% ) *'YthXc < LR < —.
el 2
Therefore,
L cnime Ao, ep) . . R (1+K?)q
—lEr Do Py + = T () = Ixe, < 5 + 5 < R.

Thus there is a constant R > 0 independent of ¢, such that under Assumption 2.8, v(7#) e Ug.
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Step 3. Contradiction. Denoting ¢;" := (f]',)¢<a<a for any 1 < j < M. Thanks to Proposition
3.2, we have

0< B (" +th™) = Bgr = B (i +thr) — B (i)

t? :
= (v — o)t + aTTr[thﬂ her] + t2a? ErrorZe, ()
*

det ( ;Lcn,oz(‘r) fl?cn,ﬂ(‘r)>

2

2 n n
2 2 at acn,B(y) ben,B(y)
< Cla,e)t*(R+q)a;, — - Z P dzdy
R3xR3 4P
n n 2
fj,a(z) fk,g(x)
o?t? at? € W)
(21) <C~—% — —— min f 3.8 .0 dady.

Cn 2 1<j<k<M Jpsyps = |z — vy

According to the properties of 0", we also have limy, _, 1o V" —¢,? < limy, 40 05 —cp? < 0. At this
point, arguing as for [12, Theorem 3], up to subsequences, there is a sequence of functions (V¥ )1<r<m
such that ((¥5")1<k<nr)n — (¥r)1<k<m in H'(R3;C?*). Thanks to the positive definiteness of ﬁ, up
to subsequences, for ¢’ large enough, there is a constant C’ such that

() f,zzﬁmy
[ ’det (f;’-fg(y) i)
RSXRSa,ﬁ

(22) inf  min

cp>c 1<i<js<M

drdy > C" > 0.
[z -yl
Inserting (22) into (21), we get that up to subsequences, for ¢, large enough,
2,2 2
t t
0<ci - <o,
c 2

reaching a contradiction. As a consequence, for any ¢ large enough (i.e., ¢ > ¢’), the minimizer can be
rewritten as

Ve = Lowe (D5e)-
This ends the proof. (I

Remark 3.2. Unfortunately, due to Lemma 3.3, we can not reach the case aq = Z. According to
Theorem 2.1, when aq = Z, the case v = ¢ may occur. In this case, if Theorem 2.9 still holds (i.e.,
Y5 = L(0,e2] (ny* ), then Tr(y§) = 400 which is impossible. However, once we have shown that v < c?
strictly when aq = Z, the no-unfilled shell property can be reached.

We now use the no-unfilled shells property to prove the following.

Proof of Corollary 2.10. Let 4 be a minimizer of Ey. Actually, 74« = 1(0,](D~,) is a projector and
Tr(v«) = ¢. Then the minimizer v, can be rewritten as

q
Vi 1= Z un) (un| -
n=1

Then @, = (uy, -+ ,u,) € G,(HY?) and @, solves the DF equations. Consequently, E, = &(74) <
Eyq

On the other hand, let ®, := (u1,--- ,u4) be a minimizer of £, 4. Then ®, is a solution of the DF
equation. Thus P,?;* ’}Qp*P,;;* = vs,. Hence 7o, € 1",‘;, and Ey 4 = E(va,) < E4. As a result, we
know that E, = E, 4 under Assumption 2.8. O

4. DF MODEL IS AN APPROXIMATION OF THE EP-HF MODEL

We are in the position to prove Theorem 2.11. It is an immediate consequence of (13) and the
following proposition.

Proposition 4.1 (DF model is an approximation of the ep-HF model). Let v4 € T'] be a minimizer

of Eq and ~v%) be a minimizer of €%). Under Assumption 2.8, there exists a constant C' > 0 such
that

(v) () 4 0%
(23) e, < Eg<e™ + CC—4.
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Proof. By the definition of E, and e,(ﬂ*) and as 4 € F,(ﬂ*), it is easy to see that for any (") € S(74),
e =£(0Y) < () = By

Thus we just need to prove the second inequality in (23).

We are going to find a constant R > 0 independent of o and ¢ such that for « sufficiently small and
¢ sufficiently large, v("*) € Up. Once R > 0 is chosen, the second inequality follows from Theorem 3.1:
as pﬁy(v*)p;; = (1),

a? 2
|E(y) — £(v9)| < Cx (H’Y* =y + | [W,, _ w0, ]HB(H))

According to Lemma B.1 and Lemma B.2, we have

Iy —3sly < WOy + sy < 2K

On the other hand, notice that for any function u € H,
— ~(r)
(24) (W, o0 Blu = J (s =7 (@, 9), Bluy)
R3

|z -yl
We rewrite v, as

Y

+00
v = Yty 1) (W]
j=1
where p1; = 0, Z;fi w; = g and 1; is the normalized eigenfunctions of D.,, with eigenvalues 0 < \; < 2.
We split 9; in blocks of upper and lower components:

e 1 2
(25) wj=< w]@))’ with ¢, R® - C2
J
Then,
+o (1) (1),% (1) (2),%
_ (Y ($)®1/’j (y) (Ch (z) ® ¥, (y)
o) = 2, <¢§2)(x)®¢§1)’*(y) W@ @u )
Notice that

0 —{V (@) @ ¥1P*(y)
[« (2, y), B] = 2 Z Hj <"/’<2 (@) ® 1/]](1),*(y) ! 0 ! :

According to (58), it is easy to see that

o0
1 2
e|Wa sy < 8¢ Y. il S s [0 |3 < 8K K'q.
Jj=1

Analogously, according to (62), we also have
W, 05 BBy < 8KK'q.

Consequently,

a?

E, < E(y®)) — (40 4 £(40%)) < ef{**) + | E(y)) — £(v))| < ef{**) + Cc_4'

Hence (23).
The method to find the constant R > 0 is the same as in the proof of Theorem 2.9. By using Lemma
B.2, it is not difficult to see that

1 V2 _ g
EH’Y(W*)|D|1/2H01 < |‘7(1 A)1/4H01 < q1/2H7H X/ < Kg.
By Lemma 5.4 belOW, we have

Ala, c
%HT(V(W*)) — 7). < CK?R—

We choose R = 2(1 + K?2)q. Thus under Assumption 2.8, we have

Ala,c Cqa R
%HT(WW*)) oy < S B
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Therefore,

1 A(a, c) R (1+K?)q

Z~IDIA/2 " VN ()Y — A () <=

D2, + ST (00) 4y, < 5+ S <,
which means there is a constant R > 0 such that for « sufficiently small and ¢ sufficiently large,
,y(g) € Ug. Il

We turn now to the

Proof of Theorem 2.11. Notice that efﬂ*) < eq. Then thanks to Proposition 4.1, we conclude that
2
@
Eq < €q + 00—4
This gives the second inequality of (14). Combining with (13), we get the theorem. O

5. ERROR BOUND OF THE DF FUNCTIONAL AND ENERGY

This section is devoted to the proof of Theorem 3.1 which will be separated into two parts: estimate
on (15) and estimate on (16). For future convenience, we denote L := L(a,c), k := k(a,c) and
Ao := Ag(@, ¢) when there is no ambiguity.

We first consider the error bound for any ~ € Ug.

Lemma 5.1. Let R, Z € RT and ¢ € NT be fized. Assume that k < 1 and L < 1 as in Lemma 2.5.
- 572
Let Cy 1, := TG, Then for any v € Ug,

ac
(26) |E(y) — E()| < Cu,. BRac + 3qac + 1)§HT(V) -7

. 31 Py | x.
This is an immediate result of the following.

Lemma 5.2. Let C, 1 be given in Lemma 5.1. With the same assumptions as in Lemma 5.1, for any
v € Ur we have

Ra?
(27) | P5(0(y) = T()) Py |x. < Cr=5 IT(7) = %,
and
2
- — qo,
(28) I1B5 0Py x. < Ce=57IT(7) = .-

We first use it to prove Lemma 5.1.

Proof of Lemma 5.1. Notice that
a

(29) E(y) = £(y) = Te[D(0(y) = 7)] + FTe[Wo(5)— (0(7) = )] = *Tr(0() = 7).
To end the proof, it suffices to calculate each term on the right-hand side separately.

Estimate on Tr[D,(6(y) — v)]. We consider the first term on the right-hand side of (29). As
T(y) = PfyPf, we have

Ta[D, (0(7) — )] = Te[(PF + Py)Dy(0(y) = )(Pf + Py)]
= Tr[|D, [P (0(v) — T(v)) Py ] = Te[|D4 [Py (0(y) — v) Py 1.
Then by (51) and the fact that 0 < £ < 1, we have
T [|D, | P (0(y) = )P 1| < D5 M2 P (0(7) = T(0)) P Dy V2],

Ra?

< 2| (007) = VP x. < 2175

I7(7) = l%..
On the other hand, by (51), (39), we have
T [|D5| Py (007) = NPy | < [1D4 V2 By 6(y) Py Dol 2oy + 1D V2 Py v Py D, 2o,
<2(|Py 0Py [x. + 1Py APT |x.)

qa? ) o
2{ Con" G 1T =k, + 1P7 AP [, ) -

N
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Then we conclude that
(30) Te[Dy (0(7) =M < 2C (R +a) 5 % IT(y) =%, + 21Py 7Py | x.-

Estimate on 2Tr((y) — v

). The term c2Tr(9('y) — ) can be treated analogously. Actually,
e |Te[(0(7) = 7| < e [Te[| P (0(y) — 1) P ] + Te[ P (0(v) — )Py ]|
<

Y
IPFO(y) = NP Ix. + [Py 0Py | x. + 1Py APy | x..

Then proceeding as for the term Tr[D.(0(7y) — )], we obtain

(31) ¢ [Te[(0(+) = )| < Cun(B+ @) 21 T(7) =]

X+ 1P P .
Estimate on aTr[Wy(,)_,(0(y) —7)]. Using (7) and (48), we deduce

(32)
« |TI“[W9(,Y),,Y(9(’Y) - ’Y)]| x

T Q.
202

Conclusion. Gathering together (29)-(32), we conclude that

Q. o
|E(7) — £(v)| < Cx,L(3Rac + 3gac + 1)§HT(V) — %, + 3I1P; VP || x..-

This gives (15).

It remains to prove Lemma 5.2. Before going further, we need the following.
Proposition 5.3. Letv,7 €'y and h e X. Then
+(1p+ + _ —(Jp+ -
(33) Py (dPJh)PS =0, P (dPTh)P; =0

where dP,;r h is the Gateaux derivative which is defined by

+ +
dPJrh = lim M
v ’ t—0 t '
Besides, we have
7T2O[3 _ —3/2
(34) DI — B = dP3 (3 =2 Ml < =t (1= )7 2052y — o/ .

Proof. As P A (P;;th)?, for any h € X we have
dPh = PF(dPFh) + (dPFh) P

Thus,
—(p+ - _
Py (dPJh)P; =0,
and
PA;F(dP;rh)PA;r = 2PA;r(dP;rh)P;r
hence (33).

We turn now to prove (34). We recall that

a +o0 o o
P — P} = o) (Dy —iz) "Wy (Dy —iz) 'z
and
a +00 L L
APy (=) = 3= | (D= i) Wy (D, - i),
—0
Then,
, aQ +00 . L ) 1 ) 1
P — P;Z —dPf(y—+) = ~or (Dy —i2)" Wy (Dy —i2) " Wy—y(Dy — iz) " dz.
—00

13

OécHe( ) =7k, < WC—QHT(V) —9[%. < Cr— 2 HT( —7/%..



14

LONG MENG
From Lemma A.1 for any ¢,y € H, we deduce

(o1D1"2[P = Py —dPf (v = 2)]v)

o? 2 1 i 11y(1/2 412 Y
< W ol oo | 107 =i P os) (|
™ —0
7T2CY2
<

1/2
|2, — i) o1:)
—0

T e 2 R P oM e

(35)

7T2045 _ _
< 5z (L= R) TNl = I 9l e

This proves (34).

‘We now turn to the

Proof of Lemma 5.2. We first prove (27). Indeed, it suffices to prove
(36) P (T () =TT ()P . <
Then thanks to (7),

Ra?
Cer(1—1L) CQC

() = x T () = T2 () | x.-
IPF(0(y) = T(7) P x. < Z | P (T (y

e Rag
— T )P x. < Cur = IT() = .-
We turn to prove (36). Let v, = T"(y) and 79 = . Then for n > 2, v, = P v, P} | and
Yn—1= P} 1P . Hence, for n > 2
P;’('yn—'yn_l)P"' P+(P;;l X —P;; Q)P;; 2’7n—1P;; X ;‘
(37) P+ P+ P+ P+ P+
+’Y 17n2(7n177n2)
For the first term on the right-hand side of (37), we have
P+(P';: L P,;tb 2)P,;; S, Yn— 1P,;: IP,?' =1L+ 1
where thanks to (33),
112=P$L7(P$L1—P,;:2—d + (’7711 ’yn_g))P,;: 27" IP’;; 1P’j—’
L= (Pf - P} (P}  —PF. Z)P;H% P PY
Then from (34) and (52), we infer
(1+ k)12
Illx. < (A=) Ina Py, PSP o [IDIY2(P = P, = dPy (a1 = 2)) B0y
(14 k)32 a2 2 1/2
= Yn— n— n—1|D / o1
S0 @ 5 -1 = -2l X [yn-1|DI o,
According to Lemma 2.3, 7,1 € Ug since v € Ur and T maps Ug into Ug, and for any n > 2,
-1 — x. < v =TMlx.:  naPIY?|o, < cR.
Thus as k < 1
1] x. < Cy, L HT( —x -1 — -2l x
with C! |, := #22)\3/2 According to (7), we have |,
EPSESY:
(54),

—7lx < T IT() -

’}/H X, Thus, by (52) and
12 X, S

T P2 = P )lsaol P17 2 lsaol[P2(PF, = Py )lseo -1,
(1—r)
™ (1—{—%) ac
T16(1— R)2AY? -2 = Yx.Ivm-1 = Va2l x.
T
" RO&E

K,L c2 HT(7)77|X
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2

: 4 . ™
with C | = S (D) Thus,
Ra?
|2 Py = Py )Py =1 Py P e < (Clp + Cln)—5 1T () = vl lm—1 = me2lx.
The term Py, 1P (P} — P+ )P in (37) can be treated analogously:

Ra?
| PPy (P = P )P |x. < (Cpp + k)~ 1T = Alx -1 = m—2lx..

. 7-(2 —
Hence (36). Then (27) follows with C., j, := 4(1—”);\% >2(1—-L)~Y(CL, +CL ).

We consider now the term P0(y)P; . As 0(y) = P(;E,Y)O(’y)P(;E,Y), we have
PIO(y)Py = P;(P;m - Pj)o(y)(P;m - PP,

Thanks to (7), (52) and (54),
1+k
1-r

1P 0(v) Py

DI (P = P 10 o,

- (1 + k) qa?
T 16(1 — K)2Ao(1 — L)2 ¢2

X, S

2
qo
ST =%,

T =1k, < Curd

This ends the proof.
5.1. Estimate on (15). We consider now the term T'(y) — v and Py yP; .

Lemma 5.4. Let ge Ty and vy € Ur. If PSP, =, we have

\/571'
(38) IT() =lx.  ———zRely —9lx
2(1 - k)N,
and
e w2 2 2
(39) 1Py Py | x. < mq%ug*ﬂx-

Proof. Indeed, we have
T(y)—v = (P} = P )yPS + Pfy(Pf - Pf).
Using (52) and (54) again, as k < 1,

2(1 + k)12
IT(y) = 7lx. < A= n)i2 D122 = )50 VD10
\/§7T
< 1/2ROCH’Y—9HX
2(1— k)N

Concerning the second one, we have

Py APy = P (P — POy (P} — PH)P;.

¥ 2
Then
_ _ 1+k
IP7(T () = )Py x. < 7= MIPIY2(P7 = PD)n 7l
2
™
< mqagﬂg - 7“%{

This ends the proof.

Inserting this lemma into Lemma 5.1, we can get immediately

(48 + 87)R + (48 + 372C 1 )q
E(v)-¢& <C. K, 210 ~[2
[E(y) = €M) L S0 = ") acllg =l
6+ 7)(R + q)a? 5m2(6 + )
<, DB Dac ) e ( (R +qalg — I

(1—r)Xo 41— k)N (1 = L)2

Here we use the fact that R < m < % and C,:lL < %. This gives (15).
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5.2. Estimate on (16). In the above proof of (15), one of the most important ingredients is Eqn.
(54), i.e

a(a,c)

[IDIM2(P = P3)lsey < ala,e)ly — ']l x Iy =] x..

In order to get a better estimate on the error bound of the DF energy and the DF functional, we study
the estimate on | |D|*/?(P; — P}))| By more delicately under the condition g,y €Y.
Before going further, we need the following.

Lemma 5.5. Let he Y and ye Ty, then for any ue H,
(40) [[Wh, Dy — Blulla < 16¢(1 + 5) |2y uf-

Proof. As he Y, the term (1 — A)Y/2h(1 — A)'/? can be written as

(1= A)2h(1 - A)? = Z fire | Dr) (Dr|

k=1

where (¢ )r>1 is an orthonormal basis on H, px € R and Zjil |ten] = |R]y. Then
x ~ ~
h= ) ’¢k> <¢k‘ ;
k=1

with ¢ = (1—A)~Y2¢,. It suffices to show that for any k > 1, | [W|$k><$k| . Dy Jully < 10(142k) |ufp.
We write W, = Wy , + Wy 4 where for any u € H,

Wlﬁu = Py ¥ Wu = J Mdy, W217u _ J v(x,y)u(y) dy

RS lyl re |z —yl
Then [W|d~)k><$k|,D7 —c2p] = [W1,|¢7k><<7>k|’DV —c2p] + [W21 YeAL D., — ¢*]. We study them sepa-

rately. For the term [W; 130) (e ] D, ], we have

[W17|$k><$k|,D7 —2Bu Zlajaj,w 13 (3 |]u + a[W, ,|¢k><$k|,W2ﬁ]u,
j

By Hardy inequality,

a0 y)u(x
DI - | [ BN )

|l
1/2

- /
([l - nas)
On the other hand, we also have

[CALAPRYERN ) f” JVIWI W+t —y) =2) @@= y) @@y g gg

< 2[Vorln < 4|Voulilulw < 4lul.

H

g o]
R3%3 te[0,1]
<4193l [ (elt@lod (o)) lul(v)oy? (o)) dody < dalululole
R3x2
Thus,
(41) 10V, 3,y s D = € Blulln < 4e(l + acq)lulu < 4e(L + x)|Jule.

Now we turn to the term [WW, |$k><$k|’DV —2B]. As |Al g = |A*|s) and using (49) and the
Hardy inequality, we have
Wy, 13,0 (3 Py — € *Bllsey < 2¢(1 + 8)[VWV, 130) (3| lBOD) € ?w, 2130 (] PllB0)-
Notice that

(z = y) ok ()65 (v)uly Voér()ok (y)u(y)
T, ) = [ Ry [T,
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= (leq;k(x)FIU(y)le:cdy) " (J' de@) 1/2

< 2fuf vl

Then we have

|z -y

dxdy

and
f (z — y)v* (2)dn (2) 9} () u(y) drdy
|z —y[?
1/2
(f—'“ L o ) (f PR, dy) < fulpelol
Thus,

VW 13,y @ Wl = 1YWy 150 3, Jullae < 6llull
from which we infer
(42) IWa 1,03, P = By < 12e(1 + k).
This and (41) gives (40). O
Lemma 5.6. Assume that k <1. Then for any v, € Iy,

(16(1 + K)lg =l + (W, Bll530)) -

Qe

@3)  IIDIM2(Pf = P))lsgn < —————5
gl v JIB(H) 2e(1 — n)1/2/\g/2

Proof. First of all, we recall that
a [T
dP;h = 7 (D7 —iz2) T 'W (D, —i2) " dz.
T

As o(|D4|) > 0, from the following 1dent1ty

+00
J (D, —iz)"%dz = 0,

—0o0
we infer
+ a [T - =1 |
dPJh = 7 Jﬁoo (Dy —i2) " [Wh, (Dy —iz)"]dz
a [t®
(44) =) (D, —iz) YD, —iz) Wy, D,](D, —iz)"'dz

Proceeding as for (35) and using (44), we can get

||DIM2dPS by < I[Wh, Dyl 5(30)

2¢2(1 — 1/2 )\3/2
Q¢
S 3/2
2¢(1 — n)l/Q)\O/
To end the proof, it is easy to see that

(45) (16(1 + &) [Ally + cl[Wh, Bllse)) -

1
P;r — P;Z = L de T )('y —~")dt.
This and (45) give (43). O
Replacing Eqn. (54) by Eqn. (43) in the proof of Lemma 5.4, we obtain
Lemma 5.7. Assume that k < 1. Let ge Ty, v €Ur and g,y €Y. Then if P/ P} =, we have

20.R
(46) 7(2) ~lx, < % (321 =y + el Wy Bl s0)
- 0

and

B azq 2
(47) 1Py vPy | x. < 3301 — PN (3219 = Ally + ¢l[Wo—r, BllB20))~ -
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Inserting these two inequalities into Lemma 5.1, we infer

5(6 2
(1— H)‘EA;?(? _1)? (R+0) 77 (8219 = vy + clWyr, Bll500))”
0

[E(y) =€M) <
This gives (16).

APPENDIX A. SOME TECHNICAL ESTIMATES

In this section, we list some basic estimates used in this paper taken from [20]. The difference is
only because of the change of units for Z, o« and c.

Lemma A.1. [20, Lemma 2.6] Let v € X.

(1)
(48) IWa sy < 5lvlx < - lhlx
(2
(19) Wyl < 2yl IVl < 20t p1 20,
(3) Let yeT'y and k(a,c) < 1. Then
(50) (1= Al PP < Dy < (1 + K(a, )’ D[,
As a result,
(51) (1= (e, 0)[D] < [Dy] < (1 + (e, )| D]

(4) Let ve T, we have
(1 + k(a,c)?

52 D|'"2PEu|y < ——2_||D|Y?u 5.

(52) DRl < (T e D 2l
(5) Let yeT', and max(q, Z) < ﬁ, then

(53) inf |o(D,)| = AAo(a, ¢) = (1 — max(aeq, Z¢)).

Recall that T'(y) = PP

Lemma A.2. [20, Eqns. (2.13) and (2.15)] Assume that x(o,c) < 1. Let a(a,c) = Fae(l —
(o, €)Y Xo(a, €)Y, Then
(1) For any v, €T,

a(a,c
654) D2~ Pl < ale el —vlx < 22D — v,
(2) For any v €Ty, we have T'(y) € Ty and
1 a(o, c)q
65 IT0) - Tlx. < 20(0.0) (TP + L5 0) = 2l ) 1T0) = 1.

APPENDIX B. BOUNDEDNESS OF THE EIGENFUNCTIONS.

In this paper, we also need a priori estimates on H' norms for the eigenfunctions of the DF operators
D, and the ep-HF operator Pg+ DWP; . For any wave function 1 : R?® — C*, we split it in blocks of
upper and lower components:

e
(56) P = (Zm), with M), @ R® - €2
For any density matrix v € X, we also split its kernel vy(z,y) in the blocks:
(57) v(, ) = (71,1 71,2) , with 7 R3x R® - My(C), i,j=1,2.
V2,1 V2,2

We have the followings.
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Lemma B.1. Let yeI',. Let ¢ be a normalized eigenfunction of operator D., with eigenvalue —c* <
A < 2. Under Assumption 2.8, there are constants K and K' independent of o and ¢ such that
/

(58) [l < K, [0 < =
Furthermore, for any ' € T'y satisfying 0 < ' < 1 c2y(D~),
Ily < K?q.
Proof. The proof is essentially the same as in [12, Lemma 7 and Theorem 3]. As
(59) Do = A,
we have

IDY]3 = (A + V' — aWy )| 3.
Thus according to the Hardy inequality and |\| < ¢,

AHeld, + EIVeld, < vlf + 4a(Z + O [Vl + 40*(Z + 0)* [V |3,

Thus,
4a(Z + q) 1/2
S|—— .
Vo< ({220
As ||¢|% = 1 and according to Remark 2.6, we know there is a constant K > 0 such that

[¥]m < K.
Let £ := —i(o - V). Then (59) can be rewritten as

c£1/)(2) o V’l/)(l) + (p’y " i) ,l/)(l) 7J\ ’}/111(:07y)’l/)(1) (y) + ’}/112(507y)’l/)(2) (y) dy _ ()\ o 02),‘/)(1),
R3

|| |z -yl
1 1 (2, 9) W (y) + y2.0(z, )P (y
(60) cgw(l) _ V¢(2) + (m * m) 1/)(2) _ J 3 Y2,1(,y) (|; Z|22( ) ( )dy = (A + 02)1/)(2),
R _
Dividing by A + ¢? the second equation of (60), we get
@) ¢ M ¢ LY
(61) 6Pl < 5o ey Ol + o Wl < =

For the second estimate, according to (6), we rewrite v’ as

+o0
V= s ) (W
j=1

where p; > 0, Z;ﬁ p; = g and v; is the normalized eigenfunctions of D, with eigenvalues 0 < \; < 2.

Thus,

+o0
IVl < ) slleslin < Kq.
j=1

This ends the proof. ]
We turn to prove the boundedness of the eigenfunctions of the DF type operator Pg+ Dng+ .

Lemma B.2. Lety,g€T'y. Let be a normalized eigenfunction of operator PngD.YPgJr with eigenvalue

—c2 < XA < . Under Assumption 2.8, there are constants K and K’ independent of o and ¢ such that
!/

(62) ol <K, 6@ < X
Furthermore, let v € Fég) satisfying 0 < o' < 1(g,c2) (P Dy P;1), then
IVly < K?q.

Proof. Tt is easy to see that P;"y = 4. As PFD P} = D,P; + PfW,_ P, we have
(63) PID Pl = Dygtp + P W, _gtp = M.
By Lemma A.1,

[Py We—gtllae < [Wy—gtblla < 4q[ V)3
Then,

D¢l = (A + @V — aWy = PFW, )|
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Proceeding as in the proof of Lemma B.1 for (63), we know that under Assumption 2.8, there is a
constant K > 0 such that

/

K
|9l < K, [9® ] < — and [y < K?q.
]
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