
HAL Id: hal-03926906
https://hal.science/hal-03926906v1

Submitted on 6 Jan 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Measuring the effect of collaborative filtering on the
diversity of users’ attention

Augustin Godinot, Fabien Tarissan

To cite this version:
Augustin Godinot, Fabien Tarissan. Measuring the effect of collaborative filtering on the diversity of
users’ attention. Applied Network Science, 2023, 8, �10.1007/s41109-022-00530-7�. �hal-03926906�

https://hal.science/hal-03926906v1
https://hal.archives-ouvertes.fr


Measuring the effect of collaborative filtering on

the diversity of users’ attention

AugustinGodinot Fabien Tarissan

Abstract

While the ever-increasing emergence of online services has led to a
growing interest in the development of recommender systems, the algo-
rithms underpinning such systems have begun to be criticized for their
role in limiting the variety of content exposed to users. In this context,
the notion of diversity has been proposed as a way of mitigating the side
effects resulting from the specialization of recommender systems. In this
paper, using a well-known recommender system that makes use of collab-
orative filtering in the context of musical content, we analyze the diversity
of recommendations generated through the lens of the recently proposed
information network diversity measure.

The results of our study offer significant insights into the effect of al-
gorithmic recommendations. On the one hand, we show that the musical
selections of a large proportion of users are diversified as a result of the
recommendations. On the other hand, however, such improvements do
not benefit all users. They are in fact mainly restricted to users with a
low level of activity or whose past musical listening selections are very
narrow. Through more in-depth investigations, we also discovered that
while recommendations generally increase the variety of the songs recom-
mended to users, they nonetheless fail to provide a balanced exposure to
the different related categories.

1 Introduction

The ever-growing quantity of information and data available on online platforms
has led to the need for efficient and reliable methods to filter this information.
To this end, recommender systems have been introduced in different contexts,
ranging from email filtering [1] to news exposure on social media platforms [2],
purchasing recommendations on online stores [3], and generating playlists in
streaming services [4]. The popularity of such systems lies in their ability to
efficiently filter a high number of items to ensure that users are only presented
with a few relevant ones.

While there has been a growing interest in developing such systems, the al-
gorithms underpinning them have begun to face challenges, partly due to the
over-personalization of their recommendations. Concerns have also been raised
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regarding the impact of algorithmic recommendations on users’ behavior. Re-
cently, for instance, news recommender systems have been criticized for their
role in the appearance of echo chambers and the spread of fake news [5]. In
this context, diversity has been proposed as a way of mitigating the side effects
resulting from the specialization of recommender systems [6]. However, while
the scientific community usually agrees when it comes to the usefulness of di-
versity, little is known about how classic recommendation paradigms relate to
the diversity of the content exposed to users.

This paper makes a significant step in this direction by analyzing the impact
of a classic recommendation approach, namely the Collaborative Filtering via
Matrix Factorization for Implicit Datasets [7], in relation to diversity. By con-
ducting random walks on a tripartite graph that describes the relation between
users, products, and categories, we were able to quantify the diversity of users’
attention [8] in relation to the categories before and after recommendations.
We applied this approach to a dataset that records user activity on an online
platform featuring musical content [9] and study the impact the parameters of
the model have on different aspects of the diversity of recommendations.

Our results show that the relation between algorithmic recommendations
and diversity is complex. On the one hand, and in contrast with claims about
the effect of algorithmic recommendations on limiting the diversity of content
exposed to users [10], we show that recommendations do not necessarily limit
diversity. On the contrary, the musical selections of a large proportion of users
are in fact diversified by algorithmic recommendations. Moreover, we observe
that diversity also increases with the number of items recommended.

On the other hand, however, such positive outcomes are mitigated by the
fact that this trend depends strongly on the user’s profile. First, diversity mostly
increases for users with a low level of activity on the platform or whose past
musical listening records are very narrow in scope. Second, by investigating
in greater depth the recommendations exposed to users for whom diversity is
increased, we were able to reveal which facet of the diversity is improved by
collaborative filtering. If the recommendations generally increase the variety
of the songs recommended to users, they nonetheless fail to provide a balanced
exposure to the different related categories. When it comes to diversity, the
extent to which recommendations fit in with a user’s musical habits actually
proves more important than the diversity of the recommendations itself.

We believe that our proposed method, the practical investigation we carried
out on a collaborative filtering approach and the results we obtained on a real
dataset all serve to offer a new perspective on how researchers can leverage
network structures to examine the ethical effects of recommendation algorithms.
It is worth noting here that we tested this approach on music exposure but we
believe it could be applied to any other context with a similar network structure,
thus paving the way for more general and systematic studies that would shed
light on the effect of recommender systems on diversity.
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Paper outline

After reviewing in Section 2 the existing literature on recommender systems
and their relation to diversity measures, in Section 3 we provide details about
the recommendation system we studied in this paper and the network science
approach we used to measure its effect on diversity. In Section 4, we apply this
approach to a specific dataset which records user activity on an online platform
featuring musical content, before demonstrating the results achieved. Finally, in
Section 5 we conclude the paper and propose possible avenues for future work.

2 Related work

The question addressed in this paper falls within two independent lines of re-
search: defining the notion of diversity in order to derive diversity measures,
and analyzing recommender systems. Our approach relies on recent advances
in both fields.

2.1 The concept of diversity

Independently from the analysis of the effect of recommender systems, diversity
has been the subject of a wide variety of research studies in many different con-
texts and the question of which diversity measure should be used is a recurrent
debate [11]. These range from ecology [12] to economics [13] and information
theory [14], to name just a few. In this line of research, there is a long tradi-
tion of proposing different indexes to quantify the diversity of a system. We
could cite, for instance, the well-known Shannon and Rényi entropy, the Gini
coefficient or the Hirschman-Herfindahl index.

In his seminal paper [15], Stirling observed that although the concept of
diversity depends largely on the system being studied, common traits can be
identified. Diversity is an irreducible property of a system (and not only of its
parts) that can be expressed as a combination of variety, balance, and disparity.
In Stirling’s own words, variety is the number of categories into which system
elements are apportioned; balance is a function of the pattern of apportionment
of elements across categories; and disparity refers to the way and extent to which
the elements may be distinguished.

Continuing from Stirling’s work, the authors of [8] developed a theory of
diversity measures and introduced a general methodology to formally quantify
the different aspects of diversity as soon as the system under consideration can
be represented as a network. This method relies on the distribution generated
by random walks on a network that captures how the nodes from one layer
(typically users) are related to the nodes from another layer (such as categories
of products). By measuring the extent to which such a distribution differs from
a uniform distribution, the authors define the α-diversity as a measure of the
diversity of a system at different orders (see Section 3.1 for more details).

Interestingly, the different orders of the diversity directly refer to two of
the three facets highlighted by Stirling. In particular, the 0-diversity captures
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the variety of a system exactly, while the ∞-diversity captures its balance.
Any other value of α is then an attempt to take those two dimensions into
consideration in the measure. For this reason, we chose to follow this approach
by using the 0, 2 and ∞-diversity in the rest of our study.

2.2 Recommender systems and diversity

When it comes to recommender systems, the technique most commonly used
to measure diversity is based on intra-list dissimilarity [16], in particular in
the context of the diversity of music recommendations [17, 18], which is the
context studied in this paper. Given a set of items i ∈ Iu listened to by a user
u, a dissimilarity metric d(i, i′) between items i and i′ is constructed. When
evaluating recommendations, it is then common to derive d from the cosine
similarity between the matrix factorization latent vectors of i and i′ [19] and to
take the average over all pairs (i, i′). Other metrics can be used, however, such
as the inverse Pearson correlation [20] or the hamming distance [21].

As an alternative, when matrix factorization is not used, the authors of [22]
used a community embedding model to obtain such vectors. Likewise, instead
of taking the mean of the dissimilarities, one could use the maximum over any
Iu k-subset of the minimum pairwise distance [23]. Another diversity measure,
used in particular when metadata (such as tags or categories) are available, is
the topic coverage [24]: the diversity relates to the number of topics reached
by a user through the items he/she listens to. Dissimilarity metrics and topic
coverage usually measure the individual diversity of each user, but they can also
be computed over all the items listened to by all the users, leading to a measure
of the collective (or aggregate) diversity [25].

Most studies have focused on dissimilarity to incorporate this notion into
recommendations. However, when it comes to the notion of balance or the use
of such properties to analyze the effect of recommendations, little is known.
One of the few works to have leveraged the volume of user-item interactions
and item-tag strengths to capture the notion of balance is [26], while [27] is the
only recent work to have studied the effect of the parameters of a model on the
diversity of recommendations.

To the best of our knowledge, the work presented in this paper is the first
attempt to build on this extensive literature on diversity in recommender sys-
tems in the light of the new network science approach introduced in [8], in order
to analyze the effect of a recommender system (and particularly its parameters)
on both the variety and the balance of the content exposed to users.

3 Diversity in multi-partite graphs and recom-
mender systems

When studied in fields such as ecology or economics, diversity metrics have his-
torically been derived from probability distributions. In certain situations, such
as the distribution of income or species, obtaining such distributions can be
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straightforward. In most cases, however, it requires a detailed understanding of
the field and choosing between different possibilities remains largely subjective.
In the case of musical content, for instance, would it be more relevant to ana-
lyze diversity in relation to the distribution of the songs listened to by a user,
the musical categories to which they belong, the dissimilarity of the songs, or
another aspect?

The work set out in [8] provides a framework for guiding such choices when
the data can be represented as a Heterogeneous Information Network. In this
section, we introduce this formalism (Section 3.1), before then describing the
particular recommender system that will be the focus of our study, namely
the Collaborative Filtering via Matrix Factorization for Implicit Datasets [7]
(Setion 3.2).

3.1 A formalism to analyse diversity

3.1.1 Tripartite graphs and random walks

A tripartite graph is a graph whose nodes can be divided into three disjoint sets
such that two nodes of one set cannot be connected by an edge. In perspective
of using tripartite graphs in the context of users (U) listening to songs (I)
related to musical categories (C), we restrict tripartite graphs to the case T =(
U, I, C,EIU , E

C
I

)
, with EIU ⊆ U × I and ECI ⊆ I ×C1. In addition, weights can

be assigned to edges by defining the associated weight functions: wIU : EIU → R+

(the number of times a user has listened to a song) and wCI : ECI → R+ (the
strength of the relation between a song and a musical category). For any node
v we denote by N(v) the set of its neighbors, d(v) its degree and dw(v) its
weighted degree2. An example of such a tripartite graph is given in Figure 1.

Once represented as a tripartite graph, one would like to analyze how the
induced relation between bottom (users) and top (categories) nodes are dis-
tributed. To do so, we rely on random walks on the tripartite structure.
For every node v, we define the probability to reach a neighbor z ∈ N(v) as

pv→z = w(v,z)
dw(v) . Then, for each bottom node u ∈ U and top node t ∈ C, we

define the probability pu→t to reach t from u through I as:

pu→t =
∑

i∈N(u)∩N(t)

pu→ipi→t (1)

If we repeat this process for each bottom node, we obtain the bipartite pro-

jection Pr(T) =
(
U,C,ECU , wECU

)
of the tripartite graph into a bipartite graph

where ECU is the set of edges between bottom nodes u and top nodes t such
that there exists a path from u to t trough a middle node v ∈ I. The weights
of the resulting edges are the transition probabilities pu→t (see Figure 2 for the
induced projections and transition probabilities of users U1, U2 and U3 from
Figure 1).

1In general, a tripartite graph could have a set EC
U ⊆ U × C.

2Formally, for v ∈ I, we distinguish the set of C neighbors from the set of U ones.
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One of the strengths of this approach is that it provides a sound and in-
terpretable way to extract different probability distributions from a user–song–
category tripartite graph. In this paper, we consider a random walk restricted
to the paths from U nodes to C ones, the aim being to obtain the distribution
of the categories related to a user through his/her listening habits (weighted
by the play count). This is similar to the work conducted in [26]. Doing so,
we measure the individual diversity of a user but the framework could also be
used to extract other distributions that reflect on other aspects of diversity. For
example, it could be used to measure the collective (or aggregate) diversity of
a set of users by initiating the random walk from the (weighted) set of users
instead of an individual one (see [8] for a complete review of the possible uses
of this framework).

3.1.2 Diversity of users’ attention

We base our diversity index on the true diversity of order α (or Hill Number)
Dα(p) [28, 29]. The aim is to distinguish between a perfect situation in which
all categories are reached uniformly by the users (highest diversity) and a worst
situation in which few categories capture all the links (lowest diversity). More
formally, for any probability vector p (pi ∈ [0, 1],

∑
i pi = 1) and positive α, we

define Dα(p) as:

Dα(p) =

(
k∑
i=1

pαi

) 1
1−α

if α 6= 1 and D1(p) =

(
k∏
i=1

ppii

)−1
if α→ 1 (2)

We then derive the α-diversity of a user’s attention u ∈ U as:

α−diversity(u) = Dα((pu→t)t∈C) (3)

A straightforward interpretation of the α-diversity is that a high value indi-
cates that a user reaches a wide range of categories almost uniformly, while a low
value indicates a concentration of his interest towards a small and unbalanced
number of categories.

However, this interpretation also depends on the order at which the diversity
if measured. Interestingly, depending on the values of α, this diversity index
expresses well-known diversity measures:

• α = 0 is exactly the richness diversity [30, 31], which captures the notion
of variety as defined by Stirling [15].

• α = 1 is related to the Shannon entropy [32, 33] (H(p)):

H(p) = log2(D1(p))
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• α = 2 is related to the Herfindal-Hirschman diversity [34] (HHI(p)):

HHI(p) =
1

D2(p)

• α = ∞ is related to the Berger-Parker diversity (BBI(p)) [35] and cap-
tures the notion of balance:

BPI(p) =
1

D∞(p)

Going back to the example of Figures 1 and 2, one can see the interest of
the different orders of diversity in order to differentiate between variety and
balance. If one focuses on user U1 for instance (Figure 2a), one could clearly
state that this is the most diverse user as he reaches all five categories of the
tripartite graphs. This is captured by the 0-diversity (D0(U1) = 5) which is the
highest value in the example (D0(U2) = 4 and D0(U3) = 3).

However, if one is interested in a balanced (or uniform) distribution of the
relation between users and categories, one can clearly observe that U1 is far
from diverse since C1 attracts almost all the paths starting from this user.
This is clearly captured by the ∞-diversity which is close to the lowest value
1 (D∞(U1) ∼ 1.09). To that regard, although U3 reaches only 3 categories
(Figure 2c), the induced transition probabilities are completely uniform. This
results in a∞-diversity which is clearly higher (D∞(U3) = 3) and U3 is actually
the user that presents the most balanced profile in the example (D∞(U2) = 2.5
in comparison).

Finally, U2 (Figure 2b) is the user that presents the best profile if one wants
to take into consideration both variety and balance in the diversity measure.
Although the user is related to less categories than U1 and that the distribution
probabilities issued from the random walks are not as uniformly distributed than
the ones issued from U3, his profile is sufficiently wide and balanced for obtain-
ing the highest 2-diversity of the example: D2(U2) ∼ 3.33 while D2(U1) ∼ 1.20
and D2(U3) = 3.

Having these observations in mind, in the rest of the paper we will system-
atically study the α-diversity for α = 0 (variety), α = ∞ (balance) and α = 2
which is a way to take into account the two dimensions. This will provide a
more comprehensive picture of the impact of recommender systems on those
different facets of diversity.

3.2 Collaborative filtering

3.2.1 The model

In addition to the set U and I, let R = {rui | u rated i} be the matrix describing
the preferences of users as regards the items. When an item i has never been
listened to by a user u, we assume rui = 0, otherwise we take the play count.
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We define cui as the confidence the model has in the proposition ”the user u
likes the item i”. Because there is no canonical relation between rui and cui we
will use a simple model as suggested in [7]. This model is defined in Equation 4
(with µ ≥ 0) where the variable pui is introduced to describe whether a user
likes an item or not. We consider that as soon as a user listens to a song, he/she
is prone to like it, therefore pui = 1.

cui = 1 + µrui and pui =

{
1 if rui > 0
0 otherwise

(4)

As with classic matrix factorization, we assume that each user u (resp. each
item i) can be represented by a column vector of latent factors xu (resp. yi).
We name x = (xu1 . . . xun) (resp. y = (yi1 . . . yim)) the matrix of user factors
(resp. item factors) and p̂ui = xTu yi the estimator of pui. The values x∗ and y∗

of the latent factors are computed by minimizing the weighted mean squared
error between pui and its estimator p̂ui.

x∗, y∗ = min
x,y

∑
u,i

cui
(
pui − xTu yi

)2
+ λ

(
‖x‖22 + ‖y‖22

)
(5)

In order to prevent the model from overfitting the training data, we add a
regularization term with λ ≥ 0 and ‖x‖2 =

√∑
k

∑
l x

2
kl the Frobenius norm. To

recommend a set of items to a user u, we first select a set of candidates Iu. This
set contains all the items i a user did not listened to: Iu = {i ∈ I | rui = 0}.
These items are then sorted by decreasing order of p̂ui. Finally, the recom-
mended items are the k-best items in the sorted candidates list Iu.

3.2.2 Training and evaluation

The model in 5 is optimized with a Regularized Alternative Least Squares method
as described in [7]. However, each least square problem (which is equivalent to
solving a linear system) is solved via Conjugate Gradient Descent [36].

Finally, the evaluation is conducted as follow. We first randomly select a
proportion β of users in U , and name the resulting set Usel. Then, for each user
u ∈ Usel, we randomly select a proportion of items previously listened to by u
(ie. with rating rui > 0) and add the corresponding ratings in the global user–
item test set Rtest. All the remaining ratings are used to create the training set
Rtrain = R\Rtest. Finally, we make sure that while sampling items listened to
by a user u, at least one item stays in the train set. This results in a testing
set Rtest in which all the users have been encountered during training, thus
eliminating the cold start problem. Assuming that the goal of a recommender
system is to produce ordered lists that best match the preference of a user,
we assess the performance of the model with the Mean Normalized Discounted
Cumulative Gain. Given a recommended list of items Lu = (i1, . . . , i|L|), ordered
by their score p̂ui, we define the Discounted Cumulative Gain (DCG) in 6. To
obtain the Normalized Discounted Cumulative Gain (NDCG), we generate an
ideal recommendation list Lu,ideal with the test data (the user’s most listened
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items sorted by decreasing play count).

DCG(Lu, u) =

|L|∑
k=1

ruik
log2(i)

and NDCG(Lu, u) =
DCG(Lu, u)

DCG(Lu,ideal, u)
(6)

4 Analysing the effect of collaborative filtering
in terms of diversity

This section presents the results we obtained by using the approach presented in
Section 3 in the context of a dataset recording user activity on an online platform
featuring musical content. We first present the general setting (Section 4.1), be-
fore investigating different questions: how diversified are the recommendations
and what is the impact of the parameters (Section 4.2)? What is the effect
of the recommendations on users’ diversity (Section 4.3)? How to explain the
differences in the way recommendations affects users’ diversity (Section 4.4)?

4.1 Experimental setting

4.1.1 Dataset

The dataset we used comes from the Million Song Dataset project [9]. To
create the first two layers of the triparite graph and the user–item links, we
used the Echo Nest user taste profile dataset of the project. It features triplets
of (user, item, play count) that describe how many times a user has listened
to a given song. To add the third layer of the tripartite graph and create the
item–category links, we used the last.fm dataset of the project. It contains
(item, tag, strength) triplets that describe the tags associated to each song with
their strength. Furthermore, in order to obtain a coherent tripartite graph, we
performed the following operations: we selected only the 1, 000 most popular
tags3, deleted songs with ambiguous identifiers 4, and deleted songs with no tag
and users with no songs. Finally, in order to reduce the training time of our
models, we randomly sampled 100, 000 users and their recorded items.

4.1.2 Implementation

We ran all of the experiments using the Python programming language on a 40
cores Intel Xeon server, equipped with 256 GB of RAM. We used the package
lenskit [37] to instantiate, train and evaluate the recommender system. The
code is available on GitHub 5 along with instructions to install and run it.
Following the test procedure described in Section 3.2, the dataset was split in
5 user folds, using the leave-one-out strategy to create the train/test datasets.

3This step was necessary to avoid misleading interpretations due to the inconsistency of
the use of the tags in the dataset.

4See http://millionsongdataset.com/blog/12-2-12-fixing-matching-errors/.
5https://github.com/grodino/recodiv
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The hyper-parameters were then chosen to empirically maximize the average
Normalized Disconted Cumulative Gain, which resulted in 512 latent factors,
µ = 40 and λ = 5 ∗ 10−3. Unless stated otherwise, those are the values used in
the rest of the paper. When studying particular users the first fold was used.

4.1.3 Tripartite graph of the recommendations

To evaluate the diversity of the recommendations, we define a second tripartite
graph Tr. In this graph, the links between songs and categories are the same
as in the dataset but the links between the users and the songs now represent
the recommendations (instead of the musical record of the user). In addition,
to account for the impact of the position rank(i, u) of an item i in the list Lu
of recommendations generated to user u, the weight of the corresponding u–
i link in the tripartite graph is set to |Lu| − rank(i, u). The diversity of the
recommendations Lu exposed to a user u is therefore the α-diversity of u in
Tr. Finally, to differentiate between the two tripartite graphs, we will refer to
the organic diversity of a user as his/her diversity before being exposed to the
recommendations.

4.2 Analysis of the recommendations

4.2.1 Diversity of the recommendations

First, we investigate the properties of the recommendations in terms of diversity.
Figure 3 presents the recommendation diversity (for k = 50 recommendations
and α = 0, 2 and ∞) with respect to the organic diversity of each user. The
users’ volume (the sum of the play counts of all items the user has listened to)
is represented by a color in a log scale6.

This figure provides several pieces of information. First, we can observe that
there is no strong relation between organic diversity and recommendation diver-
sity since low organic diversity does not necessarily lead to low recommendation
diversity. Some users with a low organic diversity are exposed to diversified
recommendations, while others have a narrower exposure. In addition, and
whatever the order of the diversity, we can observe that the recommendations
tend to be more diverse than the organic ones7. This is particularly true for
the variety captured by α = 0, but it can also be observed (although to a lesser
extent) for α = 2 and α =∞.

However, one can clearly see that this relation depends on the value of the
organic diversity. As this value increases (for all values of α), it becomes more
difficult for the recommendations to reach the same level of diversity.

6Because the model is only trained on a subset of the dataset, the organic diversity and
the volume are computed on the train dataset.

7This observation stands as soon as a minimum number of items are recommended.
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4.2.2 Impact of the parameters of the model

As regards the impact of the parameters of the model, it has been suggested
that there is a trade-off between the usual notion of performance (engagement
or accuracy) and the notion of diversity [38]. To investigate this relation, in
Figure 4 we show how the number of latent factors impacts the diversity8 of
the recommendations exposed to the users, along with the model performance
(measured by the NDCG, in black dashed lines).

As expected, it can be observed that when the number of latent factors
increases, so does the performance of the model. With more latent factors,
the model is efficient in recommending items related to the user’s past musical
record. However, this efficiency has a clear effect on diversity, which decreases
when the number of latent factor increases, except for a particularly low number
of recommendations (k = 10) and for α = 0. In this situation, there does
seem to be a trade-off between performance and diversity. This supports the
observations made in [38] and clarifies the effect: the suggested trade-off can be
observed for the variety but vanishes as soon as the balance exposure is taken
into account in the diversity measure.

4.3 Effect of the recommendations on users’ diversity

Figure 3 presented in Section 4.2 reveals that a list of recommendations can
be diversified, even for users whose past musical records are narrow in scope.
However, this plot does not provide any information on the real impact of the
recommendations on users’ musical habits. How diverse are the user’s listening
habits after being exposed to the recommendations? To investigate this question,
for each user we computed the diversity increase, which is defined as

∆α = Dα(Tt,r)−Dα(Tt) (7)

where Tt is the tripartite graph associated to the training dataset and Tt+r the
tripartite graph in which we added the recommendations. Thus a positive value
of ∆α indicates that the recommendations have improved the musical habits of
a user in terms of diversity, while a negative value indicates the opposite effect.

It is worth noting here that, in order for this diversity measure to make
sense, one has to carefully adapt the weights in Tt+r and in particular to derive
a relevant notion of play count for the recommendations. We chose to use a linear
relation between the weight and the rank. Assuming that a user would listen
to as many recommendations as the number uv of items he/she has listened to
and that the last item recommended is not listened to (w(u, inr ) = 0), we used
the following weight function:

w(u, i) =
2uv

k(k − 1)
(k − rank(i, u))

8The values have been normalized in order to ease the comparison.
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This choice clearly hides a simple user model and other choices could be
investigated. In particular, one could use the models proposed in [39] that
account for the saturation effects in the diversity of users’ attention.

Figure 5 presents the distribution of the diversity increase (with α = 2)
for different numbers of recommended items (k = 10, 50, 100). Surprisingly,
contrary to what Figure 3 suggested, the musical listening habits of most users
are diversified by the recommendations. Even with only ten items recommended,
there is a positive increase for more than 89% of users. However, the log-scale of
the y-axis could be misleading and one could object that the increase, although
mostly positive, is relatively small. This does in fact prove to be the case and one
can observe that the mean increase is always lower than 10, even for hundreds
of recommendations.

To achieve a more detailed and comprehensive picture of the effect recom-
mendations have on users’ diversity, in Figure 6 we have plotted the diversity
increase for different numbers of recommendations (k = 10, 50, 100) and differ-
ent orders of diversity (α = 0, 2,∞) for all users. The effect of the number of
recommendations on the diversity of users’ attention is clear: diversity increases
with the number of items recommended (from left to right) for all diversity or-
ders. However, one can also observe that the capacity of the recommendations
to improve users’ diversity is closely related to the users’ profiles. Such an in-
crease can mainly be seen in users that listen to a small number of songs (darker
dots on the plots). For very active users or those with broad musical listening
habits, the recommendations barely have any positive increase.

The plots also reveal that the recommendations do not have the same effect
when diversity is considered in terms of variety or balance. In relation to variety
(α = 0, top row), we can see that the recommendations improve diversity even
with very few recommendations (k = 10). This is not the case for other diver-
sity orders. This suggests that the main effect of the recommendations is to
introduce new categories into users’ musical habits. As soon as balance is taken
into account in the measure (middle and bottom row), the recommendations
are less effective in increasing diversity.

These results indicate that collaborative filtering impacts the diversity of
musical listening habits in a specific way. To study this relation in greater
depth, we will now investigate exactly how the recommendations affect users’
diversity.

4.4 Examining the effect of representative recommenda-
tions

We will conclude this section by presenting the cases of some specific users.
This will shed light on the relation between recommended items and users’ past
musical records, and how, as a result, recommendations have different effects on
users’ attention. In Figure 7, we present four users whose past musical records
are either narrow (left column) or diverse (right column) and for whom recom-
mendations (k = 50) generate either a decrease (bottom row) or an increase (top
row) in diversity (α = 2). For each user case, the top part of the plot displays
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the proportion of the categories of the past musical record (left blue line) and of
the recommendations (right orange line) independently, while the bottom part
shows the distribution of the categories as a result of the recommendations, that
is after the user is exposed to the recommendations. It is worth noting that,
to ease the comparison between the different cases, we only display the most
important categories 9. Finally, users presented in this picture are also visible
in Figure 6 with their respective red marker.

This figure reveals some interesting aspects in terms of how recommenda-
tions impact users. First, in all four cases, a significant fraction of the musical
categories associated with the recommendations are completely new to the users,
thus increasing variety. This is obvious in Figures 7a, 7b and 7c, even if only
the main categories are displayed. In Figure 7d, the new categories belong to
less dominant categories, thus not visible in the distribution. To support this
observation, we computed the proportion of new categories when a positive in-
crease is observed in the whole dataset: on average, a positive diversity increase
(for α = 2 and k = 50) leads to 322 new categories. This more than quadruples
the number of categories of the past musical record of an average user.

Second, we can observe that users with a similar profile in terms of organic
diversity might be differently affected by recommendations. The real effect of
the recommendations relies strongly on how they fit in with the users’ musical
habits. For user fdeb (bottom left), for instance, the most recommended cate-
gory, hiphop, corresponds to the main category in his/her past musical record.
This completely unbalances the musical landscape of this user, whose musical
record was already largely restricted to hiphop music.

By contrast, the musical exposure of user dbc1 (top left) is diversified as a
result of the recommendations, although he/she also has one particular musical
focus: progressive metal and progressive death metal. One reason for this is
that those categories barely appear in the list of recommendations (only metal,
related to the former, is highly represented). Instead, the recommendations
expose other new or less dominant categories in the user’s past musical record
(such as alternative or gothic metal). This provides a far more balanced range
of musical categories, leading to a higher diversity.

One might wonder whether this effect could be due to the fact that those
users have a low organic diversity to begin with. The study of users 4c0b
and ac10 (right column) show this is not the case. Both are highly active
users (respectively in the top 7% and top 25% of the most active users on the
dataset) with a very high organic diversity (top 2%). Yet, they both experience
a completely different impact of the recommendations exposure : while the four
main categories of user 4c0b (triphop, indie, rock and electronic) are also the
four main categories of the recommendations, thus unbalancing the range of
musical categories to which he/she is exposed, the musical record of user ac10,
on the contrary, is broadened by the recommendations due to the more nuanced
musical exposure. In particular, on can notice that indie (his/her most listened
categories) is one of the least recommended.

9The reader might refer to the inset for a larger part of the final distribution.

13



5 Conclusion & perspectives

In this paper, we have investigated the impact recommender systems have on
the diversity of users’ attention. Specifically, we examined a recently proposed
framework that exploits the relations between users, items and categories to
measure the diversity of a user’s attention. By applying a collaborative filtering
approach to a dataset that records users’ past musical records, we were able to
undertake a detailed analysis of how recommendations affect diversity in this
context.

The results presented in this paper all show that recommendations tend to
have a relatively high degree of diversity (Figure 3) and globally improve the di-
versity of most users (Figure 5). However, there are some limits to this capacity
to diversify users’ musical habits. First, it usually undermines the performance
of the models (Figure 4). Second, this improvement does not benefit all users.
Rather, it is limited to users with a low level of activity or whose musical records
are narrow in spectrum (Figure 6). Finally, when recommendations do success-
fully improve diversity, this is mainly due to the discovery of new categories close
to the musical records of users, which enhances variety. It usually fails, however,
to provide a balance exposure to the different musical categories (Figure 7).

These results are in line with recent papers identified key complex effect
of algorithmic recommendations in the context of musical platforms, although
using different approaches. In particular, it is worth noting that [40] also specif-
ically identified that algorithmic recommendations are more effective for users
with a lower organic diversity, while [41] showed that if recommendations tend
generally to drive new exploration of least popular content (hence increasing va-
riety), such effect primarily depends on the users mode of consumption. These
results, along with the ones presented in this paper, all show that when it comes
to diversity, the extent to which recommendations fit in with a user’s musical
habits actually proves more important than the diversity of the recommenda-
tions itself.

We believe that the method proposed in this paper, as well as the practi-
cal investigation conducted on a collaborative filtering approach, applied to a
real musical dataset, shed new light on how researchers could leverage network
representations to examine the ethical effects of algorithmic recommendations.
This approach calls for future investigations, two of which are discussed below.

5.1 Individual vs. collective diversity

By focusing on individual diversity (that is, the diversity computed from one
node of the network), we were able to highlight the impact recommendations
have for each individual user. We then used the average computed across all
the individual diversities to measure the impact the recommendation algorithm
has from a global perspective. However, this approach fails to uncover certain
situations that could be intuitively described as not diversified. For example, if
a very diverse subset of items were systematically recommended to all users, the
average individual diversity would be measured as high, although one could ar-
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gue that this is extremely undiversified from a global perspective since a unique
subset is exposed to all users. Fortunately, the framework we used in this pa-
per makes it possible to detect this situation by measuring collective diversity
in addition to individual diversity. Analyzing the effect of recommendations
through these collective lenses would undoubtedly provide some meaningful in-
sights. This approach would be helpful, for instance, for measuring the effect of
polarization in news recommendations [42].

5.2 Integrating dissimilarity

In contrast with most of the literature on recommender systems, we did not
explicitly explore the dissimilarity facet of diversity. Instead, we focused on
the variety (also referred to as the ‘coverage’) and the balance of the exposure.
However, most standard dissimilarity metrics are based on the scalar product
between the vectors of items, extracted from users’ musical records. Therefore,
these metrics result in a combination of user dissimilarity and item dissimilarity.
Translated in the context of the diversity measure we used, dissimilarity is close
to what would be measured with the meta-path User→Item→User→Item→Category.
Adding such a dimension to the approach proposed in this paper would pave
the way for analyzing the three facets of the diversity, as highlighted by Stir-
gling [15], in a unified framework.
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Dufau-Joel. A case study in a recommender system based on purchase
data. In Proceedings of the 17th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, KDD ’11, page 377–385, New
York, NY, USA, 2011. Association for Computing Machinery.

[4] Casper Hansen, Christian Hansen, Lucas Maystre, Rishabh Mehrotra,
Brian Brost, Federico Tomasi, and Mounia Lalmas. Contextual and Se-
quential User Embeddings for Large-Scale Music Recommendation. In
Fourteenth ACM Conference on Recommender Systems, pages 53–62, Vir-
tual Event Brazil, September 2020. ACM.

[5] Natali Helberger. On the Democratic Role of News Recommenders. Digital
Journalism, 7(8):993–1012, September 2019.

[6] Natali Helberger, Kari Karppinen, and Lucia D’Acunto. Exposure diversity
as a design principle for recommender systems. Information, Communica-
tion & Society, 21(2):191–207, February 2018.

[7] Yifan Hu, Yehuda Koren, and Chris Volinsky. Collaborative Filtering for
Implicit Feedback Datasets. In 2008 Eighth IEEE International Conference
on Data Mining, pages 263–272, Pisa, Italy, December 2008. IEEE.

[8] Pedro Ramaciotti Morales, Robin Lamarche-Perrin, Raphaël Fournier-
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Figure 2: Example of a bipartite graph projection issued from Figure 1 with
the transition probabilities for different users

Figure 3: Diversity of the recommendations (k = 50) with respect to the organic
diversity of the users.
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Figure 4: Diversity (normalized) and performance of the recommendations.
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Figure 7: Effect of recommendations (k = 50) on different users.
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