N
N

N

HAL

open science

DCT2net: a DCT-based interpretable shallow CNN
method for efficient and fast image denoising

Sébastien Herbreteau, Charles Kervrann

» To cite this version:

Sébastien Herbreteau, Charles Kervrann. DCT2net: a DCT-based interpretable shallow CNN method
for efficient and fast image denoising. IS 2022 - STAM Conference on Imaging Science, Mar 2022, Berlin,

Germany. hal-03926530

HAL Id: hal-03926530
https://hal.science/hal-03926530v1
Submitted on 6 Jan 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-03926530v1
https://hal.archives-ouvertes.fr

SERPICO Project-Team DCT2net: a DCT-Based Interpretable Shallow CNN

E-mail: sebastien.herbreteau@inria.fr, charles.kervrann@inria.fr

Github: https://github.com/sherbret/DCT2net/ MethOd for EffiCient and FaSt Image DenOiSing

Inria Rennes — Bretagne Atlantique Ve e
Campus universitaire de Beaulieu, 35042 Rennes Cedex France Sebastien Herbreteau and Charles Kervrann

OVERVIEW

We propose an interpretable shallow convolutional neural network that gen-
eralizes the popular DCT image denoising algorithm [1]:

NET MIXED WITH DCT TO REDUCE ARTIFACTS

DCT

> We show that a DCT denoiser [1] can be seen as a shallow CNN whose

weights correspond to the underlying linear transform. Fine-tuning the weights O,
improves considerably the denoising performance.
> The resulting CNN (DCT2net) is able to handle a wide range of noise levels > - fast y
effectively with a single network thanks to a o-dependent activation function. mdfm[,zg,gc,](t)
> Displaying the learned transform gives a direct visual intuition of what the ju:)nf}l(ldf?;els Nt = !
network has learned. 4 s oisy O] Denoised
> To deal with remaining artifacts induced by DCT2net, an original hybrid so- ) Hardshrink [ >Conv1x1 ) Conv 5 x 5
lution between DCT and DCT2net is proposed. et ) DCT2net = 4
Fig. 1: Architecture of DCT2net for a2patch sizen =5 x 5. Note that the number m): Canny Edge Detector + dilation
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. ) ) . weights in {0, 1} for the aggregation step.
A DCT denoiser [1] projects each noisy overlapping patch y € R™ to the 2D-

DCT basis, and reconstructs the denoised signal with the transform coefficients
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Formally, it amounts to estimating every overlapping patch x € R" by: RN llll.“"'"' (N N N
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where ©5(t) = t - Lg\[_x(t) is a hard shrinkage function and the columns of EEEEREEREN EEEEEEEEE EEENEENEE N el ol
P € R™ ™ are the basis vectors for the 2D-DCT. The n estimates of a same pixel SEEHESREN IEDNlEEEEE SNEEEEEEE V5 lhoait i e ¥ |
are finally aggregated through a weighted average, with respective weight: EEEEEEEEE BHEEEEEEEE EEEEEEEEE Fig. 3: Denoising results on Castle corrupted with white Gaussian noise and o = 25.
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Fig. 2: Different bases of projection for patches of size n = 9 x 9. AN 770 R N 0 € 1
—
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All operations in DCT algorithm [1] can be interpreted in terms of convolutions Table 3: The average PSNR (dB) results on BSD68 corrupted with Gaussian noise.
with a hard shrinkage function as o-dependent activation function (See Fig. 1). _,

The weights of two first convolutions are to be found in matrices P and P~! while
the last ones are composed of 0 and 1 for the aggregation step.
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Table 2: Model complexities comparison of DCT2net with two popular networks.




