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OVERVIEW

DISCRETE COSINE TRANSFORM (DCT) DENOISING

DCT2NET PRINCIPLE

<latexit sha1_base64="pLkijByOxyt8aByaLTTaqoO0n00=">AAAEQ3iclVJLb9QwEJ40PMry6BaOXCw2SEWU1W5VFcSpggvcCuq2lZpl5TjOrrWJHdkOdBXl5/EjOHMBcUNckRi7WamlKg9Hjj9/M9/YM56kzIWxg8GnYCW8cvXa9dUbnZu3bt9Z667fPTCq0oyPmMqVPkqo4bmQfGSFzflRqTktkpwfJvOXzn74nmsjlNy3i5KPCzqVIhOMWqQm3c+xyUgslZApl5bsK8IxGplqmgpHpNwwv1ZayCmxmgrpgJL5YpNElsQFLY1VbrWz1NTDZlJ7nCT124bECWVzk1MzI8dP4hwvltJN0oJxs2EfRUQYonmZU8ZT8kHYGbEzTlKRZVzj0YJiLiSrJHM3ft6Jzh6aacpq+67e2W6adiWPl+FP6SiadHuD/sAPchEMW9CDduyp9SCCGFJQwKCCAjhIsIhzoGDwO4YhDKBEbgw1chqR8HYODXRQW6EXRw+K7Bz/U9wdt6zEvYtpvJrhKTlOjUoCD1Gj0E8jdqcRb698ZMdeFrv2Md3dFrgmbawCWQszZP+mW3r+u86gR+FzX+BM/0OZIpthVq6m51V/qpxFzTNfMYHK0jOulqyNUfk3cHUiZ2poMUKJnMMp2jVi5pXLVyVeY3ylXTbU2794T8e6PWt9K/jqM7s8N5eFq7+CE98JHey94e+ddhEcbPWHO/3tN1u93RdtF67CfXgAG9hpT2EXXsEejIAFrwMVnASL8GP4Lfwe/jh1XQlazT04N8KfvwBBnwEP</latexit>

To ease gradient descent during training only, t 7! 1R\[��,�](t) is replaced with the
di↵erentiable function:

t 7! t64

t64 + �64

DISPLAY OF THE LEARNED TRANSFORM

<latexit sha1_base64="ZlYJ/vQJEkmrnLM6FVqU16WIQ6E=">AAADjnicjVJNb9QwEJ1t+Cjho1s4crHYReK0yrarhUtFpV56LBLbVmqqynG8WauOHdkOsKr6//gL/IP2whWOzJisBEIr6sjJ85v3xp6Ji0YrH7LsW28juXf/wcPNR+njJ0+fbfW3nx972zohZ8Jq604L7qVWRs6CClqeNk7yutDypLg8oPjJJ+m8suZjWDbyvOaVUXMleEDqol/kQpognTJVOsy1NZVT1SJw5+znIcvz9IAbIbWOcmbnSDFh5RwzKDR6xlpTSkd0WEicTvqF1SUb7uZeVTUfphf9QTbKst3xdML+BWMENAbQjSO73UshhxIsCGihBgkGAmINHDw+ZzCGDBrkzuEKOYdIxbiEayBviyqJCo7sJb4rXJ11rME15fTRLXAXjdOhk8Fr9FjUOcS0G4vxNmYmdl3uq5iTzrbEb9HlqpENsED2f76V8u4+j4o61r7EWd7ZSV0IMId3sXqF3WgiQ30RXZY29pNqZn/0I2CGBjnCJcYdYhGdqz/EosfHrtHJeIzfRCWxtBadtoXbeMr1FVId1EsLX+JfpXu0uixsPTjeGY2no8mHncH+pLtRm/ASXsEbvDVvYR8O4QhmuNNX+A4/4GfST6bJXvL+t3Sj13lewF8jOfwFfR3Fsg==</latexit> �!
Cancellation of
coe�cients under
the threshold 3�

<latexit sha1_base64="gvgRKNSdSZu9sKzW8A8yfLZHkDw=">AAAFm3iclVJdTxNBFB2qVaxfoI/G5EbWpERoWiBoSEhIIMYYH6qhQMJCM7s73Z2wO7POzJY2S3+Mv8ZXffQf6L/wzrA1IMGPbXZ758w5d+49d4I85dq0299majdu1m/dnr3TuHvv/oOHc/OP9rQsVMh6oUylOgioZikXrGe4SdlBrhjNgpTtByfbdn9/yJTmUuyacc6OMhoLPuAhNQj152sbvh7Aa6kymqbjJeAGaCYLYTQYCUwbniFTxMAwyxgkflOa5xbJqQkT8EbgcwE+0pIgKD9MjoUHwXij4Xl+Qk05mmxCF/whVXnC+6WfYm0RnUCze1wudyYwXgT/Y0Ej8A0bmfKUm2QyRc65sAmrvuZxRsHzGr6QXERMGDhNmGIA3pXcTbOIGgN+GElzXlmky84EGb+qBD+g4YlOqU7gcLlSLk2PPAKwWTzgGigkVEWgE8XFCY0ZDAoRWvOAighMwgCnUGRCgxyA1/3djRJXaCLTICYeUKzYSnBkmHrIQiOVhoFUDl3ZWd7Z3m3BLsYe2ljZz1xqCppmDHI+YqnLM+DCzgxoHCsWI81Wo2QRJ8g9ZTxOLERxYlj1ElhnQTGd46F8yCqGndPpJjQ78AL8s6tzasKFOZ3124tu1cJBNBr9uYV2q91e7ayvwdWgg4F9Fkj1dOX8jEd8EhFJQlKQjDAiiME4JZRo/B2SDmmTHLEjUiKmMOJun5EJaaC2QBZDBkX0BL8xrg4rVODa5tROHeIpKb4KlUCeo0YiT2FsTwO3X7jMFr0ud+ly2trG+B9UuTJEDUkQ/Ztuyvx3nUZG5nof4xv9hzJCdIBdWU8vq/7knEHNK+cYR2XuEOtlWOUo3AysT3DBQ4MZcsRsHOG+wjh0yulUwWm0c9p2Q93+d8e0qF2HFbcgP1xn1/dmu7D+SzJyN8HevekFg+uDvZVWZ7219n5lYWutuoWz5Al5Rpp4016SLfKGdEmPhLVPtc+1L7Wv9af17frb+rtzam2m0jwml5567ycA6HKq</latexit>

Formally, it amounts to estimating every overlapping patch x 2 Rn by:

x̂ = P'�(P
�1y) with � = 3�

where '�(t) = t · 1R\[��,�](t) is a hard shrinkage function and the columns of
P 2 Rn⇥n are the basis vectors for the 2D-DCT. The n estimates of a same pixel
are finally aggregated through a weighted average, with respective weight:

w = (1 + k'�(P
�1y)k0)�1.

DCT2NET MIXED WITH DCT TO REDUCE ARTIFACTS

RESULTS

<latexit sha1_base64="6Bp6LalVnIdpCx88xdLR5l2xtwk=">AAADAXicjVHLbtNAFD01jxbzCrDsZkSEVDaWHUWklYpUqRtWKC2krVRX1XgyCaM6tjUzrhRFWfEn7LqruuUH2NIN6h/AX/TO1EGwqOBatu+ce86ZuXOzKlfGxvHVUnDn7r37yysPwoePHj952nr2fM+UtRZyIMq81AcZNzJXhRxYZXN5UGnJJ1ku97OTbVffP5XaqLL4aKeVPJrwcaFGSnBL0HFrMzWjMM3kWBUzy7M653o+E/OwKJWZpmm41v/wfpe9ZZ04Snqvw1QWw9+88LjVjqMNH+wm6XWbZCNhSRT7aKOJftn6gRRDlBCoMYFEAUt5Dg5DzyESxKgIO8KMME2Z8nWJOULS1sSSxOCEntB3TKvDBi1o7TyNVwvaJadXk5LhFWlK4mnK3W7M12vv7NDbvGfe051tSv+s8ZoQavGJ0H/pFsz/1bleLEZY9z0o6qnyiOtONC61vxV3cvZHV5YcKsJcPqS6plx45eKemdcY37u7W+7rPz3ToW4tGm6NX+6UNODFFNntyV4nSt5E3Z1Oe6vbjHoFq3iJNZpnD1t4hz4G5P0F3/Adl8Hn4Cw4Dy5uqMFSo3mBvyL4eg335KZ/</latexit>

noisy
(PSNR = 20.17)

<latexit sha1_base64="wiIlK0nK21dfJlmb7ehQ+Ihi8II=">AAADDHicjVHBTttAEH24haYu0NAee1k1qgQX40RpIYdKSFRqT1XaEkDCCK03m7DCsa31ulIU5Rf4E269VVz5gR6qSu0d/qKzi4PoAZWxvH77Zt7zzk6cJ6owYfhrznvwcH7hUe2x/2RxaflpfeXZbpGVWsieyJJM78e8kIlKZc8ok8j9XEs+ihO5F59s2/zeV6kLlaU7ZpzLwxEfpmqgBDdEHdXfR8XAj2I5VOnE8LhMuJ5OBMXUf7e9w9YZra1UmijyV7tfPn5mb1mrE7Rfr/mRTPs3Ev+o3giDjgt2DTbaFeg0WTMIXTRQRTer/0SEPjIIlBhBIoUhnICjoOcATYTIiTvEhDhNSLm8xBQ+aUuqklTBiT2hdUi7g4pNaW89C6cW9JeEXk1KhlekyahOE7Z/Yy5fOmfL3uU9cZ72bGP6xpXXiFiDY2L/p5tV3ldnezEYYNP1oKin3DG2O1G5lO5W7MnZra4MOeTEWdynvCYsnHJ2z8xpCte7vVvu8peu0rJ2L6raElf2lDTg2RTZ3WC3FTTfBO1PrcZWuxp1DS/wEqs0zw1s4QO66JH3GX7gN/54p94377t3fl3qzVWa5/gnvIu/rQapjA==</latexit>

DCT / DCT2net
(PSNR = 29.45)

<latexit sha1_base64="+cx5kbu+ZU06R6hF2GU9C7UpbAY=">AAADB3icjVHLTttAFD2YUqiBNrTLbkaNkGBjOWlUyAIJQRfdFKWPAFIcofFkko5wbGs8roSifAB/wq67qtv+QLeUP2j/oncGp4IFgmvZPnPuPWfmzo3zRBUmDK/mvPlHC48Xl574yyurT5/V1p4fFlmpheyKLMn0ccwLmahUdo0yiTzOteTjOJFH8em+zR99lbpQWfrZnOWyP+ajVA2V4Iaok9peVAz9KJYjlU4Mj8uE6+lEUEz9vfev37Jesx9F/kbn08FHtsOa7aDV3vQjmQ7+V/sntXoYtF2wa7DVqkC7wRpB6KKOKjpZ7RIRBsggUGIMiRSGcAKOgp4eGgiRE9fHhDhNSLm8xBQ+aUuqklTBiT2l74hWvYpNaW09C6cWtEtCryYlwzppMqrThO1uzOVL52zZu7wnztOe7Yz+ceU1JtbgC7H36WaVD9XZXgyG2HY9KOopd4ztTlQupbsVe3J2oytDDjlxFg8orwkLp5zdM3OawvVu75a7/B9XaVm7FlVtib/2lDTg2RTZ3eCwGTTeBK0Pzfpuqxr1El7iFTZonlvYxTt00CXvC/zCJX57594377v347rUm6s0L3ArvJ//ANVBp9A=</latexit>

BM3D [2]
(PSNR = 29.49)

<latexit sha1_base64="fmThvDOo9x8BdoIk7If8kHmhSmQ=">AAADBnicjVHBTttAEH240FJT2tAee1k1QqIXy46iBg5IIHroqQotAaQ4QuvNJl3h2NZ6jYSi3PsnvfVWceUHei3qH5S/6OzioPaAYCzbb9/Me7uzkxSpKk0Y/l7wHi0uPX6y/NRfebb6/EVj7eVhmVdayJ7I01wfJ7yUqcpkzyiTyuNCSz5JUnmUnO7Z/NGZ1KXKswNzXsjBhI8zNVKCG6JOGrtxOfLjRI5VNjU8qVKuZ1NBMfPf7x2wfjSIY3+j+/njJ7bNWptBq/PWj2U2vC32TxrNMNhywW5Ap12DrYhFQeiiiTq6eeMKMYbIIVBhAokMhnAKjpKePiKEKIgbYEqcJqRcXmIGn7QVVUmq4MSe0ndMq37NZrS2nqVTC9olpVeTkmGdNDnVacJ2N+bylXO27F3eU+dpz3ZO/6T2mhBr8IXY+3TzyofqbC8GI2y6HhT1VDjGdidql8rdij05+6crQw4FcRYPKa8JC6ec3zNzmtL1bu+Wu/wfV2lZuxZ1bYVre0oa8HyK7G5w2Aqid0F7v9XcadejXsZrvMEGzbODHXxAFz3y/oaf+IUr76v33fvhXdyUegu15hX+C+/yLyknp5U=</latexit>

DCT [1]
(PSNR = 28.27)

<latexit sha1_base64="Jlu3lF+BwEwKV3GK4u9XYcbUdvc=">AAAC83icjVHBbtNAFJwaaEugbYAjlxUREqfISaO2x0rlwLFITVspiSLb2ZRVnLW1u65aRf0LbtwQV36AK/wD6h+Uv2B2cSQQqtq1bM/OezO77720zJV1cXy9Ej14+Gh1bf1x48nTjc2t5rPnx7aoTCb7WZEX5jRNrMyVln2nXC5PSyOTeZrLk3R24OMn59JYVegjd1nK0Tw502qqssSRGjfbQzttDHWh9ERqJ4ZOXtBlId4eHHW1dCKXidFyIniGsleNcbMVt+N4u7PTE/+DDoFfLdTrsGj+xBATFMhQYQ4JDUecI4HlM0AHMUpyIyzIGSIV4hJXaFBbMUsyIyE74/eMu0HNau69pw3qjKfkfA2VAq+pKZhniP1pIsSr4OzZ27wXwdPf7ZL/tPaak3X4QPYu3TLzvjpfi8MUe6EGxZrKwPjqstqlCl3xNxd/VeXoUJLzeMK4Ic6CctlnETQ21O57m4T4Tcj0rN9ndW6FX/6WHPByiuJ2cNxtd3bavffd1n6vHvU6XuIV3nCeu9jHOxyiT++P+Ibv+BFV0afoc/TlT2q0Umte4J8Vff0NKOeh1g==</latexit>

DCT2net learned basis
<latexit sha1_base64="1Y6aYyFeIEPxIVuNIEcXg47nE5s=">AAAC9nicjVHLTtwwFD0E2tLpawpLNhajSl2NEjqiXSJ1ww6QGEBiEHIyHrBw7Mh2KtCI7+iOHWLLD7CFT0D8AfwF125GaoUQdZTk+Nx7jn3vzSslnU/Tu6lkeubV6zezb1vv3n/4+Kn9eW7LmdoWol8YZexOzp1QUou+l16JncoKXuZKbOdHP0N8+5ewThq96U8qsVfyAy1HsuCeqP12NnCj1kAbqYdCezbw4phcxmvWHxptbMkVU4JbLYaMjpHutLXf7qTdNP2WLffYU5ARCKuDZq2b9i0GGMKgQI0SAhqesAKHo2cXGVJUxO1hTJwlJGNc4BQt0taUJSiDE3tE3wPa7Taspn3wdFFd0CmKXktKhi+kMZRnCYfTWIzX0Tmwz3mPo2e42wn988arJNbjkNiXdJPM/9WFWjxG+BFrkFRTFZlQXdG41LEr4ebsr6o8OVTEBTykuCVcROWkzyxqXKw99JbH+H3MDGzYF01ujYdwSxrwZIrsebC11M2Wu72Npc5Krxn1LBawiK80z+9YwSrW0Sfv37jCNW6S4+QsOU8u/qQmU41mHv+s5PIR9bukFQ==</latexit>

Orthonormal learned basis
<latexit sha1_base64="l8RSU9NMwuhgRU9aBaJPe1GB6Zw=">AAAC73icjVHLThRBFD008nBEHGHppuLExLiY9MAEWJLAwh2YMEDCENLdUzNW6Kluq6qJZMI/uHNH3PoDbvUvjH+gf+GpsieREALV6e5T595zqu69aZkr6+L410w0+2hufmHxcePJ0tPlZ83nK4e2qEwme1mRF+Y4TazMlZY9p1wuj0sjk3Gay6P0fMfHjy6ksarQB+6ylKfjZKTVUGWJI3XWfNO3w0ZfF0oPpHai7+RHukz2jBopneRid+dA0F/Zq8ZZsxW343i9s9EVt0GHwK8W6rVfNH+ijwEKZKgwhoSGI86RwPI5QQcxSnKnmJAzRCrEJa7QoLZilmRGQvac3xF3JzWrufeeNqgznpLzNVQKvKKmYJ4h9qeJEK+Cs2fv8p4ET3+3S/7T2mtM1uE92ft008yH6nwtDkNshRoUayoD46vLapcqdMXfXPxXlaNDSc7jAeOGOAvKaZ9F0NhQu+9tEuK/Q6Zn/T6rcyv88bfkgKdTFHeDw7V2Z6PdfbfW2u7Wo17EC7zEa85zE9t4i3306P0J3/AdP6IP0efoOvryLzWaqTWruLGir38BYuKgbw==</latexit>

Original DCT basis

A FAST AND SHALLOW NETWORK

<latexit sha1_base64="4CfqrLfdGFq24us5JdvnYFIB1pU=">AAAE4HicjVLLbtNAFL01AUp4tbCDzYgGhKpq8PgRu+qm0CKBgKqIvqQ4imx3mlp1nMgeI4rrBTt2iC0/wBa+BvEH8BfcmdghBVXgPObcc8+9Z+6Mg1EcZULXv89o5xrnL1ycvdS8fOXqtetz8zd2smGehnw7HMbDdC/wMx5HCd8WkYj53ijl/iCI+W5wtCbzu695mkXDZEscj3h34PeT6CAKfYFUb1675QW8HyWF8LFksewcim7TC3kieBol/SYh+P0tyWM/LYvFol0WJ2F5UsrkofRueoK/EcFB8RQNOMmit7wk98ijF+Z6x+gi2ny8+7BjSkTWk7WNjY7VJRg8f/ZqZ73VK9gScZeIYbfLVsdWGdStbRkJF4g8b+xSeeGeUNnyRDTgWQshyhl1TFxMl7o2rjp1HW/lgbeiU53psh2jzK4ZQx87eLhhnZrLpUqMI123SzLl2SQ2M2ovhFjYpm3pwZbRRcYmtSZmpoOETR23JlAx8WIUB5z2Mpw/vNiSbli1mwqw2GjTZTmDq5vUUcO61KyHYZYtDYwpT9NUntLDpq477ciYUZ4ybHo82Z9c7SSS70JvbkEeh8naFvkbMATyWYDq2RzOfQMP9mEIIeQwAA4JCMQx+JDhpwMMdBgh14UCuRRRpPIcSmhibY4qjgof2SP872PUqdgEY9kzU9UhusT4S7GSwF2sGaIuRSzdiMrnqrNkz+pdqJ5yb8e4BlWvAbICDpH9V12t/N86OYuAA3DVDBHONFKMnC6suuTqVOTOydRUAjuMkJN4H/Mp4lBV1udMVE2mZpdn66v8D6WUrIzDSpvDT7lLvOD6FsnZYMegrE2tl8bCqlVd9SzchjtwH+/TgVV4ApuwDaH2TvusfdG+NoLG+8aHxsexVJupam7Cqafx6RdOTSF5</latexit>

Image size BM3D[2] PEWA[3] DnCNN[4] LKSVD1,8,256[5] DCT2net

256⇥256 1.73 38.85 0.87 / 0.010 1.15 / 0.020 0.39 / 0.005
512⇥512 6.65 190.82 3.47 / 0.037 5.78 / 0.082 1.56 / 0.027

1,024⇥1,024 26.90 803.76 18.35 / 0.145 25.78 / 0.332 5.88 / 0.112

<latexit sha1_base64="LKpLw79O2mN3b0kz11HOZmdeplU=">AAADKnicjVFNTxsxEB0W2tL0g7Qce7GIKvUUbdKIVj0h0UMvSFRKAIkg5HUmYMVrW7a3AUX8o/6T3rhUiCuH9tgrXDp2NxKoQq1Xu/vmzbxnj6ewSvqQ5xcL2eLSg4ePlh83njx99nyl+eLljjeVEzgQRhm3V3CPSmocBBkU7lmHvCwU7haTzZjf/YLOS6P74dTiQcmPtBxLwQNRh00c+nFjqI3UI9SBDQOekMusz8mAdT+wLTNCxYQprcITGST6FHAnvdGMmTH7uNnvagxsKsMxC1PDrLGV4o4ROTVu4ttnjcNmK2/n+dvOeo/9DToE4mpBvbZN8zsMYQQGBFRQAoKGQFgBB0/PPnQgB0vcAcyIc4RkyiOcQYO0FVUhVXBiJ/Q9omi/ZjXF0dMntaBdFL2OlAxek8ZQnSMcd2MpXyXnyN7nPUue8Wyn9C9qr5LYAMfE/ks3r/xfXewlwBjepx4k9WQTE7sTtUuVbiWenN3qKpCDJS7iEeUdYZGU83tmSeNT7/Fuecr/SJWRjbGoayv4GU9JA55Pkd0Pdrrtznq797nb2ujVo16GV7AGb2ie72ADPsE2DMj7G/yCa7jJvmbn2UV2+ac0W6g1q3BnZVe/AU3kuD4=</latexit>

Table 2: Model complexities comparison of DCT2net with two popular networks.

<latexit sha1_base64="p/ZcDNfaJG26TssRWtELGsAjixM=">AAAD6HicjVHLbtNAFL2ueRTzaApLNqOmIISiyk5iN+wqJQskICqiSSslUTR2JompXxqPEZHrD2DHDrHlB9jClyD+AP6COxMnBKEKxrFz5txzzsydcZPAT4Vpfte29CtXr13fvmHcvHX7zk5l924/jTPusZ4XBzE/c2nKAj9iPeGLgJ0lnNHQDdipe96W9dM3jKd+HJ2IRcJGIZ1F/tT3qEBqvKvtDV0286NcULQUAzEyhh6LBON+NDMIwd9vQRZQXuSP82aRX3jFRSGLc7kyAoSCvRXuNH/BxDyepAV5SDpRu9sdNEcIyfNnr/qd/XFu1UirRuq2U+wPbFXptE/qEROYMFzGrUKNbha6jJN4SgK6wC5QbR3ix8Z3iEvVi7VnQ5tQTkMmlnrbdmrmEwdRw65ZjdbK2arZjrVhJ8aQRZN1l+sZHsq4UjUPTLNhOU3yN7AQyFGFchzHlW8whAnE4EEGITCIQCAOgEKKzwAsMCFBbgQ5chyRr+oMCjDQm6GKoYIie47fGc4GJRvhXGamyu3hKgG+HJ0EHqAnRh1HLFcjqp6pZMlelp2rTLm3Bf67ZVaIrIA5sv/yrZT/65O9CJhCS/XgY0+JYmR3XpmSqVOROycbXQlMSJCTeIJ1jthTztU5E+VJVe/ybKmq/1BKycq5V2oz+Cl3iRe8ukVyOejXDyznoPmyXj1qlle9DfdhDx7hfR7CETyFY+iBp73TPmtftK/6a/29/kH/uJRuaaXnHvwx9E+/AOwJ7J0=</latexit>

Methods DnCNN[4] LKSVD1,8,256[5] DCT2net

Number of layers 17 5 2
Number of parameters 556,096 35,138 28,561
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Decomposition

in the 2D-DCT basis
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We propose an interpretable shallow convolutional neural network that gen-
eralizes the popular DCT image denoising algorithm [1]:

B We show that a DCT denoiser [1] can be seen as a shallow CNN whose
weights correspond to the underlying linear transform. Fine-tuning the weights
improves considerably the denoising performance.

B The resulting CNN (DCT2net) is able to handle a wide range of noise levels
e↵ectively with a single network thanks to a �-dependent activation function.

B Displaying the learned transform gives a direct visual intuition of what the
network has learned.

B To deal with remaining artifacts induced by DCT2net, an original hybrid so-
lution between DCT and DCT2net is proposed.
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Table 1: Running time in seconds on CPU (left) and GPU (right) when possible.
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Fig. 2: Di↵erent bases of projection for patches of size n = 9⇥ 9.
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Table 3: The average PSNR (dB) results on BSD68 corrupted with Gaussian noise.
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A DCT denoiser [1] projects each noisy overlapping patch y 2 Rn to the 2D-
DCT basis, and reconstructs the denoised signal with the transform coe�cients
higher than the threshold 3�, in absolute value:
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All operations in DCT algorithm [1] can be interpreted in terms of convolutions
with a hard shrinkage function as �-dependent activation function (See Fig. 1).
The weights of two first convolutions are to be found in matrices P and P�1 while
the last ones are composed of 0 and 1 for the aggregation step.

To improve the underlying transform, we train our DCT2net on an external
dataset composed of N pairs of noise-free and noisy images (xi, yi)i2{1,...,N} cor-
rupted with white Gaussian noise of variance �2

i . Training solves:

P ⇤ = argmin
P

NX

i=1

kFP (yi,�i)� xik22

where FP denotes DCT2net.
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Fig. 1: Architecture of DCT2net for a patch size n = 5⇥ 5. Note that the number
of learnable parameters is equal to n2: the weights of the first two convolutions
being linked by inverse transformation and the last convolutions being frozen with
weights in {0, 1} for the aggregation step.
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Fig. 3: Denoising results on Castle corrupted with white Gaussian noise and � = 25.

<latexit sha1_base64="r+fR5rZjOU7Opouot50zAXKN2sI=">AAAC0XicjVHLSsNAFD3G97vq0s1gKwhCSGqNdSe6caloVbBVkum0BtMkTCZCEUHc+gNu9afEP9C/8M6Ygi5EJyS5c+45Z+beG6RRmCnHeRuyhkdGx8YnJqemZ2bn5ksLiydZkksuGjyJEnkW+JmIwlg0VKgicZZK4feCSJwG13s6f3ojZBYm8bHqp6LV87tx2Am5rwi6aGYdVllnjl2vsPbuZans2JtuvVrbIMjb2PK2XZ1zPMerMdd2zCqjWAdJ6RVNtJGAI0cPAjEUxRF8ZPScw4WDlLAWbgmTFIUmL3CHKdLmxBLE8Am9pm+XducFGtNee2ZGzemUiF5JSoZV0iTEkxTr05jJ58ZZo7953xpPfbc+/YPCq0eowhWhf+kGzP/qdC0KHdRNDSHVlBpEV8cLl9x0Rd+cfatKkUNKmI7blJcUc6Mc9JkZTWZq1731Tf7dMDWq97zg5vjQt6QBD6bIfg9Oqrbr2bXDanmnVox6AstYwRrNcws72McBGuQt8YRnvFhHVt+6tx6+qNZQoVnCj2U9fgLG95MT</latexit>

+0.8 dB

<latexit sha1_base64="bCCZjOfxbTiSJgn78stNvyZnwlk=">AAAEqnicjVFNb9NAEJ2GAMV8tXDksqIhQlVl7LVjJwekQoKEVFoV6AfIjirb2SZWHTvYa0Rx/TsRdw7wL5hd26UIKtgo3jdv3rzd2fEXUZhxTfu61LrSvnrt+vIN5eat23furqzeO8iSPA3YfpBESfrO9zIWhTHb5yGP2LtFyry5H7FD/2Qo8ocfWZqFSbzHTxdsPPemcXgcBh5H6mh16Zvrs2kYF9zDkvXSmfGx4gYs5iwN46miKIT8UuSRl5bFetEvi7OgPCtFciaORoCQs0/cPy62GZ8lk6wkXfJ82xg5dEwQ7r44fOYYY0RkFA93dhxT0q+23h6MOkeFvkH6G4T2rLLj9DCDqdFwz9GrguEejRmvuCdN5LrV4c0V8BIdNwunc488JXqvg3JDVzW73k3SdfF2CG1akoo0DGFPDE01KOkK1aArooHdmCsXPKn0pH21Z9c7FT7ClQ5UaghXZG1LsNQWQMSWWYkN8jfTniZNe6pFqx11jalVm8p0XwJT7QtXEVfqwbmpy+LJ+ZTOIzHVo5U1TdU0Q7dM8ifAruVag3rtJitfwIUJJBBADnNgEANHHIEHGf4c0EGDBXJjKJBLEYUyz6AEBWtzVDFUeMie4HeKkVOzMcbCM5PVAZ4S4T/FSgKPsCZBXYpYnEZkPpfOgr3Mu5Ce4m6nuPu11xxZDjNk/1XXKP+3TvTC4Rj6socQe1pIRnQX1C65fBVxc3KhK44OC+QEnmA+RRzIyuadiazJZO/ibT2Z/y6VghVxUGtz+CFuiQNupkguBwdU1S3VfE3XNs161MvwAB7CY5ynDZvwEnZhH4LWVutD63OraG+037Tft51K2lqqa+7Db6s9+QmU1g/b</latexit>

Methods BM3D[2] PEWA[3] DnCNN[4] LKSVD1,8,256[5] DCT[1] DCT2net DCT/DCT2net

� = 15 31.07 31.04 31.72 31.33 30.32 31.09 30.97
� = 25 28.57 28.52 29.23 28.76 27.76 28.64 28.53
� = 50 25.62 25.53 26.23 25.68 24.86 25.68 25.59


