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#### Abstract

We study the dynamics of the flow $X$ solution to the ODE: $X^{\prime}(t, x)=b(X(t, x))$ with $X(0, x)=x \in \mathbb{R}^{d}$, where $b$ is a regular $\mathbb{Z}^{d}$-periodic vector field in $\mathbb{R}^{d}$. We provide conditions on $b$ to get the fine asymptotic expansion: $|X(t, x)-x-t \zeta(x)| \leq M<\infty$. To this end, we try to express $X(t, x)-x-t \zeta(x)$ as $\Phi(X(t, x))-\Phi(x)$, which yields the desired expansion when $\Phi$ is bounded. Then, assuming that the 2D Kolmogorov theorem and some extension for $d>2$ hold, we establish several regimes depending on the commensurability of the rotation vectors $\zeta(x)$ for which the expansion of $X$ is valid. Moreover, we prove that for any 2D flow with a non vanishing smooth $b$ inducing a unique incommensurable rotation vector $\xi$, the fine expansion holds in $\mathbb{R}^{2}$ if, and only if, $\xi_{1} / \xi_{2}$ is a Diophantine number. The case where $\xi$ is commensurable is also investigated. Finally, several examples illustrate the different results, including the case of a vanishing $b$ which blows up the asymptotic expansion in some direction. In particular, the case of some Euler flows is investigated.
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## 1 Introduction

Let $b$ be a $C^{1}$-regular vector field in $\mathbb{R}^{d}$ defined on the torus $Y_{d}:=\mathbb{R}^{d} / \mathbb{Z}^{d}$. In this paper, we study the ODE's flow $X(\cdot, x)$ for $x \in Y_{d}$, defined by

$$
\left\{\begin{array}{l}
\frac{\partial X}{\partial t}(t, x)=b(X(t, x)), \quad t \geq 0  \tag{1.1}\\
X(0, x)=x
\end{array}\right.
$$

Here, we are interested by the asymptotics of the flow $X(t, x)$ as $t \rightarrow \infty$ for a given $x \in \mathbb{R}^{d}$. In dimension two the nice result due to Peirone [22] (see also [24]) claims that if the vector field $b$ does not vanish in $Y_{2}$, then one has

$$
\begin{equation*}
\forall x \in \mathbb{R}^{2}, \quad \lim _{t \rightarrow \infty} \frac{X(t, x)}{t}=\zeta(x) \in \mathbb{R}^{2}, \tag{1.2}
\end{equation*}
$$

where the limit vector $\zeta(x)$ may depend on $x$. On the contrary, when either $b$ does vanish in $Y_{2}$ (see [24, Theorem 6.1]), or when dimension $d$ is greater than 2 (see [22, Theorem 4.10]), limit (1.2) does not hold necessarily for any $x \in Y_{d}$. More recently, using the two-dimensional Peirone's result among others, the authors have obtained various asymptotic results for the flow (1.3) in any dimension with applications to the homogenization of linear transport equations [4, 5, 6]. Dimension two is very specific in ergodic theory, since Franks and Misiurewicz [11] have proved that for any continuous flow $X(t, x)$ the Herman rotation set [13] - derived from [21, Corollary 2.6] as the convex combination of the limit points of all the sequences $(X(n, x) / n)_{n \in \mathbb{N}}$ for $x \in Y_{2}$ - is actually a closed segment line of $\mathbb{R}^{2}$. In the case of a twodimensional ODE's flow, the closed segment $C_{b}$ is carried by a line passing through $0_{\mathbb{R}^{2}}$. For the ODE's flow $X$ associated with the vector field $b$ by (1.1), Herman's rotation set may be equivalently defined by

$$
\begin{equation*}
\mathrm{C}_{b}:=\left\{\int_{Y_{d}} b(x) \mu(d x): \mu \in \mathscr{M}_{\mathrm{p}}\left(Y_{d}\right) \text { s.t. for any } t \geq 0, \mu \circ X(t, \cdot)=\mu\right\} \tag{1.3}
\end{equation*}
$$

i.e. $\mu$ in (1.3) is a probability measure on $Y_{d}$ which is invariant for the flow $X$. In dimension three the situation is again completely different, since [6, Theorem 4.1] shows that the rotation set (1.3) may be any convex polyhedron of $\mathbb{R}^{3}$ with rational vertices.

In this paper, we focus on a more precise asymptotics of the flow $X$ (1.1). It is rather natural to study beyond the limits of type (1.2) when they do exist, the asymptotic behavior of the expansions

$$
\begin{equation*}
X(t, x)-x-t \zeta(x) \quad \text { as } t \rightarrow \infty \text { and for } x \in \mathbb{R}^{d} \tag{1.4}
\end{equation*}
$$

In the framework of ergodic theory, the problem of the dynamics of the iterates $F^{n}, n \in \mathbb{N}$, of the lift $F\left({ }^{1}\right)$ obtained from some homeomorphism $f$ homotopic to the identity on the torus $Y_{d}$ (see, e.g., [21]), is extremely delicate. Indeed, only dimension two is investigated, the estimates of the vector-valued expansion (1.4) for a general lift are only obtained in one direction, and moreover the last developments are quite recent. More precisely (see, e.g., the introduction of [16] and the references therein), the two following results hold:

- By virtue of [17] and [19, Theorem 1] there exists a homeomorphism $f$ on $Y_{2}$ homotopic to the identity with a lift $F$ on $\mathbb{R}^{2}$, such that the Herman rotation set $\mathrm{R}_{f}$ is reduced to the unit set $\left\{\rho_{f}\right\}$ and

$$
\begin{equation*}
\forall v \in \mathbb{S}_{1}, \quad \sup _{x \in \mathbb{R}^{2}, n \in \mathbb{N}}\left[\left(F^{n}(x)-x-n \rho_{f}\right) \cdot v\right]=\infty \tag{1.5}
\end{equation*}
$$

[^0]In [19, Theorem 1] $\rho_{f}$ is actually chosen to be $0_{\mathbb{R}^{2}}$.

- By virtue of [10, Theorem A], for any homeomorphism $f$ on $Y_{2}$ homotopic to the identity with a lift $F$ on $\mathbb{R}^{2}$ and the Herman rotation set $\mathrm{R}_{f}$ of which is a closed line segment of $\mathbb{R}^{2}$ with an irrational slope containing several points of $\mathbb{Q}^{2}$, there exist a unit vector $v$ in $\left(\mathrm{R}_{f}\right)^{\perp}$ and a constant $M>0$ such that

$$
\begin{equation*}
\forall \rho \in \mathrm{R}_{f}, \quad \sup _{x \in \mathbb{R}^{2}, n \in \mathbb{Z}}\left|\left(F^{n}(x)-x-n \rho\right) \cdot v\right| \leq M \tag{1.6}
\end{equation*}
$$

In our setting, we have obtained an example of a two-dimensional flow $X$ (1.1) associated with a vanishing vector field $b$ parallel to a fixed incommensurable vector $\xi$, which satisfies the large deviation (1.5) except in the direction $v:=\xi^{\perp}$ (see Proposition 5.1), but whose Herman rotation set $C_{b}$ is a non degenerate closed line segment of $\mathbb{R}^{2}$ (see Remark 5.1). In contrast, due to the differential structure we can hope better results than the two-dimensional bounded deviation (1.6) in some direction. More precisely, assuming the existence of the limit (1.2) for any point $x$ in a subset $A$ of $\mathbb{R}^{d}$, we will prove in several situations a fine asymptotic expansion of the type

$$
\begin{equation*}
\sup _{x \in A, t \geq 0}|X(t, x)-x-t \zeta(x)| \leq M_{A}<\infty \tag{1.7}
\end{equation*}
$$

In Section 2 we prove a criterium (see Proposition 2.2) for which expression (1.4) reads as

$$
\begin{equation*}
\forall t \geq 0, \forall x \in \mathbb{R}^{d}, \quad X(t, x)-x-t \zeta(x)=\Phi(X(t, x))-\Phi(x), \tag{1.8}
\end{equation*}
$$

so that the boundedness of the vector-valued function $\Phi$ in $\mathbb{R}^{d}$ implies immediately the fine asymptotic expansion (1.7) in the whole set $\mathbb{R}^{d}$. The right-hand side of (1.8) can be regarded as a continuous sum of coboundary terms (see Remark 2.1). In return, from expression (1.8) we deduce (see Proposition 2.3) a general class of vectors fields $b$ such that (1.7) holds in $\mathbb{R}^{d}$. Finally, assuming that there exists a $\mathbb{Z}^{d}$-periodic regular gradient $\nabla u$ satisfying the positivity property $b \cdot \nabla u>0$ in $Y_{d}$, Theorem 2.1 provides sufficient conditions for which the asymptotic expansion (1.7) is satisfied in $\mathbb{R}^{d}$.

Section 3 deals with the case of a non vanishing vector field $b$ in $\mathbb{R}^{2}$ such that Herman's rotation set (1.3) is a unit set of $\{\xi\}$ of $\mathbb{R}^{2}$, where the rotation vector $\xi=\left(\xi_{1}, \xi_{2}\right)$ is incommensurable in $\mathbb{R}^{2}$ (see (1.9)). This corresponds to the second case of the proof of [22, Theorem 3.1]. Assuming in addition the existence of an invariant probability measure for the flow with a positive regular Lebesgue's density, we prove (see Theorem 3.1) using the celebrated Kolmogorov theorem [18] that if the irrational number $\xi_{1} / \xi_{2}$ is a Diophantine number (see (1.10)), then the fine asymptotic fine expansion (1.7) is fulfilled in $\mathbb{R}^{2}$. In contrast, given a vector $\xi$ in $\mathbb{R}^{2}$ such that $\xi_{1} / \xi_{2}$ is a Liouville number (see (1.11)), we can construct a two-dimensional Stepanoff's flow [25], i.e. a flow associated with the unidirectional vector field $b=a \xi$, such that the fine asymptotic expansion does not hold in $\mathbb{R}^{2}$.
At this point, note that the alternative between "commensurable and incommensurable" for the rotation vector is well-known in ergodic theory to guarantee the uniqueness of the asymptotics (1.2) of the flow (see, e.g., [22]). Moreover, the alternative between "Diophantine and Liouville" is essential in the conjugacy Denjoy theorem related to the dynamical properties of the diffeomorphisms on the circle $\mathbb{S}_{1}$ with an irrational rotation number (see Remark 3.1 and the references therein). In the present context of the fine asymptotic expansion (1.7) of a twodimensional ODE's flow, the same alternative on the irrational number $\xi_{1} / \xi_{2}$ can be regarded, up to our best knowledge, as a new example of the crucial role played by the Diophantine property of the rotation number in a dynamical system. Finally, using the rather restrictive
extension [20, Theorems 1,2] (see also [3, Theorem 3.3] which was obtained and used in an independent way) of Kolmogorov's theorem to dimension $d>2$ ) the previous two-dimensional result can be also extended to higher dimension (see Remark 3.2).

In contrast with Section 3, Section 4 is devoted to the commensurable case in any dimension, which is based on the existence of periodic solutions in the torus $Y_{d}$ to the ODE (1.1). Again assuming that Kolmogorov's theorem in dimension two and its extension [20, Theorems 1,2] in higher dimension hold true, we get (see Theorem 4.1) the fine asymptotic expansion (1.7) in $\mathbb{R}^{2}$, with an explicit non constant vector-valued function $\zeta$ in $\mathbb{R}^{d}$.

The results stated above are based on the condition that the vector field $b$ does not vanish in $Y_{d}$. When $b$ does vanish, the fine asymptotic expansion (1.7) may fail in $\mathbb{R}^{d}$. Indeed, Proposition 5.1 shows that the two-dimensional Stepanoff flow associated with the vector field $b=a \xi$, where $a$ vanishes at one point in $Y_{2}$ and $\xi$ is any incommensurable vector in $\mathbb{R}^{2}$, does not satisfy the fine asymptotic expansion (1.7) in the set $A=\mathbb{R} \xi+\mathbb{Z}^{2}$. In contrast, Example 5.4 provides a two-dimensional Stepanoff's flow which satisfies the fine asymptotic expansion in $\mathbb{R}^{2}$ for any vector $\xi$ in $\mathbb{R}^{2}$, but the function $a$ then has an infinite number of roots in $Y_{2}$. Other examples illustrate the results of the paper in Section 5.

We have not succeeded for the moment to derive a fine asymptotic expansion (1.7) of the flow either without using the bounded coboundary sum of (1.8), or without the conditions supporting Kolmogorov's theorem in dimension two and its extension in higher dimension. For instance, when $b$ is only a non vanishing regular two-dimensional vector field, namely the framework of [22], we do not know if the fine asymptotic expansion (1.7) holds in the whole set $\mathbb{R}^{2}$, while however the asymptotics (1.2) is satisfied at each point of $\mathbb{R}^{2}$.

Finally, in section 5.3 we illustrate this question with a two-dimensional Euler flow related to atmospheric flows [8, 28], and with the three-dimensional Arnold-Beltrami-Childress (ABC) flow which was first introduced by Arnold [2].

## Definitions and notations

- $d \in \mathbb{N}$ denotes the space dimension.
- $\mathbb{S}_{1}$ denotes the unit sphere of $\mathbb{R}^{2}$.
- A vector $\xi$ in $\mathbb{R}^{d}$ is said to be incommensurable in $\mathbb{R}^{d}$ if

$$
\begin{equation*}
\forall k \in \mathbb{Z}^{d} \backslash\left\{0_{\mathbb{R}^{d}}\right\}, \quad \xi \cdot k \neq 0 \tag{1.9}
\end{equation*}
$$

Otherwise, the vector $\xi$ is said to be commensurable in $\mathbb{R}^{d}$.

- A Diophantine number is an irrational real number $\lambda$ with the property that there exists $m \in \mathbb{N}$ satisfying

$$
\begin{equation*}
\#\left(\left\{(p, q) \in \mathbb{Z} \times \mathbb{N}:\left|\lambda-\frac{p}{q}\right| \leq \frac{1}{q^{m}}\right\}\right)<\infty \tag{1.10}
\end{equation*}
$$

i.e. $\lambda$ is badly approximated by rational numbers.

- On the contrary, a Liouville number is an irrational number $\lambda$ with the property that for any $n \in \mathbb{N}$, there exists a pair of integers $\left(p_{n}, q_{n}\right)$ with $q_{n}>1$, such that

$$
\begin{equation*}
0<\left|\lambda-\frac{p_{n}}{q_{n}}\right|<\frac{1}{\left(q_{n}\right)^{n}}, \tag{1.11}
\end{equation*}
$$

i.e. $\lambda$ is closely approximated by a sequence of rational numbers.

- $\left(e_{1}, \ldots, e_{d}\right)$ denotes the canonical basis of $\mathbb{R}^{d}$, and $0_{\mathbb{R}^{d}}$ denotes the null vector of $\mathbb{R}^{d}$.
- $I_{d}$ denotes the unit matrix of $\mathbb{R}^{d \times d}$.
- "." denotes the scalar product and $|\cdot|$ the euclidean norm in $\mathbb{R}^{d}$.
- $\times$ denotes the cross product in $\mathbb{R}^{3}$.
- $|A|$ denotes the Lebesgue measure of any measurable set in $\mathbb{R}^{d}$ or $Y_{d}$.
- $Y_{d}$ denotes the $d$-dimensional torus $\mathbb{R}^{d} / \mathbb{Z}^{d}$ (which may be identified to the unit cube $[0,1)^{d}$ in $\mathbb{R}^{d}$ ), and $0_{Y_{d}}$ denotes the null vector of $Y_{d}$.
- $\Pi$ denotes the canonical surjection from $\mathbb{R}^{d}$ on $Y_{d}$.
- $C_{c}^{k}\left(\mathbb{R}^{d}\right), k \in \mathbb{N} \cup\{\infty\}$, denotes the space of the real-valued functions in $C^{k}\left(\mathbb{R}^{d}\right)$ with compact support in $\mathbb{R}^{d}$.
- $C_{\sharp}^{k}\left(Y_{d}\right), k \in \mathbb{N} \cup\{\infty\}$, denotes the space of the real-valued functions $f \in C^{k}\left(\mathbb{R}^{d}\right)$ which are $\mathbb{Z}^{d}$-periodic, i.e.

$$
\begin{equation*}
\forall k \in \mathbb{Z}^{d}, \forall x \in \mathbb{R}^{d}, \quad f(x+k)=f(x) \tag{1.12}
\end{equation*}
$$

- The jacobian matrix of a $C^{1}$-mapping $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is denoted by the matrix-valued function $\nabla F$ with entries $\frac{\partial F_{i}}{\partial x_{j}}$ for $i, j \in\{1, \ldots, d\}$.
- The abbreviation "a.e." for almost everywhere, will be used throughout the paper. The simple mention "a.e." refers to the Lebesgue measure on $\mathbb{R}^{d}$.
- $d x$ or $d y$ denotes the Lebesgue measure on $\mathbb{R}^{d}$.
- For a Borel measure $\mu$ on $Y_{d}$, extended by $\mathbb{Z}^{d}$-periodicity to a Borel measure $\tilde{\mu}$ on $\mathbb{R}^{d}$, a $\tilde{\mu}$-measurable function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is said to be $\mathbb{Z}^{d}$-periodic $\tilde{\mu}$-a.e. in $\mathbb{R}^{d}$, if

$$
\begin{equation*}
\forall k \in \mathbb{Z}^{d}, \quad f(\cdot+k)=f(\cdot) \tilde{\mu} \text {-a.e. in } \mathbb{R}^{d} . \tag{1.13}
\end{equation*}
$$

- For a Borel measure $\mu$ on $Y_{d}, L_{\sharp}^{p}\left(Y_{d}, \mu\right), p \geq 1$, denotes the space of the $\mu$-measurable functions $f: Y_{d} \rightarrow \mathbb{C}$ such that

$$
\int_{Y_{d}}|f(x)|^{p} \mu(d x)<\infty
$$

- $L_{\sharp}^{p}\left(Y_{d}\right), p \geq 1$, simply denotes the space of the Lebesgue measurable functions $f$ in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{d}\right)$, which are $\mathbb{Z}^{d}$-periodic $d x$-a.e. in $\mathbb{R}^{d}$.
- $\mathscr{M}_{\text {loc }}\left(\mathbb{R}^{d}\right)$ denotes the space of the non negative Borel measures on $\mathbb{R}^{d}$, which are finite on any compact set of $\mathbb{R}^{d}$.
- $\mathscr{M}_{\sharp}\left(Y_{d}\right)$ denotes the space of the non negative Radon measures on $Y_{d}$, and $\mathscr{M}_{p}\left(Y_{d}\right)$ denotes the space of the probability measures on $Y_{d}$.
- $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ denotes the space of the distributions on $\mathbb{R}^{d}$.
- For a Borel measure $\mu$ on $Y_{d}$ and for $f \in L_{\sharp}^{1}\left(Y_{d}, \mu\right)$, we denote

$$
\begin{equation*}
\mu(f):=\int_{Y_{d}} f(x) \mu(d x) \tag{1.14}
\end{equation*}
$$

which is simply denoted by $\bar{f}$ when $\mu$ is Lebesgue's measure. The same notation is used for a vector-valued function in $L_{\sharp}^{1}\left(Y_{d}, \mu\right)^{d}$. If $f$ is non negative, its harmonic mean $\underline{f}$ is defined by

$$
\underline{f}:=\left(\int_{Y_{d}} \frac{d y}{f(y)}\right)^{-1}
$$

- For a given measure $\lambda \in \mathscr{M}_{\sharp}\left(Y_{d}\right)$, the Fourier coefficients of $\lambda$ are defined by

$$
\hat{\lambda}(n):=\int_{Y_{d}} e^{-2 i \pi n \cdot x} \lambda(d x) \quad \text { for } n \in \mathbb{Z}^{d}
$$

The same notation is used for a vector-valued measure in $\mathscr{M}_{\sharp}\left(Y_{d}\right)^{d}$.

- $c$ denotes a positive constant which may vary from line to line.


## 2 Fine asymptotic expansion

Definition 2.1 $A$ flow $X$ associated with a vector field $b \in C_{\sharp}^{1}\left(Y_{d}\right)^{d}$ by (1.1) is said to admit $a$ fine asymptotic expansion if there exists a $\mathbb{Z}^{d}$-periodic vector-valued function $\zeta$ such that

$$
\begin{equation*}
\forall t \geq 0, \forall x \in \mathbb{R}^{d}, \quad X(t, x)=x+t \zeta(x)+O(1) \tag{2.1}
\end{equation*}
$$

where $O(1)$ denotes a vector-valued function which is bounded uniformly with respect to $t$ and $x$. More precisely, the flow $X$ is said to admit a fine asymptotic expansion in the subset $A$ of $\mathbb{R}^{d}$ if there exists a constant $C_{A}>0$ only depending on $A$, such that

$$
\begin{equation*}
\forall t \geq 0, \forall x \in A, \quad|X(t, x)-x-t \zeta(x)| \leq C_{A} \tag{2.2}
\end{equation*}
$$

The following result gives a way for a flow to admit a fine asymptotic expansion (2.1).
Proposition 2.2 Let b be a vector field in $C_{\sharp}^{1}\left(Y_{d}\right)^{d}$, and let $\zeta, \Phi$ be two vector-valued functions in $C^{1}\left(\mathbb{R}^{d}\right)^{d}$. Then, the following assertions are equivalent :

$$
\begin{gather*}
\forall t \geq 0, \forall x \in \mathbb{R}^{d}, \quad X(t, x)=x+t \zeta(x)+\Phi(X(t, x))-\Phi(x)  \tag{2.3}\\
\left(I_{d}-\nabla \Phi\right) b=\zeta \text { in } \mathbb{R}^{d} \quad \text { and } \quad \forall t \geq 0, \quad \zeta(X(t, \cdot))=\zeta \text { in } Y_{d} \tag{2.4}
\end{gather*}
$$

The last property in (2.4) means that $\zeta$ is invariant for the flow $X$. If one of these two assertions is satisfied and $\Phi$ is bounded in $\mathbb{R}^{d}$, then $\zeta$ is $\mathbb{Z}^{d}$-periodic, the Herman rotation set is given by

$$
\mathrm{C}_{b}=\left\{\begin{array}{cc}
\operatorname{conv}\left(\zeta\left(Y_{d}\right)\right) & \text { if } d \geq 3  \tag{2.5}\\
\zeta\left(Y_{2}\right) & \text { if } d=2
\end{array}\right.
$$

and the flow $X$ admits a fine asymptotic expansion in the sense of (2.1).

Remark 2.1 If the flow $X$ satisfies the expression (2.3), then the function $\Phi$ is not necessarily periodic. However, for any $t \geq 0$, the function $\Phi(X(t, \cdot))-\Phi(\cdot)$ is $\mathbb{Z}^{d}$-periodic, since the functions $(x \mapsto X(t, x)-x)$ and $\zeta$ are $\mathbb{Z}^{d}$-periodic. The function $\Phi(X(t, \cdot))-\Phi(\cdot)$ can be regarded as a "continuous coboundary sum", since we have

$$
\Phi(X(n, \cdot))-\Phi(\cdot)=\sum_{i=0}^{n-1}[\Phi(X(i+1, \cdot))-\Phi(X(i, \cdot))] \quad \text { for } n \in \mathbb{N}
$$

where each term of the sum is a coboundary term.
In the sequel we will construct such continuous coboundary sums possibly uniformly bounded in various situations, so that the fine asymptotic expansion (2.1) will follow immediately.

Based on Proposition 2.2 the following result allows us to construct a general family of flows which satisfy the fine asymptotic expansion (2.1).

Proposition 2.3 Let $\Psi$ be a $C^{2}$-diffeomorphism on $Y_{d}$ satisfying the conditions

$$
\begin{equation*}
\Phi:\left(x \in \mathbb{R}^{d} \mapsto x-\Psi(x)\right) \in C_{\sharp}^{2}\left(Y_{d}\right)^{d} \quad \text { and } \quad \operatorname{det}(\nabla \Psi) \neq 0 \text { in } Y_{d} . \tag{2.6}
\end{equation*}
$$

Let $\zeta$ be a vector field in $C_{\sharp}^{1}\left(Y_{d}\right)^{d}$ satisfying the equality

$$
\begin{equation*}
\nabla \zeta(\nabla \Psi)^{-1} \zeta=0 \text { in } Y_{d} \tag{2.7}
\end{equation*}
$$

Then, the flow $X$ associated with the vector field $b \in C_{\sharp}^{1}\left(Y_{d}\right)^{d}$ defined by

$$
\begin{equation*}
b:=(\nabla \Psi)^{-1} \zeta=\left(I_{d}-\nabla \Phi\right)^{-1} \zeta \text { in } Y_{d} \tag{2.8}
\end{equation*}
$$

fulfills both the expression (2.3) and the fine asymptotic expansion (2.1).
Proof of Proposition 2.2. First, assume that assertion (2.3) holds. Then, by the boundedness of the vector field $\Phi$ and by the semi-group property of the flow $X$, we deduce from (2.3) that for any $t \geq 0$ and any $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \frac{X(s, x)}{s}=\zeta(x)=\lim _{s \rightarrow \infty} \frac{X(s+t, x)}{s}=\lim _{s \rightarrow \infty} \frac{X(s, X(t, x))}{s}=\zeta(X(t, x)) \tag{2.9}
\end{equation*}
$$

which shows that the vector-valued function $\zeta$ is invariant for the flow $X$. Moreover, we have

$$
\forall x \in \mathbb{R}^{d}, \forall k \in \mathbb{R}^{d}, \quad \zeta(x+k)=\lim _{t \rightarrow \infty} \frac{X(t, x+k)}{t}=\lim _{t \rightarrow \infty} \frac{X(t, x)+k}{t}=\zeta(x)
$$

which shows that $\zeta$ is $\mathbb{Z}^{d}$-periodic.
Now, let us determine the Herman rotation set $C_{b}$. By [21, Corollary 2.6] combined with (2.9) we have

$$
\begin{equation*}
\mathrm{C}_{b}=\operatorname{conv}\left(\bigcup_{x \in \mathbb{R}^{d}}\left[\bigcap_{n \in \mathbb{N}} \overline{\left\{\frac{X(k, x)-x}{k}: k \geq n\right\}}\right]\right)=\operatorname{conv}\left(\zeta\left(Y_{d}\right)\right) \tag{2.10}
\end{equation*}
$$

In dimension two the first equality of (2.5) can be refined. Indeed, by virtue of [11, Theorem 1.2] for two-dimensional continuous flows, Herman's rotation set $C_{b}$ is a closed line segment of $\mathbb{R}^{2}$, and by the continuity of $\zeta$ the subset $\zeta\left(Y_{2}\right)$ of $\mathbb{R}^{2}$ is a connected compact set. Therefore, it is enough to prove that the extremal points of $\mathrm{C}_{b}$ belong to $\zeta\left(Y_{2}\right)$. To this end, by [21, Remark 2.5] (see [6, Section 6.1] for a proof) each extremal point of $\mathrm{C}_{b}$ is a vector $\nu(b)$ for some
ergodic invariant probability measure $\nu$. Then, by Birkhoff's ergodic theorem there exists a point $x \in Y_{2}$ such that

$$
\zeta(x)=\lim _{t \rightarrow \infty} \frac{X(t, x)}{t}=\nu(b) \in \zeta\left(Y_{2}\right)
$$

which thus implies the second equality of (2.5).
Next, we have for any $t \geq 0$ and any $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\frac{\partial}{\partial t}[X(t, x)-x-t \zeta(x)-\Phi(X(t, x))+\Phi(x)]=(b-\nabla \Phi b)(X(t, x))-\zeta(x) \tag{2.11}
\end{equation*}
$$

Since the assertion (2.3) holds and $\zeta$ is invariant for $X$, the equality (2.11) is reduced to

$$
\forall t \geq 0, \forall x \in \mathbb{R}^{d}, \quad(b-\nabla \Phi b)(X(t, x))=\zeta(X(t, x))
$$

Therefore, taking $t=0$ in the previous equality we get the relation (2.4).
Conversely, if the assertion (2.4) is satisfied, then the right hand side of (2.11) is zero, which implies that or any $t \geq 0$ and any $x \in \mathbb{R}^{d}$,

$$
X(t, x)-x-t \zeta(x)-\Phi(X(t, x))+\Phi(x)=X(0, x)-x-\Phi(X(0, x))+\Phi(x)=0
$$

which yields assertion (2.3).
Finally, note that the expression (2.3) of the flow $X$ combined with the boundedness of the vector field $\Phi$ provides immediately the fine asymptotic expansion (2.1) of $X$, which concludes the proof of Proposition 2.2.

Proof of Proposition 2.3. Define the mapping $X$ by

$$
\begin{equation*}
X(t, x):=\Psi^{-1}(t \zeta(x)+\Psi(x)) \quad \text { for }(t, x) \in[0, \infty) \times \mathbb{R}^{d} \tag{2.12}
\end{equation*}
$$

First of all, let us prove that the vector-valued function $\zeta$ is invariant for $X$. Using the equalities (2.12) and

$$
\begin{equation*}
I_{d}=\nabla\left(\Psi^{-1} \circ \Psi\right)=\left(\nabla\left(\Psi^{-1}\right) \circ \Psi\right) \nabla \Psi \quad \text { in } \mathbb{R}^{d} \tag{2.13}
\end{equation*}
$$

we have for any $(t, x) \in[0, \infty) \times \mathbb{R}^{d}$,

$$
\begin{aligned}
\frac{\partial}{\partial t}[\zeta(X(t, x))] & =(\nabla \zeta)(X(t, x)) \frac{\partial}{\partial t}(X(t, x)) \\
& =(\nabla \zeta)(X(t, x)) \nabla\left(\Psi^{-1}\right)(t \zeta(x)+\Psi(x)) \zeta(x) \\
& =(\nabla \zeta)(X(t, x))(\nabla \Psi)^{-1}(X(t, x)) \zeta(x)
\end{aligned}
$$

This combined with equality (2.7) yields that for a fixed $x \in \mathbb{R}^{d}$ and any $t \geq 0$,

$$
\begin{equation*}
f_{x}^{\prime}(t)=-\left(\nabla \zeta(\nabla \Psi)^{-1}\right)(X(t, x)) f_{x}(t) \quad \text { where } \quad f_{x}(t):=\zeta(X(t, x))-\zeta(x) \tag{2.14}
\end{equation*}
$$

Hence, by the continuity of the $\mathbb{Z}^{d}$-periodic matrix-valued function $\nabla \zeta(\nabla \Psi)^{-1}$ in $\mathbb{R}^{d}$, for any $T \in(0, \infty)$ there exists a constant $c_{T} \geq 0$ such that

$$
\forall t \in[0, T], \quad\left|f_{x}(t)\right| \leq c_{T} \int_{0}^{t}\left|f_{x}(s)\right| d s
$$

which by Grönwall's inequality applied in $[0, T]$ implies that $f_{x}=0$ in $[0, T]$. Therefore, the vector field $\zeta$ is invariant for the mapping $X$.

Now, consider the vector field $b \in C_{\sharp}^{1}\left(Y_{d}\right)^{d}$ defined by (2.8). Hence, due to (2.13) and the invariance of $\zeta$ combined with equality (2.8), we have for any $(t, x) \in[0, \infty) \times \mathbb{R}^{d}$,

$$
\begin{aligned}
\frac{\partial}{\partial t}(X(t, x)) & =\nabla\left(\Psi^{-1}\right)(t \zeta(x)+\Psi(x)) \zeta(x) \\
& =\left(\nabla\left(\Psi^{-1}\right) \circ \Psi\right)(X(t, x)) \zeta(X(t, x)) \\
& =(\nabla \Psi)^{-1}(X(t, x)) \zeta(X(t, x))=b(X(t, x))
\end{aligned}
$$

Therefore, the mapping $X$ defined by (2.12) is actually the flow associated with the vector field $b$ defined by (2.8) through the ODE (1.1).

Finally, since $\Psi(x)=x-\Phi(x)$ for $x \in \mathbb{R}^{d}$, the desired expression (2.3) of the flow $X$ directly follows from the composition of equality (2.12) by $\Psi$, and the fine asymptotic expansion (2.1) is an immediate consequence of the $\mathbb{Z}^{d}$-periodicity of the vector-valued $\Phi$.

This concludes the proof of Proposition 2.3.
Finally, the following result provides sufficient conditions to obtain two vector-valued functions $\zeta$ and $\Phi$ satisfying the expression (2.3) of the flow $X$, and to also derive fine asymptotic expansion (2.2) in some sets of $\mathbb{R}^{d}$.

Theorem 2.1 Let $b \in C_{\sharp}^{1}\left(Y_{d}\right)^{d}$ be a vector field in $\mathbb{R}^{d}$, $d \geq 2$.
i) Assume that the vector field $b$ satisfies the positivity condition

$$
\begin{equation*}
\exists \nabla u \in C_{\sharp}^{0}\left(Y_{d}\right)^{d}, \quad b \cdot \nabla u>0 \text { in } Y_{d} . \tag{2.15}
\end{equation*}
$$

Also assume that there exists a vector-valued function $\zeta$ such that $X$ satisfies the asymptotics

$$
\begin{equation*}
\forall x \in Y_{d}, \quad \lim _{t \rightarrow \infty} \frac{X(t, x)}{t}=\zeta(x) \tag{2.16}
\end{equation*}
$$

Then, the vector field $\zeta$ is invariant for the flow $X$, and there exists $\Phi \in C^{1}\left(\mathbb{R}^{d}\right)^{d}$ such that the expression (2.3) of the flow $X$ holds.
ii) Replace in part i) condition (2.15) by the stronger gradient invertibility condition

$$
\begin{equation*}
\exists \nabla u_{1} \in C_{\sharp}^{0}\left(Y_{d}\right)^{d}, \quad b \cdot \nabla u_{1}=1 \text { in } Y_{d} . \tag{2.17}
\end{equation*}
$$

Then, the fine asymptotic expansion (2.2) holds in any strip of $\mathbb{R}^{d}$ orthogonal to the direction $\xi:=\bar{\nabla} u_{1}$ of type

$$
\begin{equation*}
\left\{x \in \mathbb{R}^{d}: x \cdot \xi \in[a, b]\right\} \quad \text { for }-\infty<a<b<+\infty \tag{2.18}
\end{equation*}
$$

iii) Replace in part ii) condition (2.17) by the existence of a vector field $U=\left(u_{1}, \ldots, u_{d}\right)$ satisfying

$$
\nabla U \in C_{\sharp}^{0}\left(Y_{d}\right)^{d \times d} \quad \text { with } \quad\left\{\begin{array}{l}
b \cdot \nabla u_{1}=1,  \tag{2.19}\\
b \cdot \nabla u_{2}=\cdots=b \cdot \nabla u_{d}=0, \quad \text { in } Y_{d} . \\
\operatorname{det}(\nabla U) \neq 0,
\end{array}\right.
$$

Then, the fine asymptotic expansion (2.1) is satisfied through the expression (2.3) obtained with the vector field

$$
\begin{equation*}
\Phi(x):=x-(\overline{\nabla U})^{-1} U(x) \text { for } x \in \mathbb{R}^{d} \quad \text { and } \quad \zeta:=(\overline{\nabla U})^{-1} e_{1} . \tag{2.20}
\end{equation*}
$$

Remark 2.2 In dimension two Peirone [22, Theorem 3.1] proved remarkably that the asymptotics (2.16) of the flow $X$ is always satisfied when the vector field $b$ does not vanish in $Y_{2}$, while this asymptotics is generally false in higher dimension [22, Section 4] and in dimension two with a vanishing vector field b [23].

Proof of Theorem 2.1.
Proof of part $i$ ). First of all, due to the asymptotics (2.16) the invariance of the vector-valued function $\zeta$ for the flow $X$ follows from the equalities (2.9).

Next, following [5, Remark 3.6] we can consider for each $x \in \mathbb{R}^{d}$ the unique times $\tau(x)$ for the orbit $X(\cdot, x)$ to meet the equipotential $\{u=0\}$, i.e.

$$
\begin{equation*}
u(X(\tau(x), x))=0 \tag{2.21}
\end{equation*}
$$

Using the positivity (2.15) and the $C^{1}$-regularity of the flow $X$, the implicit function theorem implies that the function $\tau$ belongs to $C^{1}\left(\mathbb{R}^{d}\right)$. By the uniqueness of $\tau$ combined with the semi-group property of $X$ we also have

$$
\begin{equation*}
\forall t \geq 0, \quad \tau(X(t, x))=\tau(x)-t \tag{2.22}
\end{equation*}
$$

Now, consider the vector-valued function $\Phi$ (not necessarily bounded in $\mathbb{R}^{d}$ nor $\mathbb{Z}^{d}$-periodic) defined by

$$
\begin{equation*}
\Phi(x)=\int_{0}^{\tau(x)}(\zeta(x)-b(X(s, x))) d s \quad \text { for } x \in \mathbb{R}^{d} \tag{2.23}
\end{equation*}
$$

Then, we have for any $t \geq 0$ and any $x \in \mathbb{R}^{d}$,

$$
\Phi(X(t, x))=\int_{0}^{\tau(x)-t}(\zeta(x)-b(X(s+t, x))) d s=\int_{t}^{\tau(x)}(\zeta(x)-b(X(s, x))) d s
$$

Hence, taking the $t$-derivative of $\Phi(X(t, x))$ at point $t=0$, we get that

$$
\forall x \in \mathbb{R}^{d}, \quad \nabla \Phi(x) b(x)=b(x)-\zeta(x)
$$

which is exactly the first equality of (2.4). This combined with the invariance of $\zeta$ for $X$ yields (2.4). Therefore, by virtue of Proposition 2.2 we deduce the equivalent expression (2.3) of the flow $X$.
Proof of part ii). From equation (2.17) we deduce that

$$
\forall(t, x) \in[0, \infty) \times \mathbb{R}^{d}, \quad u_{1}(X(t, x))=t+u_{1}(x)
$$

Then, the solution $\tau(x)$ to the equation (2.21) with the function $u_{1}$ is given by $\tau(x)=-u_{1}(x)$, and the vector-valued function $\Phi$ defined by (2.23) reads as for any $x \in \mathbb{R}^{d}$,

$$
\Phi(x)=\int_{0}^{-u_{1}(x)}\left(\zeta(x)-\frac{\partial X}{\partial s}(s, x)\right) d s=-u_{1}(x) \zeta(x)-X\left(-u_{1}(x), x\right)+x
$$

Since $\nabla u_{1}$ is in $C_{\sharp}^{0}\left(Y_{d}\right)^{d}$, the function $u_{1}$ can be written $u_{1}(x)=\xi \cdot x-v_{1}(x)$ where $\xi=\overline{\nabla u_{1}}$ and $v_{1} \in C_{\sharp}^{1}\left(Y_{d}\right)$. Then, we have for any point $x$ in the affine hyperplane $x \cdot \xi=c$,

$$
\begin{equation*}
\Phi(x)=\left(v_{1}(x)-c\right) \zeta(x)+x-X\left(v_{1}(x)-c, x\right)=\left(v_{1}(x)-c\right) \zeta(x)-\int_{0}^{v_{1}(x)-c} b(X(s, x)) d s \tag{2.24}
\end{equation*}
$$

and for any $t \geq 0$,

$$
\Phi(X(t, x))=\left(v_{1}(X(t, x))-c\right) \zeta(x)-\int_{0}^{v_{1}(X(t, x))-c} b(X(s+t, x)) d s
$$

Hence, since the functions $v_{1}$ and $\zeta$ are $\mathbb{Z}^{d}$-periodic and continuous in $Y_{d}$, we get that for any $t \geq 0$ and any $x$ in the affine hyperplane $x \cdot \xi=c$,

$$
|\Phi(X(t, x))-\Phi(x)| \leq 2\left(|c|+\left\|v_{1}\right\|_{L_{\sharp}^{\infty}\left(Y_{d}\right)}\right)\left(\|\zeta\|_{L_{\sharp}^{\infty}\left(Y_{d}\right)^{d}}+\|b\|_{L_{\sharp}^{\infty}\left(Y_{d}\right)^{d}}\right) .
$$

Therefore, taking into account the expression (2.3) of the flow given by the part $i$ ), we obtain the fine asymptotic expansion (2.2) in any strip defined by (2.18).
Proof of part iii). This result has been obtained in [3, Theorem 3.3] for obtaining a class of ODE's flows whose Herman's rotation sets are reduced to a unit set. In the present context, by (2.19) and (2.20) we get immediately the equality

$$
\left(I_{d}-\nabla \Phi\right) b=(\overline{\nabla U})^{-1} D U b=(\overline{\nabla U})^{-1} e_{1}=\zeta \quad \text { in } Y_{d},
$$

which by virtue of Proposition 2.2 implies the fine asymptotic expansion (2.1).
The proof of Theorem 2.1 is done.

## 3 The incommensurable two-dimensional case

We have the following result.

## Theorem 3.1

I) Let $b$ be a non vanishing vector field at least in $C_{\sharp}^{2}\left(Y_{2}\right)^{2}$ admitting an invariant probability measure $\sigma(x) d x$ where $\sigma$ is a positive function at least in $C_{\sharp}^{5}\left(Y_{2}\right)$, such that

$$
\begin{equation*}
\overline{\sigma b} \text { is incommensurable in } \mathbb{R}^{2} \text { and the ratio } \frac{\overline{\sigma b_{1}}}{\overline{\sigma b_{2}}} \text { is a Diophantine number. } \tag{3.1}
\end{equation*}
$$

Then, provided that $b$ and $\sigma$ are regular enough, the flow $X$ defined by (1.1) satisfies the fine asymptotic expansion

$$
\begin{equation*}
\forall t \geq 0, \forall x \in \mathbb{R}^{d}, \quad X(t, x)=x+t \overline{\sigma b}+O(1) \tag{3.2}
\end{equation*}
$$

where $O(1)$ is a vector-valued function which is bounded uniformly with respect to $t$ and $x$.
II) Let $\xi$ be a unit vector of $\mathbb{R}^{2}$ such that $\xi_{1} / \xi_{2}$ is a Liouville number. Then, there exists a positive function $a \in C_{\sharp}^{\infty}\left(Y_{2}\right)$ such that the Stepanoff flow $X$ associated with the vector field $b=a \xi$ does not satisfies the fine asymptotic expansion (2.1).

Remark 3.1 In view of the two cases of Theorem 3.1-restricting ourselves to the class of smooth two-dimensional vector fields $b$ such that each associated flow has an invariant probability measure $\sigma(x) d x$ with a smooth Lebesgue's density $\sigma>0$ and an incommensurable rotation vector $\xi(=\overline{\sigma b}$ in (3.1)) - we obtain that a necessary and sufficient condition to derive systematically the fine asymptotic assumption (2.1) in $\mathbb{R}^{2}$ with $\zeta(x)=\xi$, is that the ratio $\xi_{1} / \xi_{2}$ is a Diophantine number.

On the one hand, by virtue of the Kolmogorov theorem [18] (see also [26, Lecture 11]) the Diophantine property of some rotation number permits to prove that the two-dimensional ODE (1.1) can be mapped to a linear ODE through a suitable diffeomorphism on $Y_{2}$, provided that the vector field $b$ is smooth and non vanishing in $Y_{2}$ and that the associated flow $X$ has an invariant probability measure with a smooth Lebesgue's density. On the other hand, the conjugacy Denjoy theorem (see [15, Section 12.1]) claims that any smooth diffeomorphism on the circle $\mathbb{S}_{1}$ with an irrational rotation number $\rho$ is topologically equivalent to the rotation of angle $\rho$. It turns out that the Arnold theorem [1] (see [15, Sections 12.3 and 12.5] and [9, Chapter 3, §5]) shows that the Diophantine property of the rotation number is essential to show that the conjugating map involved in Denjoy's theorem is smooth (at last differentiable). The construction of the Peirone two-dimensional counterexample [23] (recall Remark 2.2) is also based on some Diophantine rotation number for the ODE's flow. Alternatively, Theorem 3.1 seems to be, up to our best knowledge, a new example of the essential role played by the Diophantine property of the rotation number.

Proof of Theorem 3.1.
Proof of part I).
First step: Reduction to a Stepanoff flow.
By the Kolmogorov theorem [18] combined with enough regularity for the vector field $b$ (at least $C^{2}$ ) and the invariant probability measure $\sigma(x) d x$ (at least $\left.C^{5}\right)\left({ }^{2}\right.$, there exists a diffeomorphism $\Psi$ on the torus $Y_{2}$ (see, e.g., [5, Remark 2.1]) of class $C^{2}$ (at least) satisfying

$$
\begin{equation*}
\forall x \in \mathbb{R}^{d}, \quad \Psi(x)=M x+\Psi_{\sharp}(x), \tag{3.3}
\end{equation*}
$$

where $M \in \mathrm{SL}_{2}^{ \pm}(\mathbb{Z})$ (i.e. $M$ is a unimodular matrix) and $\Psi_{\sharp} \in C_{\sharp}^{2}\left(Y_{2}\right)^{2}$, such that the flow $\widehat{X}$ obtained from the flow $X$ through the diffeomorphism $\Psi$ by

$$
\begin{equation*}
\widehat{X}(t, y):=\Psi\left(X\left(t, \Psi^{-1}(y)\right)\right) \quad \text { for }(t, y) \in \mathbb{R} \times Y_{2} \tag{3.4}
\end{equation*}
$$

is actually the flow associated with the vector field $\hat{b} \in C_{\sharp}^{1}\left(Y_{2}\right)^{2}$ defined by

$$
\begin{equation*}
\hat{b}(y)=\left((\nabla \Psi b) \circ \Psi^{-1}\right)(y)=a(y) \xi \quad \text { for } y \in Y_{2} \tag{3.5}
\end{equation*}
$$

where $a$ is a non vanishing function in $C_{\sharp}^{1}\left(Y_{2}\right)$ (at least) and $\xi$ a non null vector of $\mathbb{R}^{2}$. Moreover, we easily check that

$$
\begin{equation*}
\forall y \in Y_{2}, \quad \lim _{t \rightarrow \infty} \frac{\widehat{X}(t, y)}{t}=M\left(\lim _{t \rightarrow \infty} \frac{X\left(t, \Psi^{-1}(y)\right)}{t}\right) \tag{3.6}
\end{equation*}
$$

if one of the two limits does exist. However, by virtue of Liouville theorem (see, e.g., [26, Lecture 11]) the vector field $\sigma b$ is divergence free in $Y_{2}$, so that there exists $u \in C_{\sharp}^{2}\left(Y_{2}\right)$ satisfying

$$
\sigma b=R_{\perp} \nabla u \quad \text { or equivalently } \quad b=\sigma^{-1} R_{\perp} \nabla u \quad \text { in } Y_{2} .
$$

By hypothesis the mean value of $\sigma b$ is incommensurable, so is the mean value of $\nabla u$. Then, by virtue of [5, Corollary 3.4] the Herman rotation set associated with the vector field $b$ is the unit set

$$
C_{b}=\{\overline{\sigma b}\}
$$

[^1]By [5, Proposition 2.1] this combined with (3.6) implies that

$$
\forall y \in Y_{d}, \quad \lim _{t \rightarrow \infty} \frac{\widehat{X}(t, y)}{t}=M\left(\lim _{t \rightarrow \infty} \frac{X\left(t, \Psi^{-1}(y)\right)}{t}\right)=M \overline{\sigma b}
$$

which is also an incommensurable vector due to $M \in \mathrm{SL}_{2}^{ \pm}(\mathbb{Z})$. Hence, again applying [5, Proposition 2.1] but with the Stepanoff flow $\widehat{X}$, using the results [ 6 , Section 2.4] on the asymptotics of Stepanoff's flows, and recalling (3.5) we get that

$$
\begin{equation*}
\mathrm{C}_{\hat{b}}=\{\underline{a} \xi\}=\{M \overline{\sigma b}\} . \tag{3.7}
\end{equation*}
$$

Hence, due to $M \in \mathrm{SL}_{2}^{ \pm}(\mathbb{Z})$ it follows that $\xi$ is an incommensurable vector of $\mathbb{R}^{2}$ as $\overline{\sigma b}$, and $\xi_{1} / \xi_{2}$ is a Diophantine number as the equivalent number $\overline{\sigma b_{1}} / \overline{\sigma b_{2}}$. Therefore, we are led to a Stepanoff's flow satisfying the same assumption (3.1) as the original flow $X$.

Now, it remains to derive the asymptotic (3.2) for any Stepanoff's flow satisfying condition (3.1) with $\sigma=\underline{a} / a$ and $a$ regular enough. This is the aim of the following step.
Second step: The Stepanoff flow in the incommensurable case.
Assume that $\hat{b}=a \xi$ where $a$ is a positive function in $C_{\sharp}^{1}\left(\mathbb{R}^{2}\right)$ and $\xi$ is an incommensurable vector of $\mathbb{R}^{2}$ such that $\xi_{1} / \xi_{2}$ is a Diophantine number.

First of all, following [6, Section 2.4] recall some general results about the Stepanoff flow [25] in the incommensurable case, namely associated with the vector field $\hat{b}=a \xi$ where $a$ is a positive function in $C_{\sharp}^{1}\left(Y_{d}\right)$ and $\xi$ is an incommensurable unit vector of $\mathbb{R}^{d}$ for $d \geq 2$. Let $\theta$ be the function defined by

$$
\begin{align*}
\theta(y) & :=\int_{0}^{y \cdot \xi}\left(\frac{\underline{a}}{a\left(t \xi+\left(y \cdot \xi^{i}\right) \xi^{i}\right)}-1\right) d t \\
(s=t-y \cdot \xi) & =\int_{-y \cdot \xi}^{0}\left(\frac{\underline{a}}{a(s \xi+y)}-1\right) d s \quad \text { for } y \in \mathbb{R}^{d}, \tag{3.8}
\end{align*}
$$

where $\left(\xi^{2}, \ldots, \xi^{d}\right)$ is an orthonormal basis of $(\mathbb{R} \xi)^{\perp}$ so that for any $y \in \mathbb{R}^{d}$,

$$
y=(y \cdot \xi) \xi+\left(y \cdot \xi^{i}\right) \xi^{i} \quad \text { with } \quad\left(y \cdot \xi^{i}\right) \xi^{i}=\left(\xi^{2} \cdot y\right) \xi^{2}+\cdots+\left(\xi^{d} \cdot y\right) \xi^{d}
$$

according to Einstein's convention. The function $\theta$ is in $C^{1}\left(\mathbb{R}^{d}\right)$ and satisfies for any $y \in \mathbb{R}^{d}$,

$$
\begin{align*}
\nabla \theta(y) \cdot \xi & =\left(\frac{\underline{a}}{a(y)}-1\right) \xi \cdot \xi+\int_{0}^{y \cdot \xi}\left[\left(\xi^{i} \otimes \xi^{i}\right) \nabla\left(\frac{a}{a}\right)\left(t \xi+\left(y \cdot \xi^{i}\right) \xi^{i}\right)\right] \cdot \xi d t \\
& =\frac{\underline{a}}{a(y)}-1+\int_{0}^{y \cdot \xi}\left[\xi^{i} \cdot \nabla\left(\frac{a}{a}\right)\left(t \xi+\left(y \cdot \xi^{i}\right) \xi^{i}\right)\right] \underbrace{\left(\xi^{i} \cdot \xi\right)}_{=0} d t  \tag{3.9}\\
& =\frac{\underline{a}}{a(y)}-1
\end{align*}
$$

On the other hand, the two-dimensional flow $\widehat{X}$ associated with the vector field $\hat{b}$ explicitly reads as

$$
\begin{equation*}
\widehat{X}(t, y)=F_{y}^{-1}(t) \xi+y \quad \text { where } \quad F_{y}(t):=\int_{0}^{t} \frac{d s}{a(s \xi+y)} \tag{3.10}
\end{equation*}
$$

and $F_{y}^{-1}$ denotes the reciprocal function of $F_{y}$. By (3.9) we have

$$
\underline{a} F_{y}(t)=t+\int_{0}^{t} \frac{\partial}{\partial s}(\theta(s \xi+y)) d s=t+\theta(t \xi+y)-\theta(y) .
$$

Therefore, replacing $t$ by $F_{y}^{-1}(t)$ in the previous equality and using the expression (3.10) of the flow, we get that

$$
\forall y \in \mathbb{R}^{d}, \quad\left\{\begin{align*}
\forall t \geq 0, & \widehat{X}(t, y)=\underline{a} t \xi+y+\theta(y) \xi-\theta(\widehat{X}(t, y)) \xi  \tag{3.11}\\
& \lim _{t \rightarrow \infty} \frac{\widehat{X}(t, y)}{t}=\underline{a} \xi
\end{align*}\right.
$$

Now, assume that $d=2$ and that $\xi_{1} / \xi_{2}$ is a Diophantine number. Consider the function $\alpha \in C_{\sharp}^{1}\left(Y_{2}\right)$ and its Fourier expansion defined by

$$
\begin{equation*}
\alpha(y):=\frac{\underline{a}}{a(y)}-1=\sum_{n \in \mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\}} \hat{\alpha}(n) e^{2 i \pi(y \cdot n)} \quad \text { for } y \in Y_{2}, \tag{3.12}
\end{equation*}
$$

where $\hat{\alpha}(n)$ denote the Fourier coefficients of $\alpha$. Then, putting the Fourier expansion (3.12) in the second integral of (3.8), we may permute the integral and the series due to $\hat{\alpha} \in \ell^{1}\left(\mathbb{Z}^{2}\right)$, which implies that for any $x \in Y_{2}$,

$$
\begin{equation*}
\theta(y)=\sum_{n \in \mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\}} \frac{\hat{\alpha}(n)}{2 i \pi(\xi \cdot n)}\left(e^{2 i \pi(y \cdot n)}-e^{2 i \pi(y-(y \cdot \xi) \xi) \cdot n}\right) . \tag{3.13}
\end{equation*}
$$

Next, since $\xi_{1} / \xi_{2}$ is a Diophantine number, by (1.10) there exists a non negative integer $m_{\xi}$ such that

$$
\begin{equation*}
\#\left(\left\{(p, q) \in \mathbb{Z} \times \mathbb{N}:\left|\frac{\xi_{1}}{\xi_{2}}-\frac{p}{q}\right| \leq \frac{1}{q^{m_{\xi}+1}}\right\}\right)<\infty \tag{3.14}
\end{equation*}
$$

Also assume that $a \in C_{\sharp}^{m_{\xi}+2}\left(Y_{2}\right)$. Then, by the Cauchy-Schwarz inequality we get that

$$
\begin{equation*}
\left(n \in \mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\} \longmapsto|n|^{m_{\xi}}|\hat{\alpha}(n)|=\frac{|\hat{\alpha}(n)||n|^{m_{\xi}+2}}{|n|^{2}}\right) \in \ell^{1}\left(\mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\}\right) \tag{3.15}
\end{equation*}
$$

since by the Parseval identity applied with the tensor-valued function $\nabla^{\left(m_{\xi}+2\right)} \alpha \in C_{\sharp}^{0}\left(Y_{2}\right)^{2^{\left(m_{\xi}+2\right)}}$ we have

$$
\sum_{n \in \mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\}} \frac{1}{|n|^{4}}<\infty \quad \text { and } \quad \sum_{n \in \mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\}}|n|^{2\left(m_{\xi}+2\right)}|\hat{\alpha}(n)|^{2} \leq c\left\|\nabla^{\left(m_{\xi}+2\right)} \alpha\right\|_{\ell^{2}(\mathbb{Z})^{\left.2^{(m} m_{\xi}+2\right)}}^{2} .
$$

Moreover, by (3.14) we have for any $n=\left(n_{1}, n_{2}\right) \in \mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\}$ with $|n| \geq N$ large enough,

$$
|\xi \cdot n|= \begin{cases}\left|\xi_{2} n_{2}\right| \geq\left|\xi_{2}\right| & \text { if } n_{1}=0 \\ \left|\xi_{2}\right|\left|n_{1}\right|\left|\xi_{1} / \xi_{2}+n_{2} / n_{1}\right| \geq\left|\xi_{2}\right| /\left|n_{1}\right|^{m_{\xi}} & \text { if } n_{1} \neq 0\end{cases}
$$

which implies that

$$
\begin{equation*}
\exists c>0, \forall n \in \mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\}, \quad|\xi \cdot n| \geq \frac{c}{|n|^{m_{\xi}}} \tag{3.16}
\end{equation*}
$$

This combined with (3.15) thus yields

$$
\forall n \in \mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\} \text { with }|n| \geq N, \quad \frac{|\hat{\alpha}(n)|}{|\xi \cdot n|} \leq C|\hat{\alpha}(n)||n|^{m_{\xi}}=\frac{|\hat{\alpha}(n)||n|^{m_{\xi}+2}}{|n|^{2}} \in \ell^{1}\left(\mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\}\right)
$$

Therefore, we deduce that the asymptotic expansion of (3.11) satisfies the uniform estimate

$$
\begin{equation*}
\forall t \geq 0, \forall y \in \mathbb{R}^{2}, \quad|\widehat{X}(t, y)-t \underline{a} \xi-y| \leq c \sum_{n \in \mathbb{Z}^{2} \backslash\left\{0_{\mathbb{R}^{2}}\right\}} \frac{|\hat{\alpha}(n)|}{|\xi \cdot n|}<\infty \tag{3.17}
\end{equation*}
$$

which establishes the asymptotic expansion (3.2) for the Stepanoff flow in the Diophantine case.
Let us conclude the proof of part I). Starting from formula (3.4), multiplying formula (3.3) by the matrix $M^{-1}$, and using the estimate (3.17) of $\widehat{X}$ combined with the equality (3.7) and the boundedness of $\Psi_{\sharp}$, we get that for any $t \geq 0$ and any $x \in Y_{2}$,

$$
\begin{aligned}
X(t, x)=\Psi^{-1}(\widehat{X}(t, \Psi(x))) & =M^{-1}(\widehat{X}(t, \Psi(x)))-M^{-1}\left(\Psi_{\sharp} \circ \Psi^{-1}\right)(\widehat{X}(t, \Psi(x))) \\
& =M^{-1}\left(t \bar{a} \xi+M x+\Psi_{\sharp}(x)+O(1)\right)-O(1) \\
& =t \overline{\sigma b}+x+O(1),
\end{aligned}
$$

which finally yields the desired fine asymptotic expansion (3.2).

## Proof of part II).

Since $\xi_{1} / \xi_{2}$ is a Liouville number, by (1.11) there exist two sequences of integers $\left(p_{n}\right)_{n \in \mathbb{N}}$ in $\mathbb{Z}^{\mathbb{N}}$ and $\left(q_{n}\right)_{n \in \mathbb{N}}$ in $\mathbb{N}^{\mathbb{N}}$ satisfying

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad\left|\frac{\xi_{1}}{\xi_{2}}-\frac{p_{n}}{q_{n}}\right|<\frac{1}{\left(q_{n}\right)^{n}}, \tag{3.18}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad\left|\xi \cdot k_{n}\right|<\frac{\left|\xi_{2}\right|}{\left(q_{n}\right)^{n-1}} \quad \text { where } \quad k_{n}:=q_{n} e_{1}-p_{n} e_{2} \in \mathbb{Z}^{2} \tag{3.19}
\end{equation*}
$$

Up to extract a subsequence of the sequence $\left(q_{n}\right)_{n \in \mathbb{N}}$ (which converges to $\infty$ ) still denoted by $\left(q_{n}\right)_{n \in \mathbb{N}}$, we can assume in addition that

$$
\begin{equation*}
\forall n \geq 3, \quad q_{n} \geq\left|\xi \cdot k_{n-1}\right|^{\frac{1}{3-n}}+n+\sum_{i=1}^{n-1} q_{i} \quad \text { and } \quad \sum_{n=3}^{\infty} \frac{2 \pi\left|\xi_{2}\right|}{\left(q_{n}\right)^{n-2}}<1 \tag{3.20}
\end{equation*}
$$

which implies in particular that $\left(q_{n}\right)_{n \in \mathbb{N}}$ is increasing. Then, define the positive function $a$ in $C_{\sharp}^{\infty}\left(Y_{2}\right)$ by its inverse

$$
\begin{equation*}
\frac{1}{a(x)}:=1+\sum_{n=3}^{\infty} \alpha_{n} \cos \left(2 \pi k_{n} \cdot x\right) \quad \text { for } x \in Y_{2}, \quad \text { where } \quad \alpha_{n}:=2 \pi q_{n} \xi \cdot k_{n} \tag{3.21}
\end{equation*}
$$

The function $a$ is well defined and positive due to the second inequality of (3.20) combined with inequality (3.19). Moreover, since by (3.19) and (3.21) we have for any $m \in \mathbb{N}$,

$$
\sum_{n=m+2}^{\infty} \alpha_{n}\left|k_{n}\right|^{m} \leq \sum_{n=m+2}^{\infty} 2 \pi\left|\xi_{2}\right| \frac{q_{n}\left(\left|p_{n}\right|+q_{n}\right)^{m}}{\left(q_{n}\right)^{n-1}} \leq c \sum_{n=m+2}^{\infty} \frac{1}{\left(q_{n}\right)^{n-m-2}}<\infty
$$

the function $a$ belongs to $C_{\sharp}^{\infty}\left(Y_{2}\right)$.
On the other hand, define the sequence $\left(\tau_{n}\right)_{n \in \mathbb{N}}$ by

$$
\begin{equation*}
\tau_{n}:=\frac{1}{4 \xi \cdot k_{n}} \quad \text { for } n \in \mathbb{N} . \tag{3.22}
\end{equation*}
$$

Then, the function $\theta$ defined by the first integral of (3.8) with $1 / a$ defined by the series expansion (3.21), satisfies for any integer $m \geq 4$ (note that $\underline{a}=1$ )

$$
\begin{aligned}
\theta\left(\tau_{m} \xi\right) & =\int_{0}^{\tau_{m}}\left(\sum_{n=3}^{\infty} \alpha_{n} \cos \left(2 \pi\left(\xi \cdot k_{n}\right) t\right)\right) d t \\
& =\sum_{n=3}^{\infty} \alpha_{n} \frac{\sin \left(2 \pi\left(\xi \cdot k_{n}\right) \tau_{m}\right)}{2 \pi\left(\xi \cdot k_{n}\right)} \\
& =q_{m}+\sum_{n=3}^{m-1} \alpha_{n} \frac{\sin \left(2 \pi\left(\xi \cdot k_{n}\right) \tau_{m}\right)}{2 \pi\left(\xi \cdot k_{n}\right)}+\sum_{n=m+1}^{\infty} \alpha_{n} \frac{\sin \left(2 \pi\left(\xi \cdot k_{n}\right) \tau_{m}\right)}{2 \pi\left(\xi \cdot k_{n}\right)}
\end{aligned}
$$

which by the first inequalities of (3.20) and (3.19) implies that

$$
\begin{align*}
\theta\left(\tau_{m} \xi\right) & \geq q_{m}-\sum_{n=3}^{m-1} \frac{\left|\alpha_{n}\right|}{2 \pi\left|\xi \cdot k_{n}\right|}-\sum_{n=m+1}^{\infty}\left|\tau_{m}\right|\left|\alpha_{n}\right| \\
& \geq q_{m}-\sum_{n=3}^{m-1} q_{n}-\frac{\pi}{2} \sum_{n=m+1}^{\infty} q_{n} \frac{\left|\xi \cdot k_{n}\right|}{\left|\xi \cdot k_{m}\right|}  \tag{3.23}\\
& \geq m-\frac{\pi\left|\xi_{2}\right|}{2} \sum_{n=m+1}^{\infty} \frac{1}{\left(q_{n}\right)^{n-2}} \frac{1}{\left|\xi \cdot k_{m}\right|}
\end{align*}
$$

Moreover, applying the first inequality of (3.20) with $n=m+1$, we get that for any $n \geq m+1$,

$$
q_{n} \geq q_{m+1} \geq\left|\xi \cdot k_{m}\right|^{\frac{1}{2-m}} \quad \text { so that } \quad \frac{1}{\left(q_{n}\right)^{n-m}} \geq \frac{1}{\left(q_{n}\right)^{n-2}} \frac{1}{\left|\xi \cdot k_{m}\right|}
$$

This combined with (3.23) and the increase of $\left(q_{n}\right)_{n \in \mathbb{N}}$ thus yields

$$
\theta\left(\tau_{m} \xi\right) \geq m-\frac{\pi\left|\xi_{2}\right|}{2} \sum_{n=m+1}^{\infty} \frac{1}{\left(q_{n}\right)^{n-m}}=m-\frac{\pi\left|\xi_{2}\right|}{2} \sum_{n=1}^{\infty} \frac{1}{\left(q_{n+m}\right)^{n}} \geq m-\frac{\pi\left|\xi_{2}\right|}{2} \underbrace{\sum_{n=1}^{\infty} \frac{1}{\left(q_{n}\right)^{n}}}_{<\infty}
$$

Hence, we deduce that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \theta\left(\tau_{m} \xi\right)=\infty \tag{3.24}
\end{equation*}
$$

Finally, by the expression (3.10) of the Stepanoff flow for $y=0_{\mathbb{R}^{2}}$, we have for any $m \in \mathbb{N}$,

$$
\widehat{X}\left(t_{m}, 0_{\mathbb{R}^{2}}\right)=\tau_{m} \xi \quad \text { where } \quad t_{m}:=F_{0_{\mathbb{R}^{2}}}\left(\tau_{m}\right)
$$

Therefore, using the expression (3.11) of the flow $\widehat{X}$ for $y=0_{\mathbb{R}^{2}}$ and limit (3.24), we obtain that

$$
\left|\widehat{X}\left(t_{m}, 0_{\mathbb{R}^{2}}\right)-t_{m} \xi\right|=\left|\theta\left(0_{\mathbb{R}^{2}}\right)-\theta\left(\tau_{m} \xi\right)\right| \underset{m \rightarrow \infty}{\longrightarrow} \infty
$$

which shows that the fine asymptotic expansion (2.1) does not hold for the Stepanoff flow $\widehat{X}$.
The proof of part II) is done, which also concludes the proof of Theorem 3.1.

Remark 3.2 In higher dimension and in spirit of the case iii) of Theorem 2.1, assume that there exists a vector-valued function $U:=\left(u_{1}, \ldots, u_{d}\right)$ satisfying besides condition (2.19) the following one

$$
\nabla U \in C_{\sharp}^{1}\left(Y_{d}\right)^{d \times d} \quad \text { with } \quad\left\{\begin{array}{l}
b \cdot \nabla u_{1}>0,  \tag{3.25}\\
b \cdot \nabla u_{2}=\cdots=b \cdot \nabla u_{d}=0, \quad \text { in } Y_{d} \\
\operatorname{det}(\nabla U) \neq 0,
\end{array}\right.
$$

Then, following [3, Theorem 3.3] the matrix $\overline{\nabla U}$ is invertible and the diffeomorphism on the torus $\Psi:=M U$ with $M:=(\overline{\nabla U})^{-1}\left({ }^{3}\right)$, satisfies

$$
\begin{equation*}
\nabla \Psi \in C^{1}\left(Y_{d}\right)^{d \times d}, \quad \overline{\nabla \Psi}=I_{d}, \quad \nabla \Psi b=\left(b \cdot \nabla u_{1}\right) \xi \text { in } Y_{d}, \quad \text { with } \xi:=M e_{1} . \tag{3.26}
\end{equation*}
$$

Hence, $\Psi$ is a $C^{2}$-diffeomorphism on the torus $Y_{d}$ (recall (3.3)) which maps the flow $X$ associated with $b$ to the Stepanoff flow $\widehat{X}$ (3.4) associated with the vector field

$$
\begin{equation*}
\hat{b}:=a \xi \quad \text { where } \quad a(y):=\left(\left(b \cdot \nabla u_{1}\right) \circ \Psi^{-1}\right)(y)>0 \quad \text { for } y \in Y_{d} \tag{3.27}
\end{equation*}
$$

When the vector $\xi$ satisfies the extension of (3.16)

$$
\begin{equation*}
\exists c>0, \exists m_{\xi} \in \mathbb{N}, \forall n \in \mathbb{Z}^{d} \backslash\left\{0_{\mathbb{R}^{d}}\right\}, \quad|\xi \cdot n| \geq \frac{c}{|n|^{m_{\xi}}}, \tag{3.28}
\end{equation*}
$$

and $a \in C_{\sharp}^{m_{\xi}+p}\left(Y_{d}\right)$ for some integer $p>d / 2$, we get similarly to the proof of the second part of Theorem 3.1, that the flow $X$ satisfies the fine asymptotic expansion (2.1).

In the part $i i i$ ) of Theorem 4.1 below we will again use the previous diffeomorphism $\Psi$ on $Y_{d}$ with $d>2$, in the case where the vector $\xi$ is commensurable in $\mathbb{R}^{d}$.

## 4 The commensurable case in any dimension

We have the following result.
Theorem 4.1 Let $b \in C_{\sharp}^{1}\left(Y_{d}\right)^{d}$ be a vector field in $\mathbb{R}^{d}$.
i) Let $A$ be a non-empty subset of $\mathbb{R}^{d}$. Assume that there exist $T_{A}, k_{A} \in(0, \infty)$ such that the flow $X$ satisfies the periodicity property

$$
\begin{array}{r}
\forall x \in A, \exists T(x) \in\left(0, T_{A}\right], \quad \exists k(x) \in \mathbb{Z}^{d} \text { with }|k(x)| \leq k_{A}, \forall t \geq 0, \\
X(t+T(x), x)=X(t, x)+k(x) \tag{4.1}
\end{array}
$$

Then, the flow $X$ associated with $b$ satisfies the fine asymptotic expansion (2.2) in $A$ with $\zeta(x):=k(x) / T(x)$ for $x \in A$.

[^2]ii) Assume that $b$ is a non vanishing vector field in $C_{\sharp}^{2}\left(Y_{2}\right)^{2}$ admitting an invariant probability measure $\sigma(x) d x$, where $\sigma$ is a positive function in $C_{\sharp}^{5}\left(Y_{2}\right)$ with mean value 1 , such that
\[

$$
\begin{equation*}
\overline{\sigma b} \text { is commensurable in } \mathbb{R}^{2} \text {. } \tag{4.2}
\end{equation*}
$$

\]

Then, there exists $T>0$ such that the flow $X$ satisfies the fine asymptotic expansion (2.1) with

$$
\begin{equation*}
\zeta(\Psi(x)):=\left(\frac{1}{T} \int_{0}^{T} \frac{d t}{a(t \xi+\Psi(x))}\right)^{-1} \xi \quad \text { for } x \in Y_{2} \tag{4.3}
\end{equation*}
$$

where the $C^{2}$-diffeomorphism $\Psi$ on $Y_{2}$ maps the flow $X$ on the Stepanoff flow $\widehat{X}$ associated with the vector field $\hat{b}$ through equalities (3.3), (3.4), (3.5).
iii) Assume that for $d>2$, the vector field $b$ satisfies (3.25) with $D U \in C_{\sharp}^{1}\left(Y_{d}\right)^{d \times d}$, and that the vector $\xi:=(\overline{\nabla U})^{-1} e_{1}$ in (3.26) is commensurable, i.e. there exists $T>0$ such that $T \xi \in \mathbb{Z}^{d}$.

Then, the flow $X$ still satisfies the fine asymptotic expansion (2.1) with the vector-valued function $\zeta$ defined by (4.3) in $Y_{d}$, where the $C^{2}$-diffeomorphism $\Psi=M U$ on $Y_{d}$ maps the flow $X$ on the Stepanoff flow associated with the vector field $\hat{b}$ through equalities (3.25), (3.26), (3.27).

Remark 4.1 By virtue of [11, Theorem 1.2] it is known that the rotation set $\mathrm{C}_{b}$ of the ODE's flow (1.1) associated with a vector field $b \in C_{\sharp}^{1}\left(Y_{2}\right)$ is always a closed line segment of $\mathbb{R}^{2}$ carried by a line passing through $0_{\mathbb{R}^{2}}$. This combined with [10, Theorem B] implies that if $\mathrm{C}_{b}$ contains a non null commensurable vector $\zeta$, then the flow $X$ satisfies a fine asymptotic expansion in the direction $\zeta^{\perp}$, i.e. there exists a constant $C \geq 0$ such that

$$
\begin{equation*}
\forall t \geq 0, \forall x \in \mathbb{R}^{2}, \quad\left|(X(t, x)-x) \cdot \zeta^{\perp}\right| \leq C \tag{4.4}
\end{equation*}
$$

where the first-order term $t \zeta(x)$ does not appear due to $\zeta(x) \in C_{b} \subset \mathbb{R} \zeta$. Estimate (4.4) extends the one obtained in the first case of the proof of [22, Theorem 3.1] where the constant does depend on $x$ a priori.

Proof of Theorem 4.1.
Proof of part $i$ ). First of all, for $t \geq 0$ and $x \in A$, let $n_{t, x}$ be the integer satisfying

$$
\begin{equation*}
n_{t, x} T(x) \leq t<\left(n_{t, x}+1\right) T(x) \tag{4.5}
\end{equation*}
$$

Reiterating equality (4.1) we get that

$$
\begin{aligned}
X(t, x) & =X\left(t-n_{t, x} T(x), x\right)+n_{t, x} k(x) \\
& =x+t \frac{k(x)}{T(x)}+\left(n_{t, x}-\frac{t}{T(x)}\right) k(x)+X\left(t-n_{t, x} T(x), x\right)-x
\end{aligned}
$$

and by (4.5) we have

$$
\begin{aligned}
\left|\left(n_{t, x}-\frac{t}{T(x)}\right) k(x)+X\left(t-n_{t, x} T(x), x\right)-x\right| & \leq|k(x)|+\left|\int_{0}^{t-n_{t, x} T(x)} b(X(s, x)) d s\right| \\
& \leq k_{A}+T_{A}\|b\|_{L^{\infty}\left(Y_{d}\right)^{d}}
\end{aligned}
$$

Therefore, we obtain the fine asymptotic expansion (2.2) for the flow $X$ in the subset $A$ with $\zeta(x):=k(x) / T(x)$ for $x \in A$.
Proof of part ii). Proceeding as the first step of Theorem 3.1 thanks to Kolmogorov's theorem we are led to Stepanoff flow associated with the vector field $\hat{b}=a \xi$, where $a$ is a positive function in $C_{\sharp}^{1}\left(Y_{2}\right)$ and $\xi$ is a vector of $\mathbb{R}^{2}$ such that $T \xi=k \in \mathbb{Z}^{2}$ for some $T \in(0, \infty)$. Indeed, due to (3.7) with $M \in \mathrm{SL}_{2}^{ \pm}(\mathbb{Z})$ and to condition (4.2), the vector

$$
\begin{equation*}
\xi:=\frac{1}{\underline{a}} M \overline{\sigma b} \text { is commensurable in } \mathbb{R}^{2} . \tag{4.6}
\end{equation*}
$$

Moreover, by the expression (3.10) of the Stepanoff flow $\widehat{X}$ combined with the $\mathbb{Z}^{d}$-periodicity of $a$, we have for any $t \geq 0$ and any $y \in \mathbb{R}^{d}$,

$$
F_{y}(t+T)=F_{y}(t)+\int_{0}^{T} \frac{d s}{a(s \xi+y)}=F_{y}(t)+\frac{T}{m(y)} \quad \text { where } \quad m(y):=\left(\frac{1}{T} \int_{0}^{T} \frac{d s}{a(s \xi+y)}\right)^{-1}
$$

Hence, replacing $t$ by $F_{y}^{-1}(t)$ in the previous equality we obtain that

$$
\widehat{X}\left(t+\frac{T}{m(y)}, y\right)=F_{y}^{-1}\left(t+\frac{T}{m(y)}, y\right) \xi+y=F_{y}^{-1}(t) \xi+T \xi+y=\widehat{X}(t, y)+k
$$

which implies condition (4.1) with $A:=\mathbb{R}^{d}, T(y):=T / m(y)$ bounded by $T_{A}:=T\left\|a^{-1}\right\|_{L^{\infty}\left(Y_{2}\right)}$, and $k(x):=k$. Therefore, the fine asymptotic expansion (2.1) holds with the vector-valued function $\zeta$ defined by (4.3), i.e.

$$
\zeta(y)=m(y) \xi \quad \text { and } \quad \widehat{X}(t, y)=y+t \zeta(y)+O(1) .
$$

Hence, since the vector-valued functions $\left(y \mapsto \Psi^{-1}(y)-y\right)$ and $(x \mapsto \Psi(x)-x)$ are $\mathbb{Z}^{2}$ periodic and continuous thus bounded in $\mathbb{R}^{2}$, mapping the previous equality by $\Psi^{-1}$ and using the relation (3.4) between the two flows $X$ and $\widehat{X}$, we deduce that for any $t \geq 0$ and any $x:=\Psi^{-1}(y) \in \mathbb{R}^{2}$,

$$
X(t, x)=\Psi^{-1}(y+t \zeta(y)+O(1))=\Psi(x)+t \zeta(\Psi(x))+O(1)=x+t \zeta(\Psi(x))+O(1)
$$

which is the desired fine asymptotic expansion (2.1) satisfied by $X$.
Proof of part iii). The proof is quite similar to the one of case $i i$ ), which concludes the proof of Theorem 4.1.

## 5 Examples

### 5.1 Cases with a non vanishing vector field

Let us start by a very simple example illustrating explicitly Theorem 3.1.
Example 5.1 Let $\xi$ be an incommensurable vector of $\mathbb{R}^{2}$, and let $b$ be the vector field

$$
b(x):=\frac{\xi}{2+\cos \left(2 \pi x_{1}\right)} \quad \text { for } x \in Y_{2}
$$

Then, an explicit computation of formulas (3.8), (3.10) and (3.11) leads us to

$$
\left\{\begin{array}{l}
X(t, x)=x+\left[\frac{1}{2} t+\frac{\sin \left(2 \pi x_{1}\right)}{4 \pi \xi_{1}}-\frac{\sin \left(2 \pi\left(x_{1}+F_{x}^{-1}(t) \xi_{1}\right)\right)}{4 \pi \xi_{1}}\right] \xi \\
F_{x}(t):=2 t+\frac{\sin \left(2 \pi\left(x_{1}+t \xi_{1}\right)\right)-\sin \left(2 \pi x_{1}\right)}{4 \pi \xi_{1}}
\end{array} \quad \text { for } t \geq 0, x \in Y_{2}\right.
$$

Therefore, the flow $X$ associated with the vector field $b$ satisfies Theorem 3.1, and consequently the fine asymptotic expansion (2.1) with the vector-valued function $\zeta(x) \equiv \frac{1}{2} \xi$.

The following example revisits the two-dimensional flow of [7, Example 2.7] in the light of the fine asymptotic expansion (2.1).

Example 5.2 Consider the non vanishing two-dimensional vector field $b$ defined by

$$
\begin{equation*}
b(x):=e_{1}+2 \pi \sin \left(2 \pi x_{2}\right) e_{2}=\nabla u(x) \quad \text { where } \quad u(x):=x_{1}-\cos \left(2 \pi x_{2}\right) \quad \text { for } x \in \mathbb{R}^{2} \tag{5.1}
\end{equation*}
$$

By [7, Example 2.12] a tedious but easy computation shows that the flow $X$ associated with the vector field (5.1) is given explicitly by

$$
X(t, x)=\left\{\begin{array}{cl}
\left(t+x_{1}\right) e_{1}+\left[n+\frac{1}{\pi} \arctan \left(e^{4 \pi^{2} t} \tan \left(\pi x_{2}\right)\right)\right] e_{2}, & \left|x_{2}-n\right|<\frac{1}{2}  \tag{5.2}\\
\left(t+x_{1}\right) e_{1}+\left(n+\frac{1}{2}\right) e_{2}, & x_{2}=n+\frac{1}{2},
\end{array} \text { for } n \in \mathbb{Z}\right.
$$

Condition (2.15) is clearly satisfied with $u(x)=x_{1}$.
Moreover, we have

$$
\begin{equation*}
\forall x \in Y_{2}, \quad \lim _{t \rightarrow \infty} \frac{X(t, x)}{t}=e_{1} \tag{5.3}
\end{equation*}
$$

so that by [5, Proposition 2.1] Herman's rotation set is the unit set $\mathrm{C}_{b}=\left\{e_{1}\right\}$. By the analysis of [7, Example 2.12] it is surprising to observe that the flow $X(5.2)$ has no invariant measure of type $\sigma(x) d x$ where $\sigma$ is a positive function in $C_{\sharp}^{0}\left(Y_{2}\right)$. However, the Radon measure $d x_{1} \otimes \delta_{x_{2}=0}$ on $Y_{2}$ is invariant for the flow $X$. Indeed, we have

$$
\forall \varphi \in C_{\sharp}^{1}\left(Y_{2}\right), \quad \int_{Y_{2}} b(x) \cdot \nabla \varphi(x)\left(d x_{1} \otimes \delta_{x_{2}=0}\right)=\int_{0}^{1} \frac{\partial \varphi}{\partial x_{1}}\left(x_{1}, 0\right) d x_{1}=0,
$$

which owing to Liouville theorem (see, e.g., [5, Proposition 2.2]) yields the invariance.
Finally, the expression (5.2) of the flow shows directly that for any $t \geq 0$ and any $x \in \mathbb{R}^{2}$ such that $x_{2} \in\left[n-\frac{1}{2}, n-\frac{1}{2}\right]$ with $n \in \mathbb{Z}$,

$$
\begin{equation*}
\left|X(t, x)-x-t e_{1}\right| \leq\left|n-x_{2}\right|+\frac{1}{2} \leq 1 \tag{5.4}
\end{equation*}
$$

Therefore, the flow $X$ satisfies the fine asymptotic expansion (2.1) with $\zeta=e_{1}$ and a uniformly bounded term.

However, following Proposition 2.2 it is interesting to recover the fine asymptotic expansion (2.3) from a suitable bounded vector-valued function $\Phi$. To this end, the general definition (2.23) with asymptotics (5.3) leads us to the vector field $\Phi$ defined for $x \in \mathbb{R}^{2}$, by

$$
\begin{equation*}
\Phi(x):=\int_{0}^{\tau(x)}\left(e_{1}-b(X(t, x))\right) d t \quad \text { where } \tau(x) \text { is solution to } \quad u(X(\tau(x), x))=0 \tag{5.5}
\end{equation*}
$$

which similarly to (2.3) yields the expression of the flow

$$
\begin{equation*}
\forall t \geq 0, \forall x \in \mathbb{R}^{d}, \quad X(t, x)=x+t e_{1}+\Phi(X(t, x))-\Phi(x) \tag{5.6}
\end{equation*}
$$

Then, due to (5.2) we have

$$
0=u(X(\tau(x), x))=X_{1}(\tau(x), x)-\cos \left(2 \pi X_{2}(\tau(x), x)\right)=\tau(x)+x_{1}-\cos \left(2 \pi X_{2}(\tau(x), x)\right)
$$

which implies that

$$
\begin{equation*}
\Phi(x)=-2 \pi e_{2} \int_{0}^{-x_{1}+\cos \left(2 \pi X_{2}(\tau(x), x)\right)} \sin \left(2 \pi X_{2}(t, x)\right) d t \tag{5.7}
\end{equation*}
$$

Noting that by (5.2) we have for any $t \geq 0$ and any $x \in \mathbb{R}^{2}$ such that $x_{2} \in\left(n-\frac{1}{2}, n+\frac{1}{2}\right)$ with $n \in \mathbb{Z}$,

$$
\begin{equation*}
\sin \left(2 \pi X_{2}(t, x)\right)=\sin \left[2 \arctan \left(e^{4 \pi^{2} t} \tan \left(\pi x_{2}\right)\right)\right]=\frac{2 e^{4 \pi^{2} t} \tan \left(\pi x_{2}\right)}{1+e^{8 \pi^{2} t} \tan ^{2}\left(\pi x_{2}\right)} \tag{5.8}
\end{equation*}
$$

Therefore, we deduce the inequality

$$
\forall x \in \mathbb{R}^{2}, \quad|\Phi(x)| \leq \int_{-\infty}^{\infty} \frac{4 \pi e^{4 \pi^{2} t} \tan \left(\pi x_{2}\right)}{1+e^{8 \pi^{2} t} \tan ^{2}\left(\pi x_{2}\right)} d t=\frac{1}{\pi}\left[\arctan \left(e^{4 \pi^{2} t} \tan \left(\pi x_{2}\right)\right)\right]_{-\infty}^{\infty}=1
$$

which yields the uniform boundedness of $\Phi(X(t, x))-\Phi(x)$ with respect to $t$ and $x$ in (5.6).

### 5.2 Cases with a vanishing vector field

In the first example a vector field with separate variables is investigated.
Example 5.3 Let vector field $b(x)=\left(b_{1}\left(x_{1}\right), \ldots, b_{d}\left(x_{d}\right)\right) \in C_{\sharp}^{1}\left(Y_{d}\right)^{d}$ having $0_{Y_{d}}$ as unique root in $Y_{d}$, so that 0 is the unique common root of the functions $b_{1}, \ldots, b_{d}$ in $Y_{1}$.

First of all, it is clear that property (2.15) does not hold, since the vector field $b$ does vanish. Then, the flow $X=\left(X_{1}, \ldots, X_{d}\right)$ associated with $b$ is given for $i=1, \ldots, d$ and $x \in Y_{d}$, by (see, e.g., [6, Section 2.4])

$$
\begin{cases}X_{i}(t, x)=F_{i, x}^{-1}(t)+x_{i} & \text { for } t \geq 0  \tag{5.9}\\ F_{i, x}(t):=\int_{0}^{t} \frac{d s}{b_{i}\left(s+x_{i}\right)} & \text { for } t \in\left(\left[x_{i}\right]-x_{i}, 1+\left[x_{i}\right]-x_{i}\right)\end{cases}
$$

where $F_{i, x}^{-1}$ is the reciprocal function of $F_{i, x}$, and $\left[x_{i}\right]$ is the integer satisfying $\left[x_{i}\right] \leq x_{i}<\left[x_{i}\right]+1$. Since the zero set of $b$ is $\mathbb{Z}^{d}$, each function $b_{i}$ has a constant sign in the interval $\left(\left[x_{i}\right], 1+\left[x_{i}\right]\right)$, and for any $\left(\left[x_{i}\right], 1+\left[x_{i}\right]\right)$,

$$
\int_{0}^{\left[x_{i}\right]-x_{i}} \frac{d s}{b_{i}\left(s+x_{i}\right)}=-\int_{0}^{1+\left[x_{i}\right]-x_{i}} \frac{d s}{b_{i}\left(s+x_{i}\right)} \in\{-\infty, \infty\} .
$$

Hence, the function $F_{i, x}^{-1}$ is a bijection from $\mathbb{R}$ on the interval $\left(\left[x_{i}\right]-x_{i}, 1+\left[x_{i}\right]-x_{i}\right) \subset[-1,1]$. Therefore, the range of the flow $X$ is contained in $[-1,1]^{d}$, so that $X$ satisfies the fine asymptotic expansion (2.1) with the vector-valued function $\zeta(x) \equiv 0$.

The following example deals with a two-dimensional Stepanoff flow associated with a vector field which has isolated roots in $Y_{2}$.

Example 5.4 Let $b \in C_{\sharp}^{\infty}\left(Y_{2}\right)^{2}$ be the vector field defined by

$$
b(x):=\cos ^{2}\left(\pi x_{1}\right)\left(e_{1}+\gamma e_{2}\right) \quad \text { for } x \in Y_{2}, \quad \text { with } \gamma \in \mathbb{R}
$$

The flow $X$ associated with $b$ is given by the explicit formula
$X(t, x)=\left\{\begin{array}{cl}x+\left[\frac{1}{\pi} \arctan \left(\pi t+\tan \left(\pi\left(x_{1}-n\right)\right)\right)+n-x_{1}\right]\left(e_{1}+\gamma e_{2}\right) & \text { if }\left|x_{1}-n\right|<\frac{1}{2} \\ x & \text { if } x_{1}=n+\frac{1}{2},\end{array} \quad n \in \mathbb{Z}\right.$.
Therefore, the flow $X$ satisfies the inequality

$$
\forall t \geq 0, \forall x \in \mathbb{R}^{2}, \quad|X(t, x)-x| \leq \sqrt{1+\gamma^{2}}
$$

which provides the fine asymptotic expansion (2.1) with the vector-valued function $\zeta(x) \equiv 0$.
The following general result shows that any two-dimensional Stepanoff flow associated with a vector field having one root in $Y_{2}$ and an incommensurable direction $\xi$ in $\mathbb{R}^{2}$, does not satisfy the fine asymptotic expansion (2.2) in the set $A:=\mathbb{R} \xi+\mathbb{Z}^{d}$.

Proposition 5.1 Let $b=a \xi$ be a two-dimensional vector field such that $a \in C_{\sharp}^{1}\left(Y_{2}\right)$ has $0_{Y_{2}}$ as unique root in $Y_{2}$, and $\xi$ is any incommensurable unit vector of $\mathbb{R}^{2}$.
Then, the flow $X$ satisfies the asymptotics

$$
\forall x \in \mathbb{R}^{2}, \quad \zeta(x):=\lim _{|t| \rightarrow \infty} \frac{X(t, x)}{t}= \begin{cases}\underline{a} \xi & \text { if } x \in \mathbb{R}^{2} \backslash\left(\mathbb{R} \xi+\mathbb{Z}^{2}\right)  \tag{5.10}\\ \underline{a} \xi & \text { if } x \in \mathbb{R} \xi+\mathbb{Z}^{2}, \tau_{x}<0 \\ 0_{\mathbb{R}^{2}} & \text { if } x \in \mathbb{R} \xi+\mathbb{Z}^{2}, \tau_{x} \geq 0\end{cases}
$$

where $\tau_{x}$ is the unique real number satisfying

$$
\begin{equation*}
x+\tau_{x} \xi=k_{x} \in \mathbb{Z}^{2} . \tag{5.11}
\end{equation*}
$$

Moreover, the fine asymptotic expansion (2.2) is not fulfilled in the set $A:=\mathbb{R} \xi+\mathbb{Z}^{2}$, and the following large deviation holds

$$
\begin{equation*}
\forall v \in \mathbb{S}_{1} \text { s.t. } \xi \cdot v \neq 0, \quad \sup _{t \in \mathbb{R}, x \in A}(X(t, x)-x-t \zeta(x)) \cdot v=\infty \tag{5.12}
\end{equation*}
$$

Remark 5.1 Taking into account the asymptotics of the flow (5.10), by virtue of [21, Theorem 2.4, Remark 2.5, Corollary 2.6] the Herman rotation set is given by the non degenerate closed line segment

$$
\mathrm{C}_{b}=\operatorname{conv}\left(\zeta\left(\mathbb{R}^{2}\right)\right)=[0, \underline{a}] \xi
$$

Therefore, in the present case of a Stepanoff flow associated with a vanishing vector field and an incommensurable vector, we recover directly from the asymptotics of the flow the result of [6, Section 2.4] obtained by a perturbation result.

Contrary to the hypothesis of Proposition 5.1, the function a of the Stepanoff vector field $b=a \xi$, has non isolated roots in Example 5.4. It turns out that the fine asymptotic expansion (2.1) holds in Example 5.4 for any vector $\xi$ in $\mathbb{R}^{2}$, while it fails in Proposition 5.1 for any incommensurable vector $\xi$ in $\mathbb{R}^{2}$.

Proof of Proposition 5.1. First of all, make some considerations on the set $\mathbb{R} \xi+\mathbb{Z}^{2}$. By the incommensurability of $\xi$, for any $x \in \mathbb{R} \xi+\mathbb{Z}^{2}$ there exists a unique $\tau_{x} \in \mathbb{R}$ satisfying (5.11). Let $y$ be a point in $\mathbb{R}^{2} \backslash\left(\mathbb{R} \xi+\mathbb{Z}^{2}\right)$. Since $\xi$ is incommensurable, the set $\mathbb{R} \xi+\mathbb{Z}^{2}$ is dense into $\mathbb{R}^{2}$. Then, there exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $\left(\mathbb{R} \xi+\mathbb{Z}^{2}\right)^{\mathbb{N}}$ which converges to $y$. We have

$$
\begin{equation*}
x_{n}=-\tau_{x_{n}} \xi+k_{x_{n}} \quad \text { with } \quad \tau_{x_{n}} \in \mathbb{R} \text { and } k_{x_{n}} \in \mathbb{Z}^{2} \tag{5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|k_{x_{n}}\right|=\infty \quad \text { and consequently } \quad \lim _{n \rightarrow \infty}\left|\tau_{x_{n}}\right|=\infty \tag{5.14}
\end{equation*}
$$

Indeed, assume that the first limit of (5.14) does not hold. Then, there exists a subsequence of the integer vectors sequence $\left(k_{x_{n}}\right)_{n \in \mathbb{N}}$ which is stationary, so that by (5.13) the corresponding subsequence of $\left(\tau_{x_{n}}\right)_{n \in \mathbb{N}}$ converges, which implies that $y \in \mathbb{R} \xi+\mathbb{Z}^{2}$, a contradiction. Up to consider $-y$ with $\tau_{-y}=-\tau_{y}$, and to extract a subsequence we can assume that $\tau_{x_{n}}>0$ for any $n \in \mathbb{N}$. We have just established the existence of a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $\left(\mathbb{R} \xi+\mathbb{Z}^{2}\right)^{\mathbb{N}}$ satisfying

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad x_{n}+\tau_{x_{n}} \xi \in \mathbb{Z}^{2}, \quad \lim _{n \rightarrow \infty} x_{n}=y \quad \text { and } \quad \lim _{n \rightarrow \infty} \tau_{x_{n}}=\infty \tag{5.15}
\end{equation*}
$$

On the other hand, due the uniqueness of the representation (5.11) $\tau_{x}$ is the unique root of the function $(t \mapsto a(t \xi+x))$ in $\mathbb{R}$. Moreover, since the continuous function $a$ does not vanish in the connected set $\mathbb{R}^{2} \backslash \mathbb{Z}^{2}$, it has a constant sign in $\mathbb{R}^{2} \backslash \mathbb{Z}^{2}$. Without loss of generality we can assume that $a$ is positive in $\mathbb{R}^{2} \backslash \mathbb{Z}^{2}$. Then, defining for each $x \in \mathbb{R}^{2}$ the function $F_{x}$ by

$$
F_{x}(t):=\left\{\begin{array}{cll}
\int_{0}^{t} \frac{d s}{a(s \xi+x)} & \text { for } t \in \mathbb{R}, & \text { if } x \in \mathbb{R}^{2} \backslash\left(\mathbb{R} \xi+\mathbb{Z}^{2}\right)  \tag{5.16}\\
\int_{0}^{t} \frac{d s}{a(s \xi+x)} & \text { for } t \in\left(-\infty, \tau_{x}\right), & \text { if } x \in \mathbb{R} \xi+\mathbb{Z}^{2}, \tau_{x}>0 \\
\int_{0}^{t} \frac{d s}{a(s \xi+x)} & \text { for } t \in\left(\tau_{x}, \infty\right), & \text { if } x \in \mathbb{R} \xi+\mathbb{Z}^{2}, \tau_{x}<0 \\
0 & \text { for } t \in \mathbb{R}, & \text { if } x \in \mathbb{Z}^{2}\left(\text { i.e. } \tau_{x}=0\right)
\end{array}\right.
$$

the function $F_{x}$ is increasing in the first cases of (5.16) due to the positivity of $a$. Then, the reciprocal application $F_{x}^{-1}$ is an increasing bijection from $\mathbb{R}$ onto $\left(-\infty, \tau_{x}\right)$ if $\tau_{x}>0$, and from $\mathbb{R}$ onto $\left(\tau_{x}, \infty\right)$ if $\tau_{x}<0$. Hence, by formula (3.10) the flow $X$ associated with the vector field $b=a \xi$ satisfies

$$
\forall t \in \mathbb{R}, \quad X(t, x)=\left\{\begin{array}{cl}
F_{x}^{-1}(t) \xi+x & \text { if } x \in \mathbb{R}^{2} \backslash \mathbb{Z}^{2}  \tag{5.17}\\
x & \text { if } x \in \mathbb{Z}^{2}\left(\text { i.e. } \tau_{x}=0\right)
\end{array}\right.
$$

which combined with (5.16) and $\tau_{x_{n}}>0$, implies in particular that

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad \lim _{t \rightarrow \infty} X\left(t, x_{n}\right)=\tau_{x_{n}} \xi+x_{n} \tag{5.18}
\end{equation*}
$$

Therefore, the formula (5.17) of the flow $X$ together with the formula (5.16) of the function $F_{x}$ (see also the positive case of [6, Section 2.4]) yield the desired asymptotics (5.10), which in return implies that

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad \lim _{t \rightarrow-\infty}\left(\frac{X\left(t, x_{n}\right)}{t}\right)=\underline{a} \xi . \tag{5.19}
\end{equation*}
$$

Finally, applying (5.18) and (5.19) with the sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ satisfying (5.15), we get that for any vector $v \in \mathbb{S}_{1}$ such that $\xi \cdot v \neq 0$,

$$
\forall n \in \mathbb{N}, \quad \zeta\left(x_{n}\right)=0_{\mathbb{R}^{2}} \quad \text { and } \quad \begin{cases}\lim _{t \rightarrow \infty}\left(X\left(t, x_{n}\right)-x_{n}\right) \cdot v=\tau_{x_{n}} \xi \cdot v-x_{n} \cdot v & \text { if } \xi \cdot v>0 \\ \lim _{t \rightarrow-\infty}\left(X\left(t, x_{n}\right)-x_{n}\right) \cdot v=\infty & \text { if } \xi \cdot v<0\end{cases}
$$

Hence, it follows that the fine asymptotic expansion (2.2) is not fulfilled in the set $A:=\mathbb{R} \xi+\mathbb{Z}^{2}$, and that the following large deviation in any direction $v \in \mathbb{S}_{1}$ such that $\xi \cdot v \neq 0$, holds

$$
\begin{cases}\sup _{t \in \mathbb{R}, x \in A}(X(t, x)-x-t \zeta(x)) \cdot v \geq \lim _{n \rightarrow \infty}\left(\tau_{x_{n}} \xi \cdot v-x_{n} \cdot v\right)=\infty & \text { if } \xi \cdot v>0  \tag{5.20}\\ \sup _{t \in \mathbb{R}, x \in A}(X(t, x)-x-t \zeta(x)) \cdot v \geq \lim _{t \rightarrow-\infty}\left(X\left(t, x_{n}\right)-x_{n}\right) \cdot v=\infty & \text { if } \xi \cdot v<0\end{cases}
$$

which yields equality (5.12).
This concludes the proof of Proposition 5.1.

### 5.3 Euler flows on the torus

### 5.3.1 A two-dimensional Euler flow

Consider the vector field $b$ defined on the torus $Y_{2}:=\mathbb{R}^{2} / 2 \pi \mathbb{Z}^{2}$, by

$$
\begin{equation*}
b(x):=-\left(A \cos x_{1}+B \sin x_{2}\right) e_{1}+\left(A \sin x_{1}+B \cos x_{2}\right) e_{2}, \quad x \in Y_{2}, \quad \text { for } A, B \in \mathbb{R} \tag{5.21}
\end{equation*}
$$

The field $b$ represents the velocity solution to the steady Euler equation (see, e.g., [28])

$$
\begin{equation*}
\partial_{t} \omega+\psi_{1} \omega_{2}-\psi_{2} \omega_{1}=0 \tag{5.22}
\end{equation*}
$$

where the function $\omega$ denotes the (scalar) fluid vorticity, and $\psi$ solution to $-\Delta \psi=\omega$, denotes the stream function. Here, by definition (5.21) we have

$$
\omega(x)=(\operatorname{curl} b)(x)=\left(\partial_{x_{1}} b_{2}-\partial_{x_{2}} b_{1}\right)(x)=A \cos x_{1}+B \cos x_{2} \quad \text { and } \quad \psi(x)=\omega(x)
$$

According to [28] and the recent paper [8] the study of the stability of the flow (1.1) associated with the vector field (5.21) is relevant for the atmospheric flows

- of the outer planets of the solar system (Jupiter, Saturn, Uranus, Neptune), considering as in [8] the non stationary Euler equation on a rotating sphere,
- of Saturn's E Ring which may be regarded as a two-dimensional torus, considering as in [28] (see also [8, \& 1.4.]) the non stationary Euler equation (5.22).

For the moment, we have not succeeded to deduce from our results the complete asymptotic picture for the flow associated with the vector field (5.21). Actually, there is generally no positive regular $Y_{2}$-periodic invariant function $\sigma$ for the associated flow. Moreover, even if such an invariant function $\sigma$ does exist, it must be enough regular to apply Kolmogorov's procedure of [18]. Indeed, Denjoy has built a counter-example when $\sigma$ is only of class $C^{2-\varepsilon}$ (see [14]).

Let us now prove that there does not exist any positive regular $Y_{2}$-periodic invariant function when $A \neq 0$ and $B=0$. To this end, assume by contradiction the existence of a positive invariant function $\sigma \in C_{\sharp}^{1}\left(Y_{2}\right)$ for the vector field $b$ (5.21) with $A=1$ and $B=0$, i.e. $\sigma$
is solution to the equation $\operatorname{div}(\sigma b)=0$ in $Y_{2}$ by virtue of Liouville theorem (see, e.g., [26, Lecture 11]). Then, we have

$$
-\partial_{x_{1}}\left(\sigma(x) \cos x_{1}\right)+\partial_{x_{2}}\left(\sigma(x) \sin x_{1}\right)=0 \quad \text { in } Y_{2}
$$

which is equivalent to the existence of a stream function $\psi$ with $\nabla \psi \in C_{\sharp}^{0}\left(Y_{2}\right)^{2}$ - i.e. $\psi(x)$ can be written as the sum of an affine function $\lambda \cdot x=\lambda_{1} x_{1}+\lambda_{2} x_{2}$, plus a periodic function - such that

$$
\sigma(x) \cos x_{1}=\partial_{x_{2}} \psi \quad \text { and } \quad \sigma(x) \sin x_{1}=\partial_{x_{1}} \psi \quad \text { in } Y_{2} .
$$

Integrating the a.e. positive periodic function $\left(x \mapsto \sigma(x) \cos ^{2} x_{1}\right)$ on the torus, we get that

$$
\begin{aligned}
0< & 4 \pi^{2} \int_{Y_{2}} \sigma(x) \cos ^{2} x_{1} d x=\int_{0}^{2 \pi}\left(\int_{0}^{2 \pi} \partial_{x_{2}} \psi\left(x_{1}, x_{2}\right) d x_{2}\right) \cos x_{1} d x_{1} \\
& =\int_{0}^{2 \pi}\left(\psi\left(x_{1}, 2 \pi\right)-\psi\left(x_{1}, 0\right)\right) \cos \left(x_{1}\right) d x_{1}=\int_{0}^{2 \pi} 2 \pi \lambda_{2} \cos x_{1} d x_{1}=0
\end{aligned}
$$

which leads us to a contradiction.
As a consequence, we can apply neither Theorem 3.1 I) nor Theorem 4.1 ii ) in the particular case $A \neq 0$ and $B=0$. However, the flow $X(t, x)$ associated with the vector field (5.21) in this case is given explicitly (through a lengthy but easy computation) for $A>0$ and $n \in \mathbb{Z}$, by:

$$
\begin{align*}
& X_{1}(t, x)=\left\{\begin{array}{cl}
-\frac{\pi}{2}+n \pi+2 \arctan \left[\tan \left(\frac{x_{1}-n \pi}{2}+\frac{\pi}{4}\right) e^{-A t}\right] & \text { if }\left|x_{1}-n \pi\right|<\frac{\pi}{2} \\
x_{1} & \text { if } x_{1}=\frac{\pi}{2}+n \pi
\end{array}\right. \\
& X_{2}(t, x)=\left\{\begin{array}{cl}
x_{2}-A t+\ln \left[\frac{1+\tan ^{2}\left(\frac{x_{1}-n \pi}{2}+\frac{\pi}{4}\right)}{1+\tan ^{2}\left(\frac{x_{1}-n \pi}{2}+\frac{\pi}{4}\right) e^{-2 A t}}\right] & \text { if }\left|x_{1}-n \pi\right|<\frac{\pi}{2} \\
x_{2}+A t & \text { if } x_{1}=\frac{\pi}{2}+n \pi
\end{array}\right. \tag{5.23}
\end{align*}
$$

Therefore, we deduce directly the following asymptotics for any $A>0$,

$$
X(t, x)=x \mp A t e_{2}+O_{K}(1), \quad \forall \pm t \in \mathbb{R}_{+}, \forall x \in K \times \mathbb{R}
$$

where $O_{K}(1)$ is bounded uniformly with respect to $\pm t \in \mathbb{R}_{+}$, to $x_{2} \in \mathbb{R}$, and to $x_{1}$ in any fixed compact set $K$ of $\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ modulo $\pi$.

In conclusion, the general case with $A B \neq 0$ is thus far to be evident, and would deserve a further analysis.

### 5.3.2 A three-dimensional Euler flow

Consider the Arnold-Beltrami-Childress (ABC) flow [2], for $A, B, C \in \mathbb{R}$, associated with the vector field $b$ defined on the torus $Y_{3}:=\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}$, by

$$
\begin{equation*}
b(x):=\left(A \sin x_{3}+C \cos x_{2}\right) e_{1}+\left(B \sin x_{1}+A \cos x_{3}\right) e_{2}+\left(C \sin x_{2}+B \cos x_{1}\right) e_{3}, \quad x \in Y_{3} \tag{5.24}
\end{equation*}
$$

and let $\vartheta:=\alpha e_{1}+\beta e_{2}+\gamma e_{3}$ be a fixed vector in $\mathbb{R}^{3}$. Due to the well known identity curl $b:=\nabla \times b=b$, the vector field $b^{\vartheta}:=b+\vartheta$ represents the velocity $v$ solution to the steady incompressible Euler equation (also called Bernoulli equation in [2])

$$
\begin{equation*}
\partial_{t} v=v \times(\nabla \times v)-\nabla\left(p+\frac{1}{2}|v|^{2}\right)+f \quad \text { and } \quad \operatorname{div} v=0 \tag{5.25}
\end{equation*}
$$

where the function $f:=-\vartheta \times v$ denotes the additional Coriolis force with the constant angular velocity $-\vartheta$.

For our purpose, assume that $C=0$ and $|\alpha \gamma|>|A B|$ which implies that $|\alpha|>|A|$ or $|\gamma|>|B|$. Without loss of generality we can thus assume that $\alpha>|A|$ (indeed, the negative case $\alpha<-|A|$ is quite similar). Then, the ABC flow is reduced to

$$
\partial_{t} X(t, x)=\left\{\begin{array}{l}
A \sin \left(X_{3}(t, x)\right)+\alpha  \tag{5.26}\\
B \sin \left(X_{1}(t, x)\right)+A \cos \left(X_{3}(t, x)\right)+\beta \text { for } t \in \mathbb{R}_{+}, x \in \mathbb{R}^{3} \\
B \cos \left(X_{1}(t, x)\right)+\gamma
\end{array}\right.
$$

Now, define the Hamiltonian associated with the two-dimensional flow composed by the first and the third differential equations of (5.26), by

$$
\begin{equation*}
\varphi\left(x_{1}, x_{3}\right):=\gamma x_{1}-\alpha x_{3}+B \sin x_{1}+A \cos x_{3} \quad \text { for }\left(x_{1}, x_{3}\right) \in \mathbb{R}^{2} \tag{5.27}
\end{equation*}
$$

so that the dynamical system (5.26) can be rewritten

$$
\left\{\begin{array}{l}
\left(\partial_{t} X_{1}(t, x), \partial_{t} X_{3}(t, x)\right)=\left(\nabla^{\perp} \varphi\right)\left(X_{1}(t, x), X_{3}(t, x)\right)  \tag{5.28}\\
X_{2}(t, x)=x_{2}+\left(\beta+\varphi\left(x_{1}, x_{3}\right)\right) t-\int_{0}^{t}\left(\gamma X_{1}(s, x)-\alpha X_{3}(s, x)\right) d s
\end{array}\right.
$$

where $\nabla^{\perp}:=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right) \nabla$ denotes the orthogonal gradient.
In the sequel we denote $x^{\prime}:=x_{1} e_{1}+x_{3} e_{3}$. Then, we distinguish the two following regimes depending on whether the vector $\xi:=\alpha e_{1}+\gamma e_{3}$ is incommensurable or not in $\mathbb{R}^{2}$ :

- On the one hand, assume that $\xi$ incommensurable in $\mathbb{R}^{2}$, and that $\gamma / \alpha$ is a Diophantine number. Since $\nabla^{\perp} \varphi$ (recall (5.27)) is divergence free with mean value $\xi$, we obtain, by virtue of Theorem 3.1 I) applied to the dynamical system of (5.28), the following fine asymptotics

$$
\begin{equation*}
X_{1}(t, x) e_{1}+X_{3}(t, x) e_{3}=x^{\prime}+t \xi+O(1) \tag{5.29}
\end{equation*}
$$

where $O(1)$ is bounded uniformly with respect to $t \in \mathbb{R}$ and $x^{\prime} \in \mathbb{R}^{2}$.

- On the other hand, assume that vector $\xi$ is commensurable, i.e. there exists $T>0$ such that

$$
\begin{equation*}
T \xi=T\left(\alpha e_{1}+\gamma e_{3}\right)=\kappa \in 2 \pi \mathbb{Z}^{2} . \tag{5.30}
\end{equation*}
$$

Without loss of generality we can also assume that $\gamma\left(B \cos x_{1}+\gamma\right)>0$ in $\mathbb{R}$, i.e. $|\gamma|>|B|$.

- Otherwise, let $k \in \mathbb{N}$ be such that (recall that $\alpha>|A|$ )

$$
k>\frac{|\gamma|+|B|}{\alpha-|A|} .
$$

Following [27, Section 2] the change of variables defined by

$$
y^{\prime}:=\binom{y_{1}}{y_{3}}=K\binom{x_{1}}{x_{3}}=K x^{\prime} \quad \text { where } K:=\left(\begin{array}{ll}
1 & 0 \\
k & 1
\end{array}\right) \in \mathrm{SL}_{2}^{+}(\mathbb{Z})
$$

then allows us to replace the dynamical system of (5.28) with the vector field $\nabla^{\perp} \varphi\left(x^{\prime}\right)$ by the one with the vector field

$$
K \nabla^{\perp} \varphi\left(K^{-1} y^{\prime}\right)=\left(\begin{array}{cc}
A \sin \left(y_{3}-k y_{1}\right)+\alpha & >0 \\
B \cos y_{1}+\gamma+k\left(A \sin \left(y_{3}-k y_{1}\right)+\alpha\right)>0
\end{array}\right)
$$

which remains $Y_{2}$-periodic. -
Now, the mapping $\Psi$ defined by

$$
\begin{equation*}
y^{\prime}:=\Psi\left(x^{\prime}\right)=\Psi\left(x_{1}, x_{3}\right):=\left(x_{1}+B / \gamma \sin x_{1}\right) e_{1}+\left(x_{3}-A / \alpha \cos x_{3}\right) e_{3} \quad \text { for } x^{\prime} \in \mathbb{R}^{2}, \tag{5.31}
\end{equation*}
$$

is a $C^{\infty}$-diffeomorphism on the torus $Y_{2}=\mathbb{R}^{2} / 2 \pi \mathbb{Z}^{2}$, which satisfies (recall (3.5))

$$
\nabla \Psi\left(x^{\prime}\right) \nabla^{\perp} \varphi\left(x^{\prime}\right)=a\left(\Psi\left(x^{\prime}\right)\right) \xi \quad \text { where } \quad a\left(y^{\prime}\right):=\frac{1}{\alpha \gamma}\left(A \sin x_{3}+\alpha\right)\left(B \cos x_{1}+\gamma\right)>0
$$

Note that the function $a\left(y^{\prime}\right)$ which is defined implicitly via the reciprocal mapping $\Psi^{-1}$, is also $Y_{2}$-periodic in view of (5.31). Therefore, by virtue of Theorem 4.1 ii ) we obtain the following fine asymptotics

$$
\begin{array}{r}
X_{1}(t, x) e_{1}+X_{3}(t, x) e_{3}=x^{\prime}+t \zeta\left(\Psi\left(x^{\prime}\right)\right)+O(1) \\
\text { where } \quad \zeta\left(\Psi\left(x^{\prime}\right)\right)=\zeta\left(y^{\prime}\right):=\left(\frac{1}{T} \int_{0}^{T} \frac{d t}{a\left(t \xi+y^{\prime}\right)}\right)^{-1} \xi \tag{5.32}
\end{array}
$$

and $T>0$ is given by (5.30).
Note that we have no relevant information on the asymptotics of $X_{2}(t, x)$ given by (5.28).
Acknowledgment. The authors wish to thank the unknown referee for having suggested the stimulating application to Euler flows of section 5.3, which would deserve a further analysis.
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[^0]:    ${ }^{1}$ In the context of the ODE's flow $X$ defined by (1.1), we have $F=X(1, \cdot)$, and due to the semi-group property of $X$ we get that $F^{n}=X(n, \cdot)$ for any $n \in \mathbb{N}$.

[^1]:    ${ }^{2}$ See the remark of $[12$, p. 8-9] in connection with the Denjoy counterexample (see [14]).)

[^2]:    ${ }^{3}$ Actually, the authors have recently discovered that the mapping $\Psi$ used in [3] was previously introduced by Kozlov in [20, Theorems 1,2] to extend in some way the two-dimensional Kolmogorov theorem [18] to higher dimension.

