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Abstract: This paper deals with the control development of a wind energy conversion system (WECS)
interfaced to a utility grid by using a doubly fed induction generator (DFIG), a back-to-back (B2B)
converter and an RL filter for optimal power extraction. The aim was to design a sensorless controller
to improve the system reliability and to simultaneously achieve the regulation of the generator speed,
reactive power and DC-link voltage. The proposed global control scheme combines: (i) a high-gain
observer employed to estimate the generator speed and the mechanical torque, usually regarded
as accessible, (ii) a sensorless MPPT block developed to provide optimal generator speed reference,
which is designed on the basis of the mechanical observer and a polynomial wind-speed estimator and
(iii) a finite-time controller (FTC) applied to the B2B converter to meet the output reference’s tracking
objectives in a short predefined finite time by using the backstepping and Lyapunov approaches. The
proposed controller performance is formally analysed, and its capabilities are verified by numerical
simulations using a 2 MW DFIG wind turbine (WT) under different operating conditions.

Keywords: WECS; DFIG; wind speed estimator; high-gain observer; finite-time control; Lyapunov
stability

1. Introduction

The demand for renewable energy is rapidly increasing as a result of the depletion
of conventional energy sources, industrial expansion and huge human consumption of
electrical power [1]. Accordingly, a particular focus is given to other inexhaustible and
environment-friendly sources, in particular solar and wind energy generators [2]. Wind
energy conversion systems have gained an undoubtedly distinguished place that will
always be recognized in the history of renewable energies because wind energy is much
more extensively available than other energy sources and is an essential mean of obtaining
clean and cheap energy [3]. Wind turbines based on different wind generators can be distin-
guished into two main types: fixed-speed WTs and variable-speed WTs. The latter are more
attractive than the former for the reason that the WT’s mechanical speed varies according to
the fluctuation of the wind velocity, which allows maximum power extraction [2,4]. Among
all existing variable-speed WT topologies, the DFIG is a widely used wind power genera-
tor [3]. Compared to the existing alternative technological solutions, DFIGs have a reduced
power electronics rating, variable-speed operation capability, which leads to a maximum
power extraction from the wind as well as a reduction in power losses [4]. Additionally, the
DFIG stator is directly connected to the grid while a frequency converter (B2B converter)
interfaces between the rotor and utility grid, permitting a decoupled control of the stator
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power and a reduced B2B converter size and making only 30% of the generator power flow
through the power converters, which further reduces the cost and power losses [5].

To get the full benefits from variable-speed wind turbines (VSWT), an MPPT strategy
is required to extract the maximum available power from the wind. For this purpose,
several strategies are devoted to achieving this goal, such as, the optimal tip speed ratio
(TSR), optimum speed–power curve MPPT, incremental conductance (INC), power signal
feedback (PSF), optimal torque control (OTC) and perturb and observe (P&O) algorithm.
Moreover, more sophisticated approaches have been proposed such as particle swarm
optimization (PSO)-based methods, neural networks (NN), fuzzy logic (FL) and adaptive
neuro-fuzzy inference systems (ANFIS) [2,6].

The optimum speed–power curve MPPT technique is efficient, has a fast response
and is simple to apply [2]. However, it employs anemometers distributed over the WT
in order to measure the exact effective wind speed, which reduces the reliability and
increases the cost of the overall variable-speed WECS. Moreover, the measurement of the
wind velocity interfacing the WT blades is inaccurate since the sensors are installed on the
nacelle, which reduces the overall system efficiency. Recently, the desire to eliminate the
wind speed sensors has attracted widespread interests and several algorithms have been
suggested to improve MPPT strategies without the knowledge of the wind velocity [7–11].
In particular, the polynomial approximation equation can be used for MPPT because of its
simple structure and high accuracy [12–15].

The improvement of the MPPT technique’s effectiveness for wind energy conversion
systems through a variety of control strategies has been studied in several works. In fact,
the most widely applied control method consists of a field-oriented control (FOC) technique
incorporated with PI controllers that is a recognized scheme in the drive industry due to its
simple implementation [16]. However, the controller structure cannot maintain a consistent
control performance for the WECS in the presence of uncertainties and disturbances since
the PI gains are related to the system parameters [17]. In this way, various optimal param-
eter tuning methods have been investigated in the literature to improve the PI control’s
efficiency. A PSO method was developed in [18] for tuning the PI controller gains of a WT
system. A DFIG currents control based on a self-tuning fuzzy PI algorithm was used in [19].
A direct power control (DPC) strategy is another possible alternative to the FOC-based
PI regulators. It offers the advantage of minimizing computational efforts and improving
system dynamics. Its principle is based on the calculation of stator powers and a voltage-
vector lookup table [17]. The DPC can also be implemented on the grid side to control
the power flow through the DFIG rotor [20]. Nevertheless, the hysteresis blocks used
produce a variable switching frequency resulting in high-magnitude current ripples [21].
On the other hand, a variety of nonlinear control strategies have been developed in the
literature to interface the WECS nonlinearity. In [22], a high-order sliding-mode control of
the rotor side converter (RSC) under an unbalanced grid voltage was proposed. In [23], a
nonlinear predictive controller to deal with the aeroturbine and the generator for power
capture optimization was designed. In [24], an adaptive control for the generator speed
of WT-based DFIG using some tools from Lyapunov’s theory was addressed. However,
the proposed controller was applied on the approximated model of the DFIG where the
system’s nonlinearity was not taken into account. In fact, the control performance with the
previous controller had limitations, especially in the presence of large fluctuations in wind
velocity. The finite-time controllers (FTCs) are an efficient solution for nonlinear systems
subject to unmodelled dynamics, uncertainties and external disturbances. They offer fast
responses with reduced tracking errors and finite-time convergence to the system’s steady-
state. In FTCs, state trajectories converge to the desired reference values in a well-known
finite time [25,26].

The limitations imposed by the need for mechanical variables sensors, e.g., wind speed,
rotor position, generator speed and mechanical torque, in controller designs and MPPT
strategies are the main drawbacks of the aforementioned methods, as long as one seeks
to eliminate these sensors in electric drive systems, since they increase the maintenance
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costs and reduce the system reliability. Therefore, it is desirable to design a controller that
is unrelated to physical sensors. The presence of mechanical observers for the mechanical
variables would be useful since they can be used as an alternative solution to mechanical
sensors to improve the reliability of the system and detect sensor failures. Several works
have been devoted to nonlinear control strategies involving observers for mechanical vari-
ables and for different classes of plant-state models. The studies conducted in these works
showed that the sensorless techniques demonstrated a superiority in terms of their tracking
performance, handling disturbances and insensitivity against the lumped uncertainties.
In [27], an extended Luenberger observer in a variable-speed stand-alone DFIG system
application was proposed. The estimator involved two interconnected observers. The first
one was a classical Luenberger observer used to estimate the stator flux and the second one
was an adaptive Luenberger observer to deliver the needed rotor position desired to the
stator flux estimation. The output feedback control of a DFIG machine based on a fictitious
ohmic quantity observer was reported in [28]. This observer was developed to provide an
online estimation of the rotor speed without using the stator and rotor resistance to improve
the reliability and reduce the costs of the proposed controller. In [29], a classical adaptive
backstepping observer to estimate the generator speed and the rotor position for a DFIG
was proposed. A sensorless controller, a type of stator FOC, was applied to directly control
the active and reactive power. In [30], a high-order sliding-mode output feedback control
for a DFIG-WECS-based mechanical torque observer was proposed for the regulation of the
power produced by the generator. A high-order sliding-mode observer and a high-order
sliding-mode controller for the mechanical torque were separately discussed. A sensorless
nonlinear controller based on a high-gain observer to estimate the mechanical torque was
discussed in [31] and the validity of the observer design was demonstrated. In [32], the
authors used a high-gain observer for a permanent magnet synchronous generator (PMSG)
connected to the electrical grid to estimate the mechanical variables. Other works proposed
high-gain observers to estimate the stator flux and the rotor speed for induction machine
applications [33,34]. In [35], a high-gain observer application for a DFIG was proposed
to provide the developed controller with online estimation of the mechanical variables.
The proposed observer was designed based on the generator model represented in the
stationary reference frame. However, the dq transformation of the used model was actually
performed on the basis of the rotor position, which made it necessary to employ the rotor
position sensor, thus reducing the reliability of the entire variable-speed WT. In addition,
the DC-link voltage regulation, the grid-side reactive power control and the influence of
the grid-side converter (GSC) on the overall control system were not included to illustrate
the overall power transfer on both sides; the DFIG stator connected directly to the grid and
the rotor connected to the B2B converter and then the grid.

In this paper, the proposed approach deals with the development of a sensorless
control and stability analysis of a variable-speed grid-connected DFIG-based WT for opti-
mal power extraction. This should allow us to achieve a maximum output power, which
would improve overall system performance and eliminates mechanical sensors or allow
the implementation of fault-tolerant control (FTC) approaches [36]. The studied system has
standard components requiring a fixed investment cost depending on the nominal power
(e.g., turbine, gearbox, generators, power converters, etc.). From a practical implementation
point of view, advanced DSP cards should be required to implement the proposed approach,
which may slightly increase the overall system cost. Moreover, the proposed sensorless
MPPT control allows us to avoid the usage of anemometers and rotor position/speed
sensors for the generator shaft, which allows us to reduce the overall system investment
and maintenance costs. The contribution of this study can be summarized by the three
following points:
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(i) A sensorless MPPT strategy is designed to provide the optimal generator speed
reference for maximum power extraction. Wind speed is estimated using a high-
order polynomial approximation of the WT power coefficient. This choice is
motivated by the fact that the mechanical anemometers installed at the nacelle
reduce the WT system’s efficiency and reliability.

(ii) A high-gain observer is developed to provide an online estimation of the DFIG
mechanical variables, i.e., the generator speed and the mechanical torque, by only
measuring the stator and rotor voltages and currents. The observer is synthesized
by using the DFIG model in the stationary reference frame (α-β frame) where
the rotor position information is not required for the WT modelling and observer
implementation. Furthermore, the designed observer is backed by a formal analysis
according to Lyapunov’s stability theory to emphasize the required conditions for
the achievement of the estimation objectives. The observer is used in the sensorless
MPPT to estimate wind speed as well as in the controller design to improve the
system’s efficiency and reliability.

(iii) A robust finite-time feedback state controller is developed according to the back-
stepping approach and Lyapunov’s theory. The controller is designed based on the
DFIG-based WT model connected to an AC/DC/AC converter in the synchronous
reference frame (d-q frame). Additionally, the system requires a multiloop regula-
tor for the generator speed, stator reactive power, DC-link voltage and grid-side
reactive power control. The closed-loop stability is theoretically investigated using
Lyapunov’s stability theory to prove the achievement of the control objectives.
Furthermore, the system robustness against lumped uncertainties and external dis-
turbances (e.g., modelling errors, parameters variations and mechanical vibrations)
is illustrated.

This study deals with the problem of the high cost and unreliability of sensors in a
WECS application. The proposed approaches are meant to replace physical sensors, which
could experience a failure issue, with software ones via designing a sensorless controller to
improve the system reliability and to simultaneously implement an MPPT algorithm and
regulate the generator speed, reactive power and DC-link voltage.

The rest of this paper is organized as follows: Section 2 is devoted to the description
and modelling of the overall DFIG based WECS. Section 3 develops the sensorless MPPT.
Section 4 is dedicated to the control design of the RSC and GSC and the stability analysis of
the closed-loop system. The high-gain observer is synthesized and analysed in Section 5. In
Section 6, simulation results are provided and discussed. Finally, some concluding remarks
are provided in the last section.

2. System Description and Modelling

The DFIG-based WEC system configuration is depicted in Figure 1. This figure shows
the wind energy conversion system subassemblies: turbine, DFIG, back-to-back converter
(generator-side and grid-side converters) and RL filter for the grid interface.

Vsabc
isabc

DFIG

RSC GSC

GridGear box

3

Rg, Lg

3

3

3

Vrabc
irabc

Vgabc
igabc

Vdc

Wind

Wind Turbine

Filter

DC-link

Figure 1. A simplified scheme of a DFIG-based wind energy conversion system.
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2.1. Wind Turbine Model

The power produced by a WT is based on the interaction between the turbine rotor
and the wind. The latter has an unpredictable behaviour, which makes it difficult to model
the amount of mechanical power available in the WT rotor. The momentum theory is used
to model the power contained in the form of the kinetic energy in the wind. The WT can
only capture a portion of that power, which is given by [2,5]:

Pt =
1
2

ρπR2v3Cp(λ, β) (1)

where
λ =

ΩtR
v

(2)

The power coefficient equation is expressed as follows:

Cp(λ, β) = C1

(
C2

λi
− C3β− C4βC5 − C6

)
e

−C7

λi (3)

where Cp corresponds to the aerodynamic efficiency of the wind turbine, which can be
represented as a function of the tip speed ratio λ and the pitch angle β as depicted in
Figure 2. The captured power is represented by Figure 3 with

λ−1
i = (λ + 0.02β)−1 − 0.003

(
β3 + 1

)−1
(4)
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Figure 2. Power coefficient as a function of tip speed ratio.
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Figure 3. Mechanical power as a function of the generator speed and wind speed.



Machines 2022, 10, 1074 6 of 28

2.2. DFIG Dynamic Model

Different variable-speed wind turbines are used in the literature. The DFIG coupled
to a WT is common, robust and efficient. The state-space vector dynamics of the DFIG
machine in the dq reference frame is widely used in the literature and detailed using Park’s
transformation [4,23,30]:

di
dt

= Ai + Bu (5)

where i and u are given by:

i =
(
isd isq ird irq

)T ; u =
(
usd usq urd urq

)T

while A and B can be expressed as follows:

A =


a1 ωma2 + ωs a3 ωma4

−ωma2 −ωs a1 ωma4 a3
a5 −ωma6 a7 −ωs −ωma2

−ωma6 a5 −ωs −ωma2 a7

; B =


σ
′
s 0 b 0

0 σ
′
s 0 b

b 0 σ
′
r 0

0 b 0 σ
′
r


where
σ = 1 − M2/(LsLr), σ

′
s = 1/(σLs), σ

′
r = 1/(σLr) , a1 = −Rsσ

′
s, a2 = M2/(σLsLr),

a3 = (Rr M)/(σLsLr), a4 = Mσ
′
s, a5 = (Rs M)/(σLsLr), a6 = Mσ

′
r, a7 = −Rrσ

′
r, a8 = 1/σ

and b = −Lm/(σLsLr).
The electromagnetic torque in the dq frame can be represented by the following equation:

Cem =
3
4

pM
(
irdφsq + irqφsd

)
(6)

The stator active and reactive powers in the dq frame are given by:{
Ps =

3
2
(
vsdisd + vsqisq

)
Qs =

3
2
(
vsqisd − vsdisq

) (7)

The generator speed dynamics of the WT is given by:

dΩm

dt
=

1
J

Cem −
1
J

Cg −
F
J

Ωm (8)

2.3. Grid-Side Converter Model

The system on the grid side consists of a DC-link capacitor associated with a three-
phase voltage source inverter and an RL filter. The following differential equations describe
the model of the GSC [16]:

dvdc
dt = 1

Cdc

(
irdc − igdc

)
digd
dt = 1

Lg

(
vdc
2 vd − Rgigd + ωsLgigq − vsd

)
digq
dt = 1

Lg

(
vdc
2 vq − Rgigq −ωsLgigd − vsq

) (9)

The active and reactive power provided by the grid side are given by:

Pg =
3
2

(
vsdigd + vsqigq

)
(10a)

Qg =
3
2

(
vsqigd − vsdigq

)
(10b)
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3. Sensorless Maximum Power Point Tracking

To extract the maximum available power, an MPPT algorithm is required. This
algorithm requires the measurement, in real time, of the wind speed and mechanical
variables of the DFIG generator using sensors that can be expensive and can make the
overall control system fragile. To overcome these problems, a high-gain observer and an
estimator were jointly used (Figure 4).

Ωm

High Gain

Controller 

Wind Turbine

System

Observer
MPPT

Estimator

Wind Speed 

AC/DC/AC-DFIG
Vconverters

Cg

(Vr, Ir)abc

^

^

v̂ Ωm
*

Ωm
*

(Vs, Is)abc

Figure 4. Structure of the sensorless MPPT.

Under varying wind speeds, the WT can operate in four different regions as shown by
Figure 5. In this work, only the MPPT zone was considered (zone II). In this zone, the pitch
angle is maintained constant where the WECS controller implements the MPPT algorithm
to extract the maximum available power [37]. Indeed, the MPPT mode is achieved only
by adjusting the rotational speed of the generator and consequently the turbine rotational
speed. The pitch angle is specifically used to limit the extracted power for a high wind
speed (Zone III in Figure 5) or stop the turbine for dangerous and harmful wind speeds
(zone IV in Figure 5). Figure 6 illustrates the power coefficient variations as a function of
the tip speed ratio λ and the pitch angle β of the WT presented in Table 2. This figure shows
that for β = 0 the power coefficient achieves its maximum value, which means capturing
the peak power from the available wind power [38]. Thus, the pitch angle was considered
to be β = 0. This fact implied that the power coefficient only depended on the tip speed
ratio [39]. Under these considerations, a simplified expression of the power coefficient is:

Cp(λ) = 0.73
(

151
λ/(1− 0.003λ)

− 13.2
)

e

−18.4
λ/(1− 0.003λ) (11)

The optimal theoretical power can be derived as follows:

Ptopt =
1
2

ρπ
R5

λ3
opt

CpmaxΩ3
t (12)

Zone I Zone II Zone III Zone IV

Wind speed

M
ec

h
a

n
ic

a
l 

p
o

w
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Vin Vrated Vout

MPPT

Prated

Figure 5. The four different operating zones of a VSWT.



Machines 2022, 10, 1074 8 of 28

0 2 4 6 8 10 12

Tip speed ratio

0

0.1

0.2

0.3

0.4

0.5

P
o
w
er

co
effi

ci
en
t

λopt

Copt
p

β = 0

β = 2

β = 4

β = 6

Figure 6. Power coefficient as a function of tip speed ratio.

3.1. Wind Speed Estimation

In this section, the focus is on the implementation of a wind speed estimator. For this,
the power coefficient Cp given by equation (11) is represented by the following polynomial
approximation [15]:

Cp(λ) =
3

∑
i=0

ζiλ
i (13)

where the power coefficient constants ζi, {i = 0, 1, 2, 3} are given in Table 1.

Table 1. MPPT parameters.

Cpmax = 0.44, λopt = 7.2, β = 0◦

ζ0 = −0.0225, ζ1 = −0.0203, ζ2 = 0.0269, ζ3 = −0.0022
α0 = −25.89, α1 = 33.28, α2 = −3.56, α3 = 0.33, α4 = −0.01

Replacing the expression of Cp(λ) from (2) in (13) and using (1), the mechanical power
expression can be rewritten as:

Pt =
1
2

ρπR2v3

(
ζ0 + ζ1

(
ΩtR

v

)
+ ζ2

(
ΩtR

v

)2
+ ζ3

(
ΩtR

v

)3
)

(14)

From (14), Pt can be seen as a function of the estimated values Ωm and Cg of the
generator speed and the mechanical torque. The estimated quantities Ω̂m and Ĉg are
provided by the high-gain observer presented later in Section 5. In doing so, one has:

ζ0v̂3 + ζ1
Ω̂mR

N
v̂2 + ζ2

(
Ω̂mR

N

)2

v̂ + ζ3

(
Ω̂mR

N

)3

−
Ω̂mĈg

ρπR2 = 0 (15)

Solving polynomial equation (15) yields an estimated value of the wind speed.

3.2. MPPT Strategy

The mechanical power captured by the wind energy conversion system versus the
generator speed for different values of the wind speed is illustrated in Figure 7. This figure
shows that for each value of wind speed, there is a particular value of rotational velocity
for which the mechanical power generated by the WT is maximum. To put it differently,
the optimal operation of a DFIG corresponds to a special value of the tip speed ratio λopt.
To force the DFIG to operate at its optimal conditions, an appropriate MPPT algorithm
must be used. It consists of regulating the WT rotational speed in a way that the tip speed
ratio λ is maintained at its optimal value λopt. In order to do so, the optimal reference
speed is elaborated according to Figure 7. A graphical search of the intersection points
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(Ωm, v) between the curves of the optimal power Pt,opt and Pt is conducted and the points
are interpolated to construct a fourth-order polynomial function, which represents the
generator reference speed [40]:

Ω∗m =
4

∑
i=0

αi v̂i (16)
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Figure 7. WT power characteristics.

4. Controller Design and Stability Analysis
4.1. Reduced Model for the Rotor-Side and Grid-Side System

Based on the machine model defined in Section 2, Equations (5)–(8) can be simplified
by using the well-known stator flux orientation. According to this technique, the reference
frame is aligned with the stator flux, therefore, the electromagnetic torque and the stator
reactive power can be controlled independently through the q-axis and d-axis currents,
respectively. Moreover, by applying this strategy on the grid side, a decoupling control be-
tween the active and reactive powers is established. Then, the global system model formed
by the DFIG and AC/DC/AC converter association are summarized as follows [30,41]:

ẋ1 =
KT
J

x2 −
F
J

x1 −
1
J

Cg (17a)

ẋ2 =
1

σLr

(
uq − Rrx2 −ωrσLrx3 −ωr

Mφsd
Ls

)
(17b)

ẋ3 =
1

σLr
(ud − Rrx3 + ωrσLrx2) (17c)

ẋ4 =
1

Cdc
(−3Vsx5 + 2

√
x4irdc) (17d)

ẋ5 =
1
Lg

(
vq − Rgx5 −Vs −ωsLgx6

)
(17e)

ẋ6 =
1
Lg

(
vd − Rgx6 + ωsLgx5

)
(17f)

where x1, x2, x3, x4, x5 and x6 are the average values over the switching period of the
signals Ωm, irq, ird, v2

dc, igq and igd, respectively, and KT = −(3pMVs)/(2Lsωs).(
ud, uq

)T
=
(
µ̄rd, µ̄rq

)T vdc
2

, (respectively,
(
vd, vq

)T
=
(

µ̄gd, µ̄gq

)T vdc
2

) denotes the

input voltage vector of the RSC (respectively, GSC) in the dq frame.
[
µ̄rd, µ̄rq

]
, (respectively,[

µ̄gd, µ̄gq

]
) are the duty cycles in the dq reference frame corresponding to the 3-phase duty

ratios of (s11, s12, s13), (respectively, (s21, s22, s23)), where sji, j = {1, 2}, i = {1, 2, 3}, are the
switching signals of the RSC and GSC, respectively, taking values in the discrete set {−1, 1}
and defined as follows:

sij =

{
+1 i f Sji is ON and S

′
ji is OFF

−1 i f Sji is OFF and S
′
ji is ON

(18)
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4.2. Controller Design

The required control objectives are fourfold:

(i) The generator speed must track the optimal reference value provided by the
MPPT control.

(ii) The stator reactive power should be regulated to its reference, which is usually
considered to be zero in order to ensure a unity power factor correction at the
stator level.

(iii) The DC bus voltage must be adjusted to an appropriate level to guarantee the
correct operation of the converter on the grid side.

(iv) The reactive power at the output of the converter located on the grid side must be
maintained at zero.

The above mathematical model shows that the considered topology allows the control
of several variables, which means that through the control of RSC and GSC, one gets the
control of the DFIG WT system. To meet these objectives, an accurate design of the control
laws was developed by using an FTC.

4.2.1. RSC Controller

The rotor-side controller aims to regulate the generator speed to track the optimum
value and control the stator reactive power exchange with the grid.

Generator speed control loop:
Define the following tracking errors:

e1 = x1 − x∗1 (19)

e2 = µ1 − µ∗1 (20)

where the reference x∗1 = Ω∗m is the optimal generator speed of (16), µ1 = KT
J x2 denotes the

virtual control input and µ∗1 serves as a stabilizing function of (17b), which is developed
hereafter. The speed control synthesis is designed by following the conventional backstep-
ping design technique. As there is no real control law acting on x1, the speed controller is
designed in two steps:
Step 1

It follows from (17a) that the error (19) is governed by the following equation:

ė1 = ẋ1 − ẋ∗1 = µ1 −
F
J

x1 −
1
J

Cg − ẋ∗1 (21)

By choosing the Lyapunov’s function candidate W1 =
1
2

e2
1 and its derivative Ẇ1 =

−ξωe2
1 − γ0e1sgn(e1), one gets the first stabilization function:

µ∗1 =
F
J

x1 +
1
J

Cg + ẋ∗1 − ξωe1 − γ0sgn(e1) (22)

where ξω, γ0 > 0 are the controller parameters.
The tracking error dynamical equation takes the following expression:

ė1 = −ξωe1 − γ0sgn(e1) (23)

It can be observed that µ1 is not the actual input control but just a state variable. By
introducing error e2 given by (20), the time derivatives of e1 and W1 are rewritten as follows:

ė1 = −ξωe1 + e2 − γ0sgn(e1) (24)

Ẇ1 = −ξωe2
1 + e1e2 − γ0e1sgn(e1) (25)

Step 2
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Based on (17b), (20) and (22), the time derivative of e2 is given by:

ė2 =
KT

JσLr
uq + ψ1

(
x, Cg

)
−
(

ξ2
ωe1 + γ0ξωsgn(e1)

)
+ ξωe2 (26)

where ψ1 is given by the following expression:

ψ1
(

x, Cg
)
=
−KT
JσLr

(
Rrx2 + ωrσLrx3 + ωr

Mφsd
Ls

)
− F

J

(KT
J

x2 −
F
J

x1 −
1
J

Cg

)
− 1

J
Ċg − ẍ∗1 (27)

Let us consider the new Lyapunov function candidate given by:

W2 = W1 +
1
2

e2
2 (28)

Taking into account (25), the dynamics of W2 can be expressed as follows:

Ẇ2 = −ξωe2
1 − γ0e1sgn(e1) + e2(e1 + ė2) (29)

If one chooses the time derivative of error e2 according to the expression given by (30),
then the derivative of the Lyapunov function becomes negative as shown by (31).

ė2 = −ξµ1e2 − γ0sgn(e2)− e1 (30)

Ẇ2 = −ξωe2
1 − ξµ1e2

2 − γ0|e1| − γ0|e2| (31)

Using Equations (26) and (30), the generator speed control law takes the following form

uq =
JσLr

KT

[
− ψ1

(
x, Cg

)
+
(

γ2
ω − 1

)
e1 −

(
ξω + ξµ1

)
e2 + γ0ξωsgn(e1)− γ0sgn(e2)

]
(32)

where ξµ1 > 0 is a suitable coefficient.
Stator reactive power control loop:

To design a controller for the stator reactive power exchanged with the grid, error e3 is
introduced as follows:

e3 = Qs −Q∗s (33)

where the reactive power equation is given by:

Qs = −
3
2

MVs

Ls

(
x3 −

Vs

ωs M

)
(34)

Using Equations (17c), (33) and (34), the time derivative of error e3 is found to be

ė3 = −3
2

MVs

σLsLr
(ud − Rrx3 + ωrσLrx2)− Q̇∗s (35)

Let us consider the following Lyapunov function candidate:

W3 =
1
2

e2
3 (36)

In order to stabilize the stator reactive power control loop, the time derivative of (32)
is chosen to be negative as:

Ẇ3 = −ξQe2
3 − γ0|e3| (37)

where ξQ is a positive design parameter.
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To achieve the above stabilization objective, the stator reactive power control law must
be selected as:

ud =
2σLsLr

3MVs

[
3
2

MVs

σLsLr
(Rrx3 −ωrσLrx2)− Q̇∗s + ξQe3 + γ0sgn(e3)

]
(38)

Proposition 1. Considering the RSC control laws in (32) and (38), and the rotor side model
consisting of subsystem (17a)–(17c), the resulting dynamic behaviour of the closed loop system is
governed, in the (e1, e2, e3) coordinates, by the following equation:ė1

ė2
ė3

 = −

ξω −1 0
1 ξµ1 0
0 0 ξQ

e1
e2
e3

− γ0sgn

e1
e2
e3

 (39)

As a result, it is worth noting that the closed loop system is finite-time stable and its convergence

time meets the following inequality, whatever the initial trajectory: T(t0) ≤
2

γ0

√
Wr(t0).

Proof. Replacing the control laws (22), (32) and (36) in (21), (26) and (35), respectively, one
obtains directly Wr given in Equation (39).

Let us consider (40) as the global Lyapunov function candidate of the rotor side

Wr =
3

∑
i=1

1
2

e2
i (40)

Its time derivative is:

Ẇr =
3

∑
i=1

ei ėi (41)

Now, by substituting (39) in (41), it follows that:

Ẇr = −
(

ξωe2
1 + ξµ1e2

2 + ξQe2
3

)
− γ0

3

∑
i=1
|ei| (42)

Taking into account that the following inequality is satisfied, when ai ∈ R and 0 < r ∈ R < 2,

n

∑
i=1
|∂i|r ≥

(
n

∑
i=1

∂2
i

) r
2

(43)

It follows from (42) that for r = 1

Ẇr ≤ −γ0

3

∑
i=1
|ei| ≤ −γ0

(
3

∑
i=1

e2
i

) 1
2

≤ −γ0
√

Wr (44)

In view of (44), the closed loop of the rotor-side system converges to the origin in finite
time, which is computed by: Tr(t0) ≤ 2

γ0

√
Wr(t0). This completes the proof.

4.2.2. GSC Controller

The grid-side controller aims to control the DC-link voltage and the grid-side reactive
power, in order to inject the part of the wind power that passes through the DFIG’s rotor
winding. Subsystem (17d)–(17f) shows that the grid-side controller can be designed in the
same way as the one presented in the previous subsection.
DC-link voltage control loop:
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Let us define the tracking errors of the squared DC-link voltage xd and the virtual
control input µ2 as follows:

e4 = x4 − x∗4 (45)

e5 = µ2 − µ∗2 (46)

x∗4 =
(
v∗dc
)2 is the squared DC-link voltage reference, µ2 = −3Vs

Cdc
x5 denotes the virtual

control input and µ∗2 serves as a stabilizing function, which is developed hereafter. The
DC-link voltage control synthesis is designed in two steps since the relative degree of the
system is two with respect to x4.
Step 1

It follows from (17d) that the error (45) is governed by the following equation:

ė4 = µ2 +
2
√

x4

Cdc
irdc − ẋ∗4 (47)

By choosing the Lyapunov function candidate W4 =
1
2

e2
4 and its derivative Ẇ4 =

−ξve2
4 − γ0e4sgn(e4), one gets the following stabilizing function:

µ∗2 = −
2
√

x4

Cdc
irdc + ẋ∗4 − ξve4 − γ0sgn(e4) (48)

where ξv is a suitable controller parameter.
The tracking error is governed by the following expression:

ė4 = −ξve4 − γ0sgn(e4) (49)

It can be observed that µ2 is not the actual input control but just a state variable. By
introducing error e2 given by (20), the time derivatives of e1 and W1 become:

ė4 = −ξve4 + e5 − γ0sgn(e4) (50)

Ẇ4 = −ξve2
4 + e4e5 − γ0|e4| (51)

Step 2
Based on (17e), (46) and (48), the time derivative of e5 is given by:

ė5 = − 3Vs

LgCdc
vq + ψ2(x, irdc)−

(
ξ2

ve4 + γ0ξvsgn(e4)
)
+ ξve5 (52)

where

ψ2(x, irdc) =
3Vs

LgCdc

(
Rgx5 + Vs + ωsLgx6

)
−
(

3Vsirdc√
x4C2

dc
x5 −

2
C2

dc
i2rdc −

2
√

x4

Cdc
i̇rdc + ẍ∗4

)
(53)

Let us consider the augmented Lyapunov function candidate given by:

W5 = W4 +
1
2

e2
5 (54)

Taking into account (51), the derivative of W5 can be expressed as follows:

Ẇ5 = −ξve2
4 − γ0|e4|+ e5(e4 + ė5) (55)
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If one chooses the time derivative of error e5 according to the expression given by (56),
then the derivative of the Lyapunov function becomes negative as shown by (57).

ė5 = −ξµ2e5 − γ0sgn(e5)− e4 (56)

Ẇ5 = −ξve2
4 − ξµ2e2

5 − γ0|e4| − γ0|e5| (57)

Using Equations (52) and (56), the control law for the DC-link voltage takes the
following form:

vq =
−LgCdc

3Vs

[
−ψ2(x, irdc) +

(
ξ2

v − 1
)

e4 +
(
ξv + ξµ2

)
e5 + γ0ξvsgn(e4)− γ0sgn(e5)

]
(58)

where ξµ2 > 0 is a design constant.
Grid-side reactive power controller:

In order to guarantee a unitary power factor on the grid side, the reactive power must
be zero. To meet this objective, indirect control is carried out through the zero-current
regulation of the d-axis. To do this, error e6 is introduced as follows:

e6 = x6 − x∗6 (59)

Based on the alignment discussed before, one can calculate the reference of the d-axis

current using (10b) such that x∗6 =
2Q∗g
3Vs

.

Using Equations (17f) and (59), the time-derivative of error e6 can be expressed
as follows:

ė6 =
1
Lg

(
vd − Rgigd + ωsLgigq

)
− ẋ∗6 (60)

Let us consider the following Lyapunov function candidate:

W6 =
1
2

e2
6 (61)

In order to stabilize the d-axis control loop, the time derivative of W6 given in (61) is
chosen to be negative as:

Ẇ6 = −ξde2
6 − γ0|e6| (62)

where ξd is a positive design parameter.
To achieve the above stabilization objective, the d-axis control law must be selected

as follows:
vd = Rgigd −ωsLgigq + Lg ẋ∗6 − ξdLge6 − γ0Lgsgn(e6) (63)

Proposition 2. Considering the GSC control laws in (32) and (38), and the rotor-side model
consisting of subsystem (17a)–(17c), the resulting dynamic behaviour of the closed loop system is
governed, in the (e1, e2, e3) coordinates, by the following equation:ė4

ė5
ė6

 = −

ξv −1 0
1 ξµ2 0
0 0 ξd

e4
e5
e6

− γ0sgn

e4
e5
e6

 (64)

Consequently, the finite-time convergence of (64) of any initial trajectory satisfies the inequality

T(t0) ≤
2

γ0

√
Wg(t0)

Proof. Replacing the control laws (48), (58) and (63) in (47), (52) and (60), respectively, one
obtains directly Equation (64).
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Let us consider Wg given in (65) as the global Lyapunov function candidate of the
grid side.

Wg =
6

∑
i=4

1
2

e2
i (65)

Its derivative is

Ẇg =
6

∑
i=4

ei ėi (66)

Now, by substituting (64) in (66), one gets:

Ẇg = −
(

ξve2
4 + ξµ2e2

5 + ξde2
6

)
− γ0

6

∑
i=4
|ei| (67)

Using inequality (43) for r = 1 and using (67), it follows that:

Ẇg ≤ −γ0

6

∑
i=4
|ei| ≤ −γ0

(
6

∑
i=4

e2
i

) 1
2

≤ −γ0

√
Wg (68)

In view of (68), the closed-loop grid-side system converges to the origin in finite time,

which fulfils the inequality Tg(t0) ≤ 2
γ0

√
Wg(t0). This completes the proof.

Remark 1. The design of the FTC-based control is mostly developed by adding a switching term to
the control laws. Usually, the chattering phenomenon can take place due to the use of the signum
function sgn(.). In this paper, we suggest modifying the control laws in (32), (36), (58) and (63)
by using a sigmoid tanh(.) function instead of sgn(.) in order to avoid the chattering during the
reaching mode.

5. High-Gain Observer

As presented in Section 4, the rotor-side and grid-side mathematical models are
described in the dq reference frame to design the control laws so as to achieve the control
objectives. In this section, the objective is to reduce the number of sensors needed in the
control design. To this end the mechanical torque, generator speed and rotor position are
not considered as measurable variables. Since the transformation of the rotor currents and
voltages from the abc coordinates to dq coordinates and vice versa need the information
about the rotor position as shown in Figure 8, a high-gain observer is designed based
on the DFIG model described in the α-β-coordinates to provide online estimations of the
mechanical variables (Figure 8).

HIGH GAIN 

OBSERVER
CONTROLLER

AC/DC/AC-

DFIG SYSTEM

αβ/dq

αβ/dq
,d qu u

,d qv v

,rdq rdqv i

,sdq sdqv i

,r rv i 

,s sv i 

PLL



ˆ
r dq/abc

dq/abc

p

abc/αβ

,r rv i 

,s sv i 

,rabc rabcv i

,sabc sabcv i

s

s
s

PWM

PWM

6

6

3

3

*

rabcv

*

fabcv

ˆ
gC

ˆ
m

ˆ
r

ˆ
m

AERODYNAMIC 

SYSTEM

,g mC emC

GRID

nabcv



sabcv
∫

Figure 8. Output feedback control block diagram.
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The DFIG currents, in the αβ-coordinates, can be represented as follows [32,42,43]:

diαβ

dt
= A0iαβ + B0uαβ (69)

with
iαβ =

(
isα isβ irα irβ

)T ; uαβ =
(
usα usβ urα urβ

)T ;

A0 =
1

σLsLr


−RsLr ωm M2 Rr M ωmLr M
−ωm M2 −RsLr −ωmLr M Rr M

Rs M −ωmLs M −RrLs −ωmLrLs
ωmLs M Rs M ωmLrLs −RrLs

;

B0 =
1

σLsLr


Lr 0 −M 0
0 Lr 0 −M
−M 0 Ls 0

0 −M 0 Ls


The electromagnetic torque equation in the α-β frame can be represented by the
following equation:

Cem =
3
4

pMiT
αβT0iαβ (70)

where

T0 =

(
O2 J2
−J2 O2

)
; J2 =

(
0 −1
1 0

)
; O2 =

(
0 0
0 0

)
.

Based on Equations (8), (69) and (70), the state-space model of the DFIG can be
represented as follows: {

ṡ = D s + g(s, i, u) + δ(t)
y = C s = s1

(71)

where

• s denotes the state-space vector of the system (71) defined by:

s =
(
s1 s2 s3

)T
=
(
Tem Ωm Tg

)T

• y is the output vector.
• D, g(s, i, u) and δ(t) are given by:

D =


0 η1

(
iαβ

)
0

0 0 −1
J

0 0 0

; g(s, i, u) =


η2
(
iαβ, uαβ

)
1
J

s1 −
f
J

s2

0

; δ(t) =

 0
0

ε(t)

.

with

η1
(
iαβ

)
=

3p2

2σLsLr
MiTT0M1iαβ;

η2
(
iαβ, uαβ

)
=

3p
2σLsLr

MiTT0
(

M2uαβ + M3iαβ

)
;

M1 =

(
−M2 J2 −MLr J2
MLs J2 LrLs J2

)
; M2 =

(
Lr I2 MI2
−MI2 Ls I2

)
; M3 =

(
−RsLr I2 Rr MI2
Rs MI2 −RrLs I2

)
;

I2 =

(
1 0
0 1

)
.
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• The unknown signal ε(t) is supposed to be bounded. This choice is justified by the fact
that the mechanical torque does not vary so rapidly, and that the mechanical torque
and its derivative are considered to be bounded.

Then, we design the following dynamical system, which represents a high-gain ob-
server for system (71) [44–46]:

˙̂s = D ŝ + g(ŝ, i, u)− Γ−1(i)∆−1
θ KC(ŝ− s) (72)

where

• Γ is defined as follows:

Γ(i) = diag
(

1 η1
(
iαβ

)
−1

J
η1
(
iαβ

))
. (73)

• The block diagonal matrix ∆θ is defined by:

∆θ = diag
(

1
1
θ

1
θ2

)
, θ is a positive constant design parameter.

• The gain matrix K is selected so that the matrix D̄− KC is Hurwitz, with D̄ = Γ−1DΓ.
Then, there exists a unique positive definite matrix P ∈ R3, which satisfies the follow-
ing equality [44]:

P(D̄ − K C ) + (D̄ − K C )
T P = −I3 (74)

Observer Analysis:
Consider the estimation error s̃ = ŝ− s. Deriving s̃ with respect to time and using

Equations (71) and (72), one gets:

˙̃s =
(

D − Γ−1(i)∆−1
θ KC

)
s̃ + g(ŝ, i, u)− g(s, i, u)− δ(t) (75)

Equation (75) may be written as:

˙̄s = Γ̇(i)Γ−1(i)s̄ +
(

Γ(i)∆θ D ∆−1
θ Γ−1(i) − K C ∆−1

θ Γ−1(i)
)

s̄ +

Γ(i)∆θ(g(ŝ, i, u)− g(s, i, u)− δ(t)) (76)

The last formulation can be derived by considering the following modified error:
s̄ = Γ(i)∆θ s̃.

Taking into account that C (Γ(i)∆θ)
−1 = θC and (Γ(i)∆θ)D (Γ(i)∆θ)

−1 = θD, then (76)
becomes [45]:

˙̄s = Γ̇(i)Γ−1(i)s̄ + θ(D̄ − K C )s̄ + Γ(i)∆θ(g(ŝ, i, u)− g(s, i, u)− δ(t)) (77)

Let us introduce the Lyapunov function candidate in the following form:

W0 = s̄T P s̄ (78)

Its time derivative is given by:

Ẇ0 = 2s̄T P ˙̄s

= 2s̄T P Γ̇(i)Γ−1(i)s̄ + 2θs̄T P(D̄ − K C )s̄ +

2s̄T P Γ(i)∆θ(g(ŝ, i, u)− g(s, i, u)− δ(t)) (79)

In view of (74), one has:

2s̄T P(D̄ − K C )s̄ = s̄T
(

P(D̄ − K C ) + (D̄ − K C )
T P
)

s̄

= −s̄T s̄ (80)
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Substituting (80) in (79) it follows that:

Ẇ0 = −θs̄T s̄ + 2s̄T P Γ̇(i)Γ−1(i)s̄ + 2s̄T P Γ(i)∆θ(g(ŝ, i, u)− g(s, i, u)− δ(t)) (81)

Bounding the right terms of the above equation, we obtain:

Ẇ0 ≤ −θ‖s̄‖2 + 2χ1λmax(P) ‖s̄‖2 + 2χ2λmax(P) ‖s̄‖
(
‖∆θ(g(ŝ, i, u)− g(s, i, u))‖+ ‖∆θδ(t)‖

)
(82)

where χ1 = sup
∥∥Γ̇(i)Γ−1(i)

∥∥, χ2 = sup‖Γ(i)‖ and λmax(P) indicates the largest eigen-
value of the positive definite matrix P.

It is required that g(s, i, u) be a Lipschitz function and as mentioned before, the function
ε(t) is bounded, where δ0 is the upper bound. Then, one can write:

‖∆θ(g(ŝ, i, u)− g(s, i, u))‖ ≤ α1‖s̄‖ (83a)

‖∆θδ(t)‖ ≤ α2δ0

θ3 (83b)

where α1 and α2 are positive constants.
Using the above inequalities leads to rewrite (82) as follows:

Ẇ0 ≤ −θ‖s̄‖2 + 2χ1λmax(P) ‖s̄‖2 + 2α1χ2λmax(P) ‖s̄‖2 + 2
α2δ0

θ3 χ2λmax(P)‖s̄‖ (84)

Knowing that W0 is a bounded function that fulfils:

λmin(P)‖s̄‖2 ≤W0 ≤ λmax(P)‖s̄‖2 (85)

where λmin(P) denotes the smallest eigenvalue of the positive definite matrix P, one gets:

Ẇ0 ≤ −
((

θ − 2(χ1 + α1χ2)λmax(P)
)
/λmin(P)

)
W0 +

(
2χ2

α2δ0

θ3 λmax(P)/
√

λmin(P)
)√

W0 (86)

Using the following notation
c0 = 2(χ1 − α1χ2)λmax(P)
c1 = (θ − c0 )/λmin(P)

c2 =
(

2χ2
α2δ0

θ3

)
λmax(P)/

√
λmin(P)

Inequalities (86), can be written as follows:

Ẇ0 ≤ −c1W0 + c2
√

W0 (87)

Thus, using the solution of Bernoulli’s differential equation (87) given by:

W0 = e−c1(t−t0)

[√
W0(t0)−

c2

c1

(
1− e

c1
2 (t−t0)

)]2
(88)

we can deduce that

√
W0 ≤

√
W0(t0)e

−c1

2
(t−t0)

+
c2

c1

1− e
−c1

2
(t−t0)

 (89)

In addition, for θ ≥ 1, we have:

‖s̄‖ ≤ ‖s̃‖ ≤ θ3‖s̄‖ (90)

Now, using (85), (90) and taking θ0 = max(1, c0), θ > θ0, it follows from (89) that:

‖s̃‖ ≤ µ1‖s̃(t0)‖e−µ2(t−t0) + µ3 (91)
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where

µ1 =

√
λmax(P)
λmin(P)

θ3

µ2 =
−c1

2

µ3 =
c2θ3

c1
√

λmin(P)

(
1− e−µ2(t−t0)

)
Then, regardless of the initial condition s(t0), the observation error vector s̃ = ŝ− s

converges exponentially towards a neighbourhood that decreases when θ takes a large
value, thus allowing us to have an observer that provides practical estimates of the
suggested signals.

Remark 2. The observer parameter is chosen high enough to guarantee that the dynamic behaviour
of the observer is fast enough regarding the closed loop system dynamic behaviour. Therefore,
confusion between the actual and estimated values occurs during the control law synthesis, and
the mechanical signals are replaced by their estimated values. Moreover, in order to ensure a
fast-tracking performance, the controller design parameters are chosen according to the closed-loop
system’s eigenvalues and the fact that the inner loops require a much faster response than the
outer loops.

6. Simulation Results

Figure 9 illustrates the global WECS. The controlled plant, having the parameters
given in Table 2, was a WT based on a DFIG associated with a B2B converter and an RL
filter. The overall controller was comprised of the wind speed estimator (15), the sensorless
MPPT algorithm (16), the high-gain observer (72) and the control laws for the rotor-side
and grid-side systems (32), (36), (58) and (63). The numerical values of the controller are
represented in Tables 1 and 3. The controller parameters were selected based on a trial-
and-error search. The observer parameters had large enough values, which allowed the
observer to converge faster than the controller to ensure a satisfactory controller/observer
performance. The output feedback control strategy, based on the 2 MW DFIG WT, was
constructed and tested using a MATLAB/Simulink/SimPowerSystems environment, that
offers quite accurate models of power components. In this study, the Euler solver ODE1
was chosen with a fixed time step for the simulation process. The performance of the WECS
was examined under variable wind speed and realistic wind speed profiles to confirm the
reliability and validity of the control strategy.

Table 2. DFIG-based wind energy conversion system parameters.

Turbine N = 100, R = 42m, ρ=1.1225 Kg·m3

vin = 5 m·s−1, vrated = 12.5 m·s−1, vout = 15 m·s−1

C1 = 0.73, C2 = 151, C3 = 0.58, C4 = 0.02,
C5 = 2.14, C6 = 13.2, C7 = 18.4

Supply network voltage Vn/Un = 400/690 V, f = 50 Hz

AC/DC/AC converters vdc = 1150 V,
Rg = 0.02 mΩ, Lg = 0.4 mH, C = 80 mF

DFIG machine Pn = 2MW, Ωmmin = 900 rpm, Ωmmax = 2000 rpm,
F = 0.01, J = 120,
Rs = 2.6 mΩ, Rr = 2.9 mΩ,
Ls = 2.6 mH, Lr = 2.6 mH, M = 2.5 mH
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Table 3. Sensorless finite-time controllers’ parameters.

High-gain observer θ = 100, k1 = 25, k2 = 10, k3 = 35
Rotor-side controller ξω = 260, ξµ1 = 400, ξQ = 310, γ0 = 100
Grid-side controller ξv = 1500, ξµ2 = 50, ξd = 800
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Figure 9. Controller design of the global studied system.

6.1. Controller Performances under Variable Wind Speed Profile

In order to evaluate the system performances, the output feedback controller was
carried out under the wind speed profile depicted in Figure 10a. This figure also shows the
online estimated wind speed profile, which corresponds to actual wind speed as shown by
Figure 10b. As a result, the MPPT block generated the optimum generator speed reference
without the requirement of an anemometer (wind speed sensor).

Figure 10c–h illustrate the performance of the high-gain observer. Figure 10,d show
that the observed generator speed corresponded to the actual generator speed and both
tracked the optimal reference provided by the sensorless MPPT algorithm. Figure 10g,h
show that the online estimation of the mechanical torque met the measured value. More-
over, it can be noticed that the high-gain observer converged faster than the generator
speed controller.

Figure 11 depicts the WT characteristics. Figure 11a shows that the power coefficient
was maintained at the maximal value, which guaranteed the maximum extraction of the
available power, and it can be seen in Figure 11b that the tip speed ratio was sustained at
the optimal value despite the wind speed variations. Figure 11c illustrates the available
and the extracted mechanical power, where it is clearly shown that the available power
was totally extracted, which guaranteed the MPPT objective.
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Figure 10. Output feedback control-based sensorless MPPT convergence.
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Figure 11. The wind turbine characteristics.

Figure 12 represents the stator reactive power exchanged with the grid. The reactive
power tended towards zero, which means that in the stator–grid association, only the stator
active power was exchanged with the grid. This guaranteed the achievement of the unitary
power factor objective.
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Figure 12. Stator reactive power response.

Figure 13 confirms that the GSC controller gave a satisfactory performance, which
improved the WECS’s resiliency and reliability. The tight regulation of the DC-link voltage
is depicted in Figure 13a. Figure 13b shows that the grid-side d-axis filter current converged
to its reference, which took the value 0, as initially fixed. This ensure a unitary power factor
as shown in Figure 14a. Figure 14b shows one phase of the grid’s three-phase currents
and voltages, where the current has a sinusoidal form and with a π phase shift with the
grid voltage. Figure 14b represents the three-phase rotor currents. Figure 14d illustrates
the mechanical power captured by the WT blades and the global electrical active power
exchanged with the grid. As we can see, the mechanical power was almost totally injected
into the grid. This figure also represents the stator and the rotor active powers. It can
be noticed that the stator active power varied according to the generator speed variation.
Moreover, during these variations two operation modes can be distinguished for the rotor
active power. In the subsynchronous operation mode, the rotor active power had negative
values, which means that the active power was transferred from the grid to the DFIG
rotor, and in the case of the supersynchronous operation mode, the rotor active power had
positive values, which means that the DFIG rotor power was supplied to the grid.
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Figure 13. Grid-side results.
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Figure 14. WECS powers.

6.2. Controller Performance under Parametric Mismatch

In this case study, the plant model was subject to parameter uncertainties and varia-
tions, which reflected realistic problems such as skin effect phenomena, magnetic saturation
problem and wear due to ageing. To this end, the parameter variations were undertaken as
shown in Table 4. An uncertainty of−50% and +50% on the mechanical system parameters
was applied at time 3.9 s and 5 s, respectively. Furthermore, a variation of −50% and +50%
on the stator and rotor resistances and the mutual inductance was applied at time 6.2 s and
8 s, respectively.

Figures 15–17 depict the obtained simulation results with the aforementioned WEC
parameter variations. Figure 15 provide the generator speed control performance under a
varying wind speed in the presence of electrical and mechanical parameters mismatch and
Figure 16 shows the reactive power control performance under the same conditions. These
figures show a satisfactory robustness of the proposed output feedback controller. In fact,
the output reference tracking objectives were practically preserved despite the parameter
uncertainties. Finally, the DC-bus voltage under parameter mismatch is given in Figure 17
and shows satisfactory results. All these results confirm the effectiveness of the proposed
approach for external (wind speed fluctuations) and internal disturbances and parameter
uncertainties rejection.

Table 4. Parameters’ variation.

Time span [3.9 5] [5 6.2] [6.2 8] [8 10]

Variations −50%(F, J) +50%(F, J) −50%(Rs, Rr, Lm) +50%(Rs, Rr, Lm)
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Figure 15. Generator speed feedback control convergence under parametric mismatch.
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Figure 16. Stator reactive control convergence under parametric mismatch.
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Figure 17. DC-link voltage response under parametric mismatch.

The proposed solution is based on a nonlinear multiloop controller, which increases
the controller’s complexity. However, its synthesis is systematic, and its mathematical
development is rigorous. In addition, using an observer helps reduce the number of
sensors used in the controller structure and offers backup software sensors, which allow
the implementation of FTC algorithms. Actually, the developed observer replaces physical
sensors that might be subjected to faults and failures, making the controlled system more
reliable. Compared to conventional nonlinear controllers, the proposed one can be easily
implemented in practice because it neither requires mechanical sensors nor wind speed
sensors. Only current and voltage transducers are needed, which makes the implementation
costs lower.
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7. Conclusions

In this paper, the problem of controlling and improving the reliability of a grid-
connected DFIG-based WT was studied using a sensorless nonlinear controller. A high-gain
observer was synthesised to provide an online estimation of the mechanical variables. The
MPPT implementation dealt with using the wind-speed-estimator-based optimum speed–
power curve MPPT, in order to generate the optimal generator speed reference during wind
speed variation without using anemometers. Indeed, 100% of the available mechanical
power was extracted using the proposed approach. The convergence stability of the
mechanical variables’ observer and the finite-time controller of the closed-loop WECS was
theoretically conducted. The theoretical results were confirmed by numerical simulations,
which demonstrated that the proposed sensorless controller offered better performance in
terms of output reference tracking and emphasized the extra robustness under different
operation conditions, parameter uncertainties, and internal/external disturbances.
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The following abbreviations are used in this manuscript:

List of Acronyms Parameters
VS-WECS Variable-speed wind energy v Wind speed
conversion system ρ Air density
WT Wind turbine R Rotor radius
FTC Finite-time control Pt Mechanical power
MPPT Maximum power point tracking Cp Power coefficient
DFIG Doubly fed induction generator λ Tip speed ratio
RSC Rotor-side converter β pitch angle
GSC Grid-side converter Ωt(Ωm) Rotor speed (generator speed)

N Gearbox ratio
Cem Electromagnetic torque
Cg Mechanical torque
p Pole pairs number
ωr(ωr) Angular speed (synchronous speed)
s(r) Stator (rotor) index
g(dc) Filter (DC-link) index
α(β) Stationary reference frame index
d(q) Synchronous reference frame index
v(i) Voltage (current)
φ Flux
R Resistance
L Inductance
M Mutual inductance
C Capacitor
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