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Abstract—In this paper, we present a text-line segmenta-
tion method for historical documents. Historical documents are
challenging given their characteristics of highly degradation,
writing style variation and diacritics. From these observations,
we proposed an effective approach for text line segmentation
by analysing the properties of document layouts. We combine
the idea of seam carving method with the novel cost functions
to accurately split text lines. Experiments were conducted on
two challenging datasets of historical documents, namely the
DIVA-HisDB dataset and our ChamDoc dataset. Our methods
provided good results on the DIVA-HisDB dataset with 99.36%
of Line IU and 98.86% of Pixel IU. On the ChamDoc dataset,
the proposed method outperformed the two baseline approaches
i.e. seam carving-based and A* path planning by a large margin.

I. INTRODUCTION

Text line segmentation is a crucial step in the whole pipeline
of document image analysis and especially for historical
documents. Although, some recent recognition methods can
work at paragraph level [1], [2], their applications are still very
limited and dependent on the layout of documents. Therefore,
text line extraction is still widely used in document analysis
pipeline. The main aim of text line segmentation is to split
the whole document image line by line to obtain a set of
text line images that will be fed to text recognition process.
The latest approaches for this problem mainly utilize deep
learning based methods along with additional post processing
steps to correct the polygon boundary. The main issue of the
deep learning based approaches is that they require a burden
of training data. Therefore, when working with historical
documents where the image dataset is often modest and the
annotation process requires the participation of high expertise
annotator, deep learning based approaches could not show its
superior results. Moreover, in [3], the authors have shown
that a good binarization of documents can lead to good
segmentation results without requiring the training of complex
deep learning models.

Our work mainly focuses on historical documents images,
especially Cham inscriptions images. An introduction about
Cham language can be found at [4]. These images are captured

from Cham inscriptions that are mainly carved on steles of
stone. The text is written from the Cham language system
used in Champa (nowadays, Vietnam coastal areas) and some
surrounding areas. The challenges of Cham document im-
ages come from the particular properties of the writing style
such as touching and overlapping characters, multiple size of
characters and the huge variety of diacritics and low space
between lines. Then skew lines and even partially missing
lines (due to damaged inscriptions) made difficult the analysis
of these documents. Furthermore, these documents are often
highly degraded. The climatic conditions and the running
of time have damaged the characters and created bumps. It
is therefore difficult to distinguish between texts and noise.
Figure 1 shows some examples of Cham inscription images.
In this paper, we propose an efficient and simple approach
for the text line segmentation. Our approach mainly focus on
documents highly degraded with lots of diacritics, ascending
and descending characters by analysing the properties of these
specific elements. Our approach is based on seam carving
method. We propose to use an adapted global cost function
in order to split the text lines with a better accuracy. The
proposed method takes a binary image as input and considers
the aforementioned challenges of historical documents.

The paper is organized as follows: section II gives a brief
overview of text line segmentation approaches proposed in
the literature. In section III, we detail the proposed method. In
section IV, we present the experimental results on two datasets:
DIVA-HisDB dataset [5] and our own ChamDoc dataset.

II. RELATED WORK

Text-line segmentation methods can be mainly divided into
three main categories: top-down, bottom-up and deep learning
approaches. In the top-down approaches, the pioneer works
are based on projection profiles [6]. The projection profile
consists of adding the number of pixels projected horizontally
or vertically (depending on the studied direction). The peaks of
the profile correspond to the text parts (lines of text) while the
valleys correspond to the space between the lines. This method
works efficiently with documents which have simple structure



Fig. 1: Samples inscription images of ChamDoc dataset.

such as printed document or document with weakly skewed
and curved lines. Different variants of this method have been
proposed to deal with documents having skewed and curved
lines [7], [8], [9]. Some problems arise with this kind when
lines of text have ascending, descending characters or diacritics
which may make them appear to belong to the upper / lower
line, leading to many local maxima and minima. Another
approach belonging to top-down category is seam carving-
based [10], [7], [11], [3]. Seam carving method generates the
line separation by minimizing the accumulated energy map
computed from the image. In [10], the authors proposed a two
steps seam carving to extract text lines. First, they choose the
seam seeds. Then, in the second step, they extracted the lines
by computing the lower and upper boundaries for each seam
seed. In [7], the authors used only one step seam carving which
split the lines from the constrained regions in the image. In [3]
the Labeling, Cutting, Grouping (LCG) method is proposed.
The approach is based on a new energy map which is built
from background energy and text energy. After that, the seams
are casted every 100 pixels. The final separation line is selected
from the number of binning of the centroids over these seams.
A close approach to the seam carving method is the A* path
planning method [12], it consists in computing the separation
lines by minimizing different cost functions at a given list
of seed points. In the bottom-up approaches [13], [14], [15],
topological features are used such as connected components.
The main idea of these approaches is to merge the pixels of
foreground part to re-create the text line. Merging pixels can be
done through different methods such as image blurring [13],
steerable directional filters [14] or isotropic Gaussian filters
in multi-scale space [15]. A binarization step is then applied

Fig. 2: Overview of the proposed method.

on filtered image to obtain the main components which will
be then assigned to the text lines. The problem with this
approach is when the line is fragmented, the smearing group
can not be merged continuously. In addition, if the space
between two consecutive lines is relatively small (ascending
and descending characters touching the upper/lower line), this
method fails. Recently, deep learning-based methods for text
line segmentation have been emerged [16], [17], [18], [19]. In
[18] the authors first used a deep convolution network to assign
each pixel to the corresponding class (baseline, separator,
other), then they calculated super-pixels from the output of
the previous step before estimating and assigning them to the
text line. In [17], the authors have trained Siamese network
to determine whether two patches of image are similar or
different, then have employed this network as an embedding
network to extract the blobs of image. Energy minimization
is used to split these blobs to the appropriate text lines.

III. PROPOSED METHOD

In this section, we present the details of the proposed
method. The proposed method is based on seam carving
method which used the energy map proposed in [3]. However,
the only energy map used is not enough to guide the seams
correctly when working with documents that have more ac-
cents or diacritics. Therefore, the idea is to add an appropriate
cost function to improve the generation of seams when there
are a lot of ascending/descending character between two
consecutive lines. The proposed approach is closed to the
work of LCG [3] but it is different in two points. First, we
proposed an additional cost function which decomposes more
accurately the ascenders, descenders and diacritics. Secondly,
in our method, seams are generated at every pixel in the
constrained regions while in the LCG method, one seam is
created at every 100 pixels. The overview of proposed method
can be found in Fig. 2.

A. Candidate Text Line Detection

The aim of this step is to detect the candidate lines from
the input image. Firstly, let I ∈ Rh×w denote the input image,
and L: {Li}; i = 1 : n denote the list of the candidate lines.
Each candidate line is defined by Li = (li,mi, ui) where li,
mi, ui represents respectively the ordinate of lower, middle,
upper line of the candidate text line ith. These positions are
computed by the modified version of the projection profile
method presented in [7]. The idea of this method is to compute
the projection profile on the small columns of the image.
However this approach does not work efficiently for Cham



Fig. 3: Heat maps of energy map computed with LCG [3]. The
red color (resp. blue) represents high energy (resp. low). Let’s
note that most of the characters in the main line are in red
color. The red lines represent the peaks while the white lines
represent the valleys of smoothed histogram from image. One
candidate line is represented by two consecutive peaks and
one valley. For example, The candidate line L3 is defined by
(li,mi, ui) = (584, 721, 859).

document images due to the presence of a lot of diacritics
between the lines. In our work, we applied projection profile
on the whole image. First, the Sobel operator is applied on
the input image to extract edges. Then the small components
which are noisy components still existing after the denoising
step, are removed by comparing their areas with the average
area of all the components in the image. We hence compute
horizontal projection profile histogram HI on the edge image.

HI =

h∑
i=0

Ii (1)

where h is the height of the image. This histogram is smoothed
by cubic spline smoothing filter to reduce the number of local
maximum. This smoothing filter (fσ) has one parameter σ
(smooth parameter) which is defined experimentally.

HfI = fσ(HI) (2)

One advantage of using histogram on the whole image for
Cham images is that we can use the property space between
lines as a heuristic rule to remove the close candidates. The
peaks of the smoothed histogram are considered as the lower
and upper position of the candidate line while the valleys are
considered as middle position between two consecutive lines.

B. Energy map construction

To cast the seams, we have to construct an energy map to
guide the seams on how to separate the lines. Several methods
can be used to compute the energy map including Gray-level
Distance Transform (GDT) [20], gradient map (GM) [7], or
a combination of background energy and text energy map
(LCG) in [3]. Depending on the workflow proposed in these
methods, each energy map function has its own advantages.
In this paper, we employ the method in [3] as the baseline
method and adapt it for Cham documents. Figure 3 visualizes
the energy map with LCG method and candidate lines position.

Fig. 4: Separation lines (yellow lines) with the simple seam
carving method when using only energy map [3]

C. Proposed cost function

Why do we need an additional cost function ? We run a
simple experiment with the seam carving method [3] on our
Cham documents. Figure 4 illustrates some results obtained
by the method in [3]. We can observe that some accents
or diacritics are assigned to the wrong line, the energy map
used in these approaches is not enough to guide the seams
correctly. We therefore proposed an additional cost function
when casting seams to handle this problem. This additional
cost function is adapted for the text line segmentation from
the cost function found in [12]. Our work is different from
the work of [12] in three points. First, we do not need to
define the starting point, and its destination point in several
terms for the cost function. Second, we propose different cost
functions to consider the properties of the text lines. Third,
our cost function is combined with the baseline energy map.
Let’s define p, a point at position (py, px), V (p) the value of
pixel p and Li the candidate line. We then defined the three
cost functions as follows:

1) Character cost function: The character cost function is
defined by:

ECp =

{
1 if, V(p) = 255
0 if, V(p) = 0

The term simply forces the seams to avoid the character
pixels when casting in the region.

2) Middle cost function: This term forces the seams have to
pass closely as much as possible to the middle line and helps
seams come back near the middle line after moving away from
it.

EMp =

{
py−m
l−m if py −m < 0
py−m
u−m if py −m > 0

where l, m, u is the lower, middle, upper ordinate of the
candidate line that determines the region where the pixel p
belongs to. py is the height ordinate of the point p. The value
of this cost function reaches 0 when the point p has the same
ordinate of the middle line.

3) Balance cost function: If we used only the character cost
function, the seams, in some cases, can go up or down very
close to character pixels. Moreover, in some cases where the
middle line is not accurately determined, using only character



cost function may lead to an incorrect text lines separation.
Therefore, we proposed the balance cost function to encourage
seams come back at the middle of gaps between two lines.
This term is computed as follows. First we define L(p), U(p)
respectively the distance from the current point to the nearest
white pixel from the lower li and the upper ui ordinates of
candidate line Li. The normalization of L(p) and U(p) is
computed as:

L(p) =
L(p)

L(p) + U(p)
;U(p) =

U(p)

L(p) + U(p)

Then the balance cost function is evaluated by:

EBp
=

{
1

U(p)∗L(p)
if U(p)

L(p)
< 8 or L(p)

U(p)
< 8

10 otherwise

This term forces the seams to pass through at the middle of
gaps of between two white pixels, in order to avoid to jump to
the previous or next line. The range of this function is between
4 and 10. The smallest score is obtained when the seams is
located at the middle of gaps space.

4) Global cost function: Finally, the global cost function is
a weighted sum of the three terms detailed above:

Cp = w1 ∗ ECp
+ w2 ∗ EBp

+ w3 ∗ EMp
(3)

This global cost function allows to balance previous terms
to provide better guide for casting seams. An illustration of
each term of the global cost function can be found in Fig. 5

D. Casting seams

In this step, we generated the separate seams by combining
the baseline energy map and the global cost function. Let
denote the space from li to ui (corresponding to the lower and
upper ordinate of the candidate line Li), Eli:ui,w the energy
map and Cli:ui,w the global cost function where w is the width
of the image. Seam carving method consists of two steps: a
forward step and a backward step. In the forward step, we
initialize seams at each vertical pixel from li to ui. Each seam
move from the current column to next column by computing
the scores My,x and My,x+1 as follow :

My,x = Ey,x (4)

My,x+1 = Ey,x+1 + α ∗ Cy,x+1 +min(My−1:y+1,x−1) (5)

with y ∈ [li, ui] and x ∈ [1, w]. This process is sequentially
done from the first column on the left to the last column on
the right of the image I. In the backward step, we construct
the separating seam at the position with lowest cumulative
score of Mli:ui,w then we go back from right to left by
choosing the pixel with the lowest cost on the left column. To
create a continuous separation line, only the adjacent pixels
are considered (pixels at previous, current and next line).

Fig. 5: Heat map of each term of the global cost function.
From top to bottom: input image, Character cost, Middle cost
and Balance cost functions; Separation seams (in purple). For
the character cost function, high values (red) correspond to
character pixels while low values (blue) correspond to the
background one. In the middle cost function, pixels closed to
the middle line are in blue and represent lower values, values
increase (cyan, green, yellow and red) for pixels moving away
from the middle line. For the last cost function, the middle
gaps between two lines has the lowest values (cyan) and the
values increases (red) when getting closer to the previous or
the next line.

IV. EXPERIMENTS

In this section, we conducted the experiments on two
datasets: the DIVA-HisDB [5] and our own ChamDoc dataset.
We use the DIVA-HisDB dataset [5] to compare our approach
with other state-of-the-art methods.

A. Datasets

1) DIVA-HisBD dataset: DIVA-HisDB dataset [5] contains
150 pages of three different medieval manuscripts (CB55,
CSG863, CSG18) dating from 11th to the 14th century and



digitized with a resolution of 600 dpi camera. The collec-
tion consists of complex layout containing main text body,
interlinear glosses, additions and corrections. Ground truths
are provided at both pixel and text level. The particularity of
this dataset includes: interlinear glosses, lettrines decoration,
different script sizes and across manuscripts. As some works
on this dataset, we used the good binarization provided with
the dataset as input of our algorithm. For this experiment, we
use the private test set with 30 pages (875 lines) of the ICDAR
2017 competition [5].

2) ChamDoc dataset: Our ChamDoc dataset consists of
various images which have been obtained from the stamping
of the inscriptions. Due to the highly degraded, the original
inscription images are cleaned by our previous work [21].
After that, the entire cleaned images are then segmented
manually to the line by line image by our expert linguistic
at line level. Totally, we have 395 lines from 26 inscriptions
images. Dataset can be downloaded at http://l3i-share.univ-lr.
fr/2022CHAMDoc/CHAMDoc.html.

3) Evaluation metric: In order to evaluate the results of
the experiments and facilitate the comparison with other
approaches, we use two sets of metrics. The first one from
[22] includes Detection Rate (DR), Recognition Accuracy
(RA), F-measure (FM) is used with the ChamDoc dataset.
The evaluation metrics are defined as follows:

DR =
M

N1
;RA =

M

N2
;FM =

2 ∗DR ∗RA

DR+RA

where N1 and N2 are respectively the number of lines in
ground truth and number of segmented lines. M is the
number of one-to-one matches. Matches are obtained when
the intersection region between segmented and ground truth
line is greater than a threshold λ. λ is defined experimentally
and set to 90 for the ChamDoc dataset.

For the second set of metrics used with the Diva-HisBD
dataset, we have adopted the metrics Line IU and Pixel IU [5]
used in different papers of the literature. Pixel IU is defined
by :

Pixel IU =
TP

TP + FP + FN
(6)

TP is the number of pixels that are correctly detected, FP
is the number of extra pixels and FN is the number of
missed pixels. All the metrics are taken into account the only
foreground pixels. Line IU is defined by :

Line IU =
CL

CL+ML+ EL
(7)

where CL is the number of lines detected correctly, ML is the
number of missed lines and EL is the number of extra lines.
Lines are considered correct when line precision and line recall
are above a given threshold. We used threshold 75 as the same
setup of evaluation tools provided in the competition [5].

B. Parameters determination

The proposed approach needs to define several parameters.
For the smoothing filter, the value σ depends on the space
between lines in the documents. We set the value to 1e − 6

Fig. 6: Qualitative results on DIVA-HisDB. From top to
bottom: Seam carving method with only global cost function,
LCG [3], the proposed method. The green part correspond to
the correct segmentation of foreground pixels while the yellow
part corresponds to the wrong segmentation.

on ChamDoc dataset and 5e− 4 on the DIVA-HisDB. These
values have been defined experimentally. The three weights of
the global cost function w1, w2 and w3 are set experimentally
respectively to 10, 3, 0.02 (character cost function, middle
cost function and balance cost function) for the ChamDoc
dataset. We found that with the DIVA-HisDB dataset, the
weight related to the balance cost function has a minor impact.
So we have used the values 10, 1, 0.01.

C. Results

1) DIVA-HisDB dataset: Table I shows the comparison re-
sults of our method with different approaches on DIVA-HisDB
dataset. We can note that, in comparison with seam carving

TABLE I: Comparison results on the DIVA-HisDB dataset

Line IU Pixel IU
Wavelength (Seam Carving based) [11] 97.86 97.05
LCG [3] 99.42 96.76
FCN+EM [23] 99.21 97.53
UTLS [17] 97.85 97.04
Seam carving with only cost function 99.36 96.88
The proposed method 99.36 98.86

based method [11], our approach improved both Line IU and
Pixel IU scores. The comparison with deep learning approach
[23], [17], shows that our method obtains competitive results
for Line IU score and the highest result for the Pixel IU score.
Figure 6 illustrates some qualitative results. We observed that
the proposed method can avoid most of the ascending and
descending parts of the characters.

2) ChamDoc dataset: We conducted two experiments in
ChamDoc dataset. The first experiment aims to evaluate the
role of each component of the proposed method. The obtained

TABLE II: Ablation study on the ChamDoc dataset

DR RA FM
Only energy map 80.76 81.58 81.17
Only global cost function 90.37 91.30 90.84
The proposed method w/o Balance cost 90.63 91.56 91.09
The proposed method 91.14 92.07 91.60

http://l3i-share.univ-lr.fr/2022CHAMDoc/CHAMDoc.html
http://l3i-share.univ-lr.fr/2022CHAMDoc/CHAMDoc.html


Fig. 7: Qualitative results on ChamDoc dataset. From top
to bottom: A*path planning [12], seam carving based [7],
proposed method. Separation seams are in purple

results for ChamDoc dataset are shown in Tab. II.
First, we evaluated results when using only energy map (cf.

Section III-B), only global cost function (cf. Section III-C)
and the proposed method which combines energy map and
global cost function. The proposed method shows a significant
improvement in comparison with the experiments using only
energy map or only global cost function. We also evaluate
the role of balance cost function in the global cost of the
proposed method. Experimental results show that thanks to
balance cost function, the values of DR, RA and FM are
increased from 90.63, 91.56 and 91.09 to 91.14, 92.10, 91.60
respectively. One qualitative example is given in Fig. 8. In the
second experiment, we compared the results of the proposed
method with three baseline approaches that are seam-carving-
based [7] and A* path planning [12] and LCG [3]. The results
are shown in Table III. On ChamDoc dataset, the proposed
method obtained 91.14%, 92.10% and 91.60% for DR, RA
and FM metrics while those of seam-carving-based method
[7] and [3] are 54.68%, 52.17%, 53.40% and 65.31%, 72.47%,
68.70%. In comparison with A* path planning [12], the score
is 84.8%, 85.71%, 85.25% respectively. Some examples results
are shown in Fig. 7. We can observe that with the proposed
method, separating seams are more flexible and can avoid the
characters when going back to the middle line by choosing
empty spaces between the two lines.

TABLE III: Comparison with the state-of-the-art methods on
ChamDoc dataset

DR RA FM
Seam-carving based [7] 54.68 52.17 53.40
LCG [3] 65.31 72.47 68.70
A* path planning [12] 84.8 85.71 85.25
The proposed method 91.14 92.10 91.60

D. Discussion

The proposed method is based on the combination of three
cost functions. In these experiments, the weight assigned to

Fig. 8: Text line segmentation results without (a) / with (b)
balance cost function. The red circles indicate the improve-
ment between results.

each cost function has to be chosen experimentally according
to the characteristics of the used dataset. First of all, the
proposed global cost function determines the way to split
the lines, so the impact of the structure of a given dataset
on the weights has to be studied. The general question is
how to appropriate the selection of these different weights
for each dataset. You will find below some empirical rules
to determine them. In the section IV-C, we can see that
Character cost function is relevant when the weight is high
(around 10) because the separation line will try to avoid the
white pixels as much as possible. This is highest priority. The
next priority is the weight of Middle cost function (around 1
to 3) because after avoiding the white pixels the separation
line can be far from the middle so it is very difficult to
avoid the next ascending or descending character. So if we
set a highest weight for this cost function the separation
line will go through a lot of white pixels. The last cost
function, is designed for documents with diacritics, ascending
and descending characters such as Cham documents as shown
in Figure 8, it is not suitable with all cases, so the smaller
weight to get better results in term of total performance.

V. CONCLUSION

In this paper, we present a simple and efficient method
for text line segmentation of the historical documents. By
considering the properties of the documents, we propose an
appropriate set of cost functions to improve the accuracy of
text line segmentation task. Experiments on our ChamDoc
dataset and DIVA-HisDB dataset prove the relevance of our
method. We are planning to extend the pre-processing step
to tackle some special cases lines that are more skewed or
curved. Moreover, our objective is to adapt the approach to
obtain a parameter-free model to be able to process different
type of documents easily.
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