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Abstract: The present review provides an overview of the basic theory of sputtering with recent 

models, focussing in particular on sputtered atom energy distribution functions. Molecular 

models such as Monte-Carlo, kinetic Monte-Carlo, and classical Molecular Dynamics 

simulations are presented due to their ability to describe the various processes involved in 

sputter deposition at the atomic and molecular scale as required. The sputter plasma, the 

sputtering mechanisms, the transport of sputtered material and its deposition leading to thin 

film growth can be addressed using these molecular simulations. In all cases, the underlying 

methodologies and some selected mechanisms are highlighted.  
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1. Introduction  

Plasma sputtering is a widely used deposition method that belongs to physical vapor deposition 

(PVD) techniques. Its basic principle is the sputtering of a negatively biased target (called the 

cathode) by ions present in a (reactive) plasma. The plasma is ignited by the electrical breakdown 

when applying a high voltage between the cathode/target and the grounded part of the vessel or by 

an external antenna as in Inductively Coupled Plasma (ICP) sources. In these cases ions are created in 

the plasma chamber. Those close to the target will be accelerated by the cathode potential fall. If 

they acquire enough energy, i.e., above a threshold (depending on the nature of the cathode/target), 

the impinging ions will sputter the target. The plasma source defines the operating regime: 

magnetron sputtering, cathodic sputtering using either a closed coupled plasma or an externally 

coupled plasma with a high frequency antenna. In all cases, the sputtering/deposition process 

comprises the following steps: ion creation, impingement of the ions on the biased target, sputtering 

of the target material and transport of the sputtered atoms toward the substrate. 

During the flight to substrate, sputtered atoms can react with the plasma reactive species to form 

molecules, or if the pressure is high enough, atom condensation can occur, and cluster formation 

becomes possible in the plasma phase. The principle of plasma sputtering is summarized in Figure 1. 

 

  

Figure 1. A simple schematic of plasma sputtering. Reprinted from Ref. [1] 

 

There are several types of plasma sputtering. The most popular one is magnetron sputtering in which 

permanent magnetic fields are placed below the cathode so that the electrons are trapped, 

which has the effect of confining the ionization close to the cathode [2]. In turn, this increases 

the sputtering rate and the cathode current, while the positive ions created impinge the target with 

an energy corresponding to the cathode negative bias Vb, with the maximum value of eVb. Variants 
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using different types of magnet result in different sizes of plasma in front of the substrate, as 

summarized in figure 2. 

 

 

 

Figure 2. Different types of magnetron configurations. Reprinted from Ref. [2] 

 

The cathode can be powered by continuous or pulsed direct current (DC), alternative current (AC), or 

radiofrequency (RF) sources. An improvement is to use a pulsed DC source with a high-power very 

short pulse duration, the so-called HiPIMS (High Power impulse Magnetron Sputtering) or HPPMS 

(high-power pulsed magnetron sputtering) [3]. For all these configurations, the sputtering gas can be 

either neutral (e.g., Argon, Helium) or reactive (e.g., Oxygen, nitrogen, ammonia, methane,  often 

mixed with a non-reactive gas such as Argon, Helium, etc.) [4]. DC sputtering requires that the target 

remain conductive during the entire process. 

Studying the sputtering process requires finding what is common to all these configurations. 

However, it is also important to focus on different specific issues in order to understand how plasma 

features are affected. The basic information sought is the nature of the sputtered species, the 

sputtering yields, i.e., the ratio of sputtered atoms per incident ions, and the energy distribution 

functions. The present study will describe how analytical modeling and computer simulations deal 

with calculating and/or predicting these parameters, but will also describe the generated plasma 

itself.  

The general scheme of simulations, highlighting the necessary steps to be accomplished to fully 

describe magnetron plasma sputter deposition, called “virtual sputter magnetron” [5] is summarized 

in Figure 3. 
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Figure 3. General scheme of the simulation parts needed to build a “virtual sputter magnetron”. 

reprinted from Ref. 5 

 

This review will be organized along the three main components, plasma and sputtering -transport-

deposition/growth, for plasmas with a bias below 1kV. Ion sputtering/implantation in the keV region 

and above are beyond the scope of this review. While section 2 is devoted to sputtering theory, the 

third section presents Monte-Carlo approaches to magnetron discharge modelling. The fourth 

section is devoted to the different numerical simulations of plasma sputtering, transport and 

deposition using atomistic models: Monte-Carlo, kinetic Monte-Carlo, and Molecular Dynamics. 

 

2. Sputtering models 

This part reviews the basic concepts of sputtering from the point of view of target sputtering as well 

as the properties of the sputtered material.  

The theory of sputtering aims at describing the physics of the interaction of an incoming ion with 

atoms of a material. Depending on the colliding atom or the ion kinetic energy, successive 

phenomena occur at the surface and in the depth of the target, which results in the ejection of an 

atom as described in Figure 4 [6]. 
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Figure 4. Schematic describing the main steps of a sputtering event resulting from the interaction of 

an incoming ion with target atoms up to surface atom ejection and the original ion coming to rest in 

the target (Reprinted from Ref. 6). 

 

Sputtering theory provides an analytical formula to obtain the sputtering rate 𝛾𝑠𝑝𝑢𝑡𝑡, i.e. the ratio of 

the number of sputtered target atoms 𝑁𝑡 to the number of incident ions 𝑁𝑖  , i.e. 𝑌 = 
𝑁𝑡

𝑁𝑖
, and the 

energy distribution function of the sputtered atoms. For complex systems such as molecular solids 

(metal oxides, organics, etc.), more than one species or molecules and small clusters can be ejected, 

making it almost impossible to deduce a practical analytical formula. In these cases, it will be more 

appropriate to use atomistic modelling (see section 5 below). 

Many publications have addressed the foundation of sputtering mechanism theories [2,4–43]. The 

pioneering theory proposed by Townes in 1944 [7] provided the first analytical expression of 

sputtering yield in a glow discharge, depending on cathode fall and discharge current, since the initial 

experimental work reported in 1852 [44] by Grove.  Reasonable agreement with experiment was 

found at low bias voltage and high pressure. The next most referenced contribution came from 

Sigmund's work [15, 16, 22, 24, 32] dedicated to both sputtering yields and the kinetic energy 

distribution of sputtered species of pure and multicomponent targets. 

A frequently used analytical sputtering yield 𝛾𝑠𝑝𝑢𝑡𝑡 [45, 46] is provided in the form:  

 

𝑌(𝐸) = 0.042
𝑄(𝑍2)𝛼

∗(𝑚𝑔 𝑚𝑠⁄ )

𝑈𝑠

𝑆𝑛(𝐸)

1 + Γ𝑘𝜀0.3
[1 − √

𝐸𝑡ℎ
𝐸
]

𝑠

(1) 
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where E is the incoming sputtering ion energy, mg and ms are the masses of ion and target atom in 

atomic mass units respectively, and the numerical factor in units of Å-2. Us is the target surface 

binding energy, 𝐸𝑡ℎ is the sputtering threshold energy, 𝑆𝑛(𝐸) is the stopping power, and Γ, 𝑄and 𝛼∗ 

are (fitting) parameters [45]. It is based on the Sigmund theory [15] using the Ziegler-Biersack-

Littmark (ZBL) [47] screened repulsive potential and including the Lindhard electronic stopping power 

[48].  As sputtering can only occur if the surface is able to break its bond with neighboring surface 

atoms, the incoming ions should exceed a threshold energy 𝐸𝑡ℎ. This energy threshold is a function 

of the surface atom binding energy Es [45]: 

 

𝐸𝑡ℎ = 𝐸𝑠

{
 

 1 + 1.57 
𝑚𝑖

𝛾.𝑚𝑡
;  𝑚𝑖 < 𝑚𝑡     

6.7

𝛾
;                  𝑚𝑖 ≥ 𝑚𝑡

(2) 

 

    

and with 𝛾 =  4
𝑚𝑖𝑚𝑡

(𝑚𝑖+𝑚𝑡)
2 being the energy transfer in a direct collision. All the parameters needed for 

evaluating 𝑌(𝐸) are available in Refs. [6, 45]. 

 

On the other hand, the sputtering yield scales with ion energy as [5]. 

 

𝑌(𝐸) = 𝑎𝐸𝑏 (3) 

 

a and b being adjustable parameters that depend on the nature of the incoming ion (for kinetic 

energy less than 3keV) and the target materiel [6]. Fitted values of a and b are available in Ref. 6. 

For illustration, Figure 5 displays the sputtering yields of silicon by Ar+ and He+ ions in the range 0 - 

1000 eV, calculated from equation (1). The effect of the mass ratio γ is clearly visible: a large 

difference in the masses of impinging ions and a defined target element results in a lower sputtering 

yield. 
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Figure 5. Plot of the sputtering yields of Si by Ar+ and He+ ions with kinetic energies up to 1000 eV 

calculated from Equation (1) 

 

A second important parameter is the sputtered atom energy distribution function, since it describes 

the energy that will be deposited during deposition after travelling the path from target to substrate. 

During flight, the sputtered atoms will lose energy by collision with the background plasma-forming 

gas. This will impact the energy distribution function at the substrate.   

A very popular sputtered atom energy distribution function (EDF) F(E) was developed by Thompson 

[19], which reads: 

 

𝐹(𝐸)

{
 
 

 
 

∝
1 − (

𝐸𝑠 + 𝐸
𝛾𝐸𝑖

)

1
2

𝐸2 (1 +
𝐸𝑠
𝐸 )

3 , 𝐸 < 𝛾𝐸𝑖 − 𝐸𝑠

= 0                             , 𝐸 > 𝛾𝐸𝑖 − 𝐸𝑠

 (4) 

 

where 𝐸𝑠 is the binding energy of the target surface atoms, and E is the energy of the sputtered 

atoms. 

This EDF behaves as 𝐸−2 for a large sputtered atom energy 𝐸, showing that the contribution of the 

distribution tail can be significant. The maximum of the distribution is located at 𝐸𝑠/2 and the width 
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is on the order of a few eV (5 to 20 eV) when the incoming ion is Ar. Figure 6 displays the example of 

Si sputtered by Ar and He. Contrary to the sputtering yield, the different mass ratios do not 

significantly affect the sputtered atom EDF. 

 

 

 

Figure 6. The Thompson Energy Distribution function (Equation 4) of sputtered Si by Ar and He ions 

calculated at the same kinetic energy of 400 eV.   

 

An analytical improvement in the sputtered atom EDF was recently achieved and is known as the 

Stepanova EDF [39, 40], which reads: 

 

𝐹(𝐸) =
𝐸

(𝐸 + 𝐸𝑠)
3
𝑒𝑥𝑝 [−𝐴(

𝑚𝑖(𝐸𝑐𝑜𝑠
𝑞1𝜃 + 𝐸𝑠)

𝑚𝑡𝐸𝑖
)

𝑞2

] × (1 −
𝐸 + 𝐸𝑠

𝐸𝑚𝑎𝑥 + 𝐸𝑠
) (5) 

 

where 𝐸𝑚𝑎𝑥 is a cutoff factor allowing F(E) to vanish for E > 𝐸𝑚𝑎𝑥 with 𝐸𝑚𝑎𝑥 =
𝐸𝑠

𝐸𝑡ℎ
𝐸𝑖,  

 𝑞1 ≈ 2 − 
𝑚𝑡

4𝑚𝑖
, 𝑞2 = 0.55  and A =13 [39]. 

It accounts for anisotropy effects at low incident ion energy which results in narrowing of the EDF in 

agreement with Monte-Carlo simulations [49, 50].  This effect is not included in the Thompson 
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distribution. To illustrate how Stepanova EDF behaves, Figure 7 displays a typical comparison with 

experiments, modeling, and Thompson distribution. 

 

 

 

Figure 7. Plots of the Stepanova energy distribution function compared to the Thompson 

distribution, master equation (stepped lines) and experiments at different ion incident energies for 

Ar+ on Cu (a)  and angles for Ar+ on Al (b).  Adapted from Figures 10 and 11 of Ref. 39.  

 

Other deviations from the Thompson formula have been observed in the case of light incident ions 

impacting heavy target atoms. Assuming that sputtered atoms are only primary recoil atoms, the 

following Falcone formula was derived [32] 

𝐹(𝐸) =  
𝐸

(𝐸 + 𝐸𝑠)
5/2
 ln

𝛾𝐸𝑖
𝐸 + 𝐸𝑠

(5) 

A further slight improvement, also for light ion sputtering, was carried out by Kenmotsu [46, 54], 

leading to: 

𝐹(𝐸) =  
𝐸

(𝐸 + 𝐸𝑠)
8/5
 [ln

𝛾(1 − 𝛾)𝐸𝑖
𝐸 + 𝐸𝑠

]
2

(6) 

Note that contrary to the Thompson formula (4), the Falcone and Kenmotsu EDF formulae depend on 

the incoming energy Ei. Moreover, anisotropic effects at low energy are not considered, as in 

Thompson distribution. 

Figure 8 displays a comparison between EDFs described by the various EDF formulae for light and 

heavier ions at 2 different energies. Since the Kenmotsu formula is optimized for light ions, it fails to 

produce a reasonable EDF for Ar+ ion sputtering at low energy, as shown in Fig. 8. (a). The incident 

energy dependence of the Stepanova, Kenmotsu and to a lesser extent Falcone formulae is well 

observed. For Falcone the dependence is more visible for light ion He+, since the Falcone formula 

holds for light ions. 
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Figure 8: Plots of Thompson, Falcone, Kenmotsu  and Stepanova Energy distribution functions for (a, 

b) incident Ar+ and (c, d) incident He+ ions, both with kinetic energy of 100 and 400 eV 

  

After the sputtering occurs, the sputtered materials as well as the reflected incident ions travel 

across the plasma which is mainly composed of neutral species since the ionized species fraction in 

DC, RF or pulsed DC magnetron sputtering ranges from 10-5 to 10-3. This can reach a value close to 1 

in an HiPIMS configuration. Sputtered atoms travelling across the region between target and 

substrate, will suffer collisions with the ambient gas and lose part of their kinetic energy modifying 

their EDF. An elegant analytical approach has been developed which considers, in a first 

approximation, the energy losses along a pathway normal to the substrate, i.e., without accounting 

for angular effects [51, 52]. The mean kinetic energy is thus, at distance d from the target, is thus 

given by: 

𝐸𝐹 = (𝐸 − 𝑘𝐵𝑇𝑔)exp [𝑛. 𝑙𝑛 (
𝐸𝑓

𝐸𝑖
)] + 𝑘𝐵𝑇𝑔 (7) 

𝐸𝐹 being the kinetic energy after 𝑛 collisions. 
𝐸𝑓

𝐸𝑖
= 1−γ/2 is the kinetic energy ratio after and before a 

collision. n = dPτ/kBTg is the number of collisions along the path, P and Tg are the sputtering gas 

pressure and temperature, and τ is the collision cross section assuming, for example, hard core 

interactions. The energy loss (Ef) of the sputtered atoms with the gas atoms is calculated considering 
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a Maxwell–Boltzmann (MB) distribution at Eg = kBTg. For each Eg in the MB gas distribution, the 

energy loss is calculated for a fixed value of the kinetic energy E of a sputtered atom. This is repeated 

for each E of any EDF F(E), and weighted by the collision probability, which is simply the convolution 

of F(E) and the MB distribution at Tg [51]. It should be mentioned that the key parameter in equation 

(5) is the product P.d that drives the collision number n: varying P or d keeping P.d constant thus 

results in the same f(E) at distance d from the target. Figure 9 shows how the EDF evolves against 

pressure P. At sufficiently high P or d values, the sputtered atom EDF becomes a Maxwell-Boltzmann 

distribution. 

 

 

Figure 9: Example of sputtered Pt atom EDF for a fixed target to substrate distance d = 10 cm and 

varying pressure. The target potential is fixed at 300V. For clarity, a log scale is used for the 

horizontal energy scale. Mean kinetic energies of the resulting EDFs are reported for each pressure. 

Reprinted from Ref. 53.  

 

For the specific case of HiPIMS, this procedure can be used provided that the EDF accounting for 

both neutral and ions is properly included. 

 

Reactive Magnetron sputtering is a more complex situation since the ambient (sputtering) gas, often 

a mixture of a reactive gas such as O2, NH3, CH4, etc., can react with the target subjected to the 

incident ions.  In unreactive sputtering by inert gases, it is expected that ions implanted in the target 

will not modify the sputtering, mainly because these ions do not react and do not modify the 
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properties of the physical target, except for  local distortions of the lattice. Even if this assumption is 

questionable, it underlies almost all sputtering models. When reactive species interact with the 

target, both chemical composition and physical properties (conducting/semi-conducting and 

insulating state) are changed. hange in the target chemical composition due to reactive species is 

often called the target poisoning effect. Moreover, it depends on which reactive flux, the (initially 

conducting) target is exposed to. And thus, the sputtering can be severely affected A simple 

analytical model known as Berg’s model [55-63] has been devised and provides sputtering rates (as 

well as deposition rates). It is based on the balance between the removal of the poisoned part and 

interaction with the non-poisoned part of the targets. It also assumes a reactive diatomic molecule 

gas mixed with the sputtering inert gas (Ar for example) and that the molecules formed are diatomic 

with one metal atom and one reactive atom (for example AlO with O2 gas). Extension to more 

complicated reactive molecules and a metal target is possible but more complicated to address [63]. 

A detailed description is provided in Ref. 63.    A detailed description is provided in Ref. 63. Basically, 

at steady state, a fraction θt of the target area At is poisoned by the reactive gas, while 1- θt remains 

unaffected. It is thus assumed that removal of a compound is balanced by the formation of a target 

compound. On the other hand, part of the unreacted metal can be sputtered by the sputtering gas.  

So the total sputtering yield 𝑌 = 𝑌𝑐 + 𝑌𝑚 with  

𝑌𝑐 = 
𝑞

𝐽𝐴𝑡
 𝛼2𝐹 

1 − 𝜃𝑡
𝜃𝑡

(8) 

𝑌𝑚is the yield of unreacted sputtered atoms given by the analytical formula (8) or available in the 

literature. 2F is the flux of reactive atoms (resulting from the dissociation of the corresponding 

reactive diatomic molecule) with 𝐹 =
𝑃

√2𝜋𝑚𝑘𝐵𝑇
 and P is the reactive gas partial pressure, m the mass 

of the reactive molecule, T the gas temperature, kB the Boltzmann constant. J is the ion current 

density (J.m-2) at the magnetron target. Formula (8) assumes that the compound coverage is known. 

More complex situations such as multimetallic targets and multi reactive gases have been addressed, 

providing relatively simple formulae that can help to rapidly predict erosion rates and also deposition 

rates. Nevertheless, it should be borne in mind that these formulae result from crude approximations 

that do not take into account the many-body nature of the interaction with and inside the target. 

 

3. Magnetron discharge modeling using Monte-Carlo simulations 

Many reviews and book chapters have addressed (reactive) magnetron plasma modeling [4,64-69] 

and articles have focused on  specific issues, such as ion and neutral transport, erosion profiles of the 

target, reactive transport, magnetic field, ionization, etc. [70-112]. 

In Monte-Carlo (MC) simulations, computational test particles that represent a large number of real 

plasma particles are followed. They move due to the applied forces and collisions are included using 
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probabilities and random numbers. This technique is very easy to implement and fast to compute. Its 

main disadvantage is that the forces must be an input, i.e., the simulation is not self-consistent. 

Many processes have been described using this technique: understanding of the transport and 

collision properties of the charged particles in magnetron discharges, effect of the magnetic field, 

ionization map in 2D simulations, ion motion, erosion profile of the target and its effect on magnetic 

field distribution [113 - 128]. The method can be implemented in 3D and can address magnetron 

sputtering reactors [129-134]. 

The plasma species obey the equations of motion in an ExB field [113,123]: 

𝑚
𝑑�⃗�

𝑑𝑡
= 𝑞(�⃗⃗� + �⃗� × �⃗⃗�) + �⃗�𝑐𝑜𝑙𝑙  (14) 

𝑑�⃗�

𝑑𝑡
=  �⃗� (15) 

with �⃗�, �⃗� the position and velocity respectively, �⃗⃗�, �⃗⃗� the electric and magnetic field, and �⃗�𝑐𝑜𝑙𝑙 the 

collisional force accounting for momentum change. The collision term is calculated using the MC 

method. In a first attempt, elastic, excitation, and ionization collisions can be included. Elastic 

collisions lead to momentum change, while excitation and ionization collisions lead to energy losses. 

At each time step, it is determined whether a collision (between the electron and a nearby atom of 

the background gas) could occur. This is done by generating a random number, which is compared to 

the collision probability. Depending on the type of collision, the energy of the colliding electron is 

lowered to a specified amount. It can be reasonably approximated that the energy lost in an 

excitation or ionizing collision can be a fixed amount, 11.6 eV for excitation and 15.8 eV for ionization 

of argon. This defines the energy threshold at which the electron is effective. For ionization events, 

the kinetic energy of the emitted secondary electron is ignored, since this energy is almost always 

much smaller than the energy of the ionizing electron [135]. In addition to reducing the energy of the 

energetic electron when it undergoes a collision, its velocity is randomly chosen consistently with the 

corresponding differential scattering cross section. For energies Ee < 3 eV, differential cross sections 

are assumed to be isotropic. For 3 eV < Ee < 3 keV, tables of normalized values of d/d for elastic 

scattering [136] can be chosen. Figure 10 shows the distribution of ionizing electron collisions with 

Argon  at  P = 1 Pa, Vb = -400 V [113]. 
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Figure 10. Distribution of number of ionizing collisions Ni for 600 electrons in argon at a pressure of 1 

Pa. This histogram has a peak centered at 20 ionizations, which corresponds to electrons that lose all 

their energy in collisions without escaping from the magnetic trap. Elastic, excitation, and ionizing 

collisions are taken into account. The maximum possible number of ionizations is Nmax = 25, which is 

the ratio of the 400 V cathode potential to the 15.8 V ionization potential. The width of the peak is 

due to energy lost in excitation collisions. Reprinted from Ref. 113 

 

The location of ionization is used to define the target racetrack, i.e. the zone where the ions normally 

sputter the target. In fact, Figure 11 shows the link between the etch profile of the racetrack and the 

ionization density above the target. It is important, therefore, to calculate this plasma parameter in 

order to determine and predict the target erosion. 
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Figure 11. Radial profile of ionizing collisions, nr (r), from the simulation, compared to etch track 

depth from experimental measurements. The vertical scales for the two curves were adjusted to 

make the heights of their peaks match. The agreement is good. Reprinted from Ref. 113 

 

A very powerful technique is PIC-MCC [137], which includes the calculation of the electric field 

produced by the external power source and the spatial distribution of the plasma charged particles in 

an MC simulation. The whole simulation thus becomes self-consistent. Since this topic deserves a 

review article in itself, the reader is advised to read the fully detailed reviews by Bogaerts’ group [5, 

67, 138] and the extensions to HiPIMS processes [105, 109] 

MC simulations are also carried out to calculate the transport of sputtered materials from the target 

to the substrate as well as the growth of the resulting films. This is addressed in the next section, 

which also includes molecular dynamics simulations. 

 

4. Molecular Models of sputtering, transport and deposition 

Since the processes of sputtering, (collisional) transport, deposition and growth are driven by atomic, 

molecular interactions, atomistic approaches are expected to be relevant.  
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4. 1 Monte-Carlo models  

As stated above for electron motion in the discharge, collisions as well as neutrals can be handled 

statistically using Monte-Carlo models. The Monte-Carlo method [139 - 141] has also been 

successfully applied to sputtering [142-158] and sputtered material transport [159-175]. Kinetic 

Monte-Carlo simulations are able to address deposition and the resulting thin-film growth [176-195]. 

 

4 The most popular Monte-Carlo code of ion sputtering is the SRIM-TRIM [142] extended to 

multicomponent targets such as TRYDIN [143].  

The impact of an incoming ion is treated using a binary collision approximation (BCA), which means 

that there are no many-body contributions and each collision includes only two colliding partners 

[145] without the memory of the past event: each collision is statically independent of the previous 

one. Each trajectory starts with a given position, direction, and energy of the ion. The ion is then 

followed through a sequence of collisions with target atoms, assuming a straight free travel path 

between collisions. Each collision lowers the particle energy by the amount of electronic energy loss 

and by the so-called nuclear energy loss, i.e. the energy transferred to the target atom in the 

collision. The target atom receiving an amount of energy which exceeds a preset value (e.g. the 

surface binding energy ES), is called a primary knock-on atom (PKA). Its motion and subsequent 

collisions will be followed in the same way as those of the incident ion. The same occurs with any 

higher generation of recoil atoms (SKA = secondary knock-on atoms), which are created after further 

collisions. The motion of an incident ion or recoil atoms is terminated either when the energy drops 

below a prescribed value (usually chosen as ES), or when the particle has moved out of the front or 

rear surface of the target. The target is considered amorphous with atoms at random locations, 

which means that any directional effects such as channeling are not considered here. 

In three-dimensional space, initial conditions of the incoming ion are defined by velocity (kinetic 

energy) and angle of incidence and azimuthal angle, as displayed in Fig. 12, for example. 
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Figure 12. a) Directions of flight of projectile (ion or recoil) and of knock-on in 3-dimensional 

space. (b) Collision in the center-of-mass system (schematically drawn for a hard-sphere-collision). 

Reprinted from Ref. 142 

 

The collided partner will move upon collision, and angles and velocities are selected in the 

appropriate distribution after selecting some random numbers. These quantities are calculated using 

the impact parameter P which defines the closest approach distance between the two collision 

partners via the relation: 

1 −
𝑉(𝑟0)

𝐸𝑖
− (

𝑃

𝑟0
)
2

= 0 (16) 

where r0 is the closest approach distance, P is the impact parameter, Ei is the kinetic energy of the 

incoming collider. V(r) is an interaction potential between the incoming ion and the target atom, 

chosen to be a repulsive screened Coulomb potential, such as Kr-C, ZBL, Molière, etc. 

To define the output of the collision, the relevant parameters, impact parameter and angles, are 

randomly selected. The impact parameter is defined as Pmax = π-1/2 N-1/3, where N is the atomic 

density of the target material. A uniform random number RP (0< Rp<1) is selected such that the 

randomly selected impact parameter = 𝑃𝑚𝑎𝑥√𝑅𝑝 . The center of mass deviation angle θ is defined 

as, cos 𝜃 =  
𝑃+𝜌+𝛿

𝜌+𝑟0
, δ being a small additional term [145]. The laboratory deviation ψ angle is defined 

as 𝜓 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
sin𝜃

cos𝜃+𝑚𝑖 𝑚𝑡⁄
) 

Finally, the azimuthal angle is randomly chosen as 𝜑 = 2𝜋𝑅𝑎 (0< Ra<1). The energy Ef after the 

collision (in the center of mass) in a binary collision (Fig. 12) is:   

𝐸𝑓 = 𝐸𝑖  
4𝑚𝑖𝑚𝑡

(𝑚𝑖+𝑚𝑡)
2
sin2 (

𝜃

2
) 
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The electronic energy loss is approximated by different functions depending on the energy range 

considered [143]. At the low ion energy of interest in magnetron sputtering, the electronic energy 

loss ∆𝐸𝑒 is written:  

∆𝐸𝑒 = 𝑘𝐸𝑖
𝑝

 with p= ½ and k the Lindhard-Scharff [196] formula: 

𝑘 = 𝑘𝑙 =
1.212𝑍

𝑖

7
6𝑍𝑡

(𝑍𝑖

2
3 + 𝑍𝑡

2
3)

3
2

𝑚
𝑖

1
2

 

In this way all the relevant parameters of the sputtered materials can be calculated: Velocity 

distribution functions, angle distributions, as well as implanted and backscattered ion parameters. 

The main limitations are the amorphous nature of material and the binary collision approximation. 

Moreover, the calculation of the sputtering yields does not take into account the history of the 

target, i.e., it is carried out with a virgin amorphous material and thus does not account for 

preferential sputtering (this is done by the TRYDIN-TRIM version [146]) nor for the effects of voids, 

implanted ions and any outermost surface, such as roughness.  

Another popular code is the ACAT code [151-157] from Yamamura. It is based on a different way of 

calculating the successive collision events and makes use of the repulsive Molière potential for ion 

target interactions. Nevertheless, it is its fitted analytic formula that is widely used for the sputtering 

yield dependence on ion energy [155]. 

The TRIM and ACAT strategies aim at calculating the history of the incoming ions in order to 

determine sputtering features.  Another way, which is more statistical, involves considering the 

statistics of the ejected species based on the experimental erosion profile of the target [158].  To 

define the initial position of the sputtered atoms,  a radial distribution function of the ejection point 

F(r) is connected with the experimental erosion profile function f(r) (Fig. 13 (a)) as:  F(r) dr = f(r)2πrdr 

 

We thus calculate the quantity: 

𝑎𝑚 =
∑ 𝐹(𝑑𝑟. 𝑛)𝑚
𝑛=1

∑ 𝐹(𝑑𝑟 ∙ 𝑛)𝑁
𝑛=1

 (17) 

with dr being the radial spacing between points and N the total number of radial intervals. Then we 

search for a uniform random number ε1 ϵ [0,1[ which is compared to am: 𝜀1 ≤ 𝑎𝑚. Thus, from the 

minimal value of m satisfying this relation, the sputtered atom initial radial position r = dr.m - dr/2 

can be determined. 

Fig. 13 (b) and (c) displays the radial distribution of sputtering position. We have a 2D coordinate 

system by including the azimuthal angle ϕ through a new uniform random number ε2 ϵ [0,1[ and  ϕ = 
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2πε2, which gives the coordinates (r, ϕ). Fig. (13d) provides the 2D positions of 200 positions on the 

target. 

 

 Figure 13. (a) Experimental radial erosion profile. (b) and (c) Distributions of computer-generated 

radial ejection positions of the first 100 and 10 000 particles using the experimental profile (a). (d) 

Two-dimensional computer-generated ejection points of the first 200 particles on the target. 

Reprinted from Ref. 158 

 

At this position (r, ϕ), it remains to find the ejection angles. This is achieved by considering an 

ejection angle distribution for the direction normal to the surface and the azimuthal angles θ and φ, 

respectively. Uniform random numbers ε3 and ε4 ϵ [0,1[ are selected.  When θ obeys a cosine law, i.e. 

𝑃(𝜃)𝑑𝜃

2𝜋 sin𝜃𝑑𝜃
= 𝐶. cos𝛾 𝜃, then 𝜃 =  cos−1 {𝜀3

1 𝛾⁄ +1
}. The azimuthal angle is selected by φ = 2πε4. 

It should be pointed out that this technique is dependent on the local surface geometry of the target 

and thus is extended to consider rough surfaces [88,90]. 

 

4.1.2 Transport of sputtered species. 
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When sputtered atoms are emitted, they have to travel the target to substrate distance d, and 

depending on the pressure P, they have some probability to collide with plasma/gas species. The 

mean free path λ gives the distance between 2 collisions and is expressed as [162]: 

λ−1 = 4√2𝜋
𝑃𝑇
𝑘𝑇
𝑟𝑡
2 + 𝜋

𝑃𝑔

𝑘𝑇
(𝑟𝑡 + 𝑟𝑔)

2
(1 +

𝑚𝑡

𝑚𝑔
)

1 2⁄

 (18) 

with PT and Pg the partial pressure of the sputtered target and gas atoms, respectively. 

 mT and mg are the corresponding masses, rT and rg the corresponding atomic radii. 

Since PT << Pg, the first term in Eq. (18) vanishes. Moreover, the mean free path is energy dependent: 

an empirical fit suggests that λ should be multiplied by a factor Ea, with a = 0 when E < 1eV and a = 

0.29 when E > 1 eV, leading to: 

λ =  𝐸𝑎 (𝜋
𝑃𝑔

𝑘𝑇
(𝑟𝑡 + 𝑟𝑔)

2
(1 +

𝑚𝑡

𝑚𝑔
)

1 2⁄

)⁄  

Between two collisions, the travel distance  λ* of sputtered atoms  is randomly chosen using a 

Poisson distribution: λ* = λ ln [1/(1-ε5)], with ε5 a uniform random number in [0, 1[. The next step is to 

determine the scattering angle θcom and the energy loss of the sputtered atom. In the center of mass 

frame, and for a spherical atom-atom pair interaction, the scattering angle θcom reads: 

 

2𝜃𝑐𝑜𝑚 =  𝜋 − 2𝑏 ∫

 
𝑑𝑟

𝑟2 {1 − [𝑉(𝑟) 𝐸𝑐𝑜𝑚⁄ ] − (𝑏2 𝑟2⁄ )}1 2⁄

∞

𝑟0

 (19) 

 

and r0 is defined as 𝑏2 = 𝑟0
2 (1 −

𝑉(𝑟0)

𝐸𝑐𝑜𝑚
)   (similar to Eq.21). B is the impact parameter lying between 0 

and bmax. bmax defines the smallest deviation angle, which is arbitrarily defined, for example 

corresponding to θcom ≤ 0.286° [162]. b is selected as b=bmaxε5 , with ε5 a uniform random number in 

[0, 1[. 

V(r) is the interaction potential between the sputtered atoms and the gas atoms. It is often chosen as 

a repulsive form such as Molière, Kr-C, ZBL, etc interaction potentials [47] of the form 

𝑉(𝑟) =  
𝑍𝑡𝑍𝑔𝑒

2

𝑟
𝑔(𝑟) 

Where g(r) being a screening function. 

The polar scattering angle θlab in the laboratory frame is calculated as: 

𝜃𝑙𝑎𝑏 = tan
−1 (

sin𝜃𝑐𝑜𝑚
cos 𝜃𝑐𝑜𝑚 +𝑚𝑇 𝑚𝑔⁄

) 

while the azimuthal angle φlab is randomly selected between 0 and 2π. After collision with a gas 

atom, the sputtered atom energy loss is written: 
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𝐸𝑛𝑒𝑤𝑙𝑎𝑏 = 𝐸𝑙𝑎𝑏 (1 −
2(1 − cos 𝜃𝑐𝑜𝑚)𝑚𝑔𝑚𝑇

(𝑚𝑔 +𝑚𝑇)
2 ) 

 

The energy loss is calculated until the sputtered particle reaches the substrate. Moreover, the kinetic 

energy of the sputtered particle is compared to a prescribed mean kinetic energy corresponding to the 

gas temperature. When it occurs, the sputtered particle is considered as thermalized and continues 

with this energy until it reaches the substrate. This procedure should be built while preserving a 

Maxwell-Boltzmann energy distribution at the gas temperature Tg. One way to achieve this is by 

randomly selecting the corresponding energy. Another way is to convolute the calculated energy 

distribution with the Maxwell-Boltzmann gas energy distribution [51, 52].   

Since the sputtered atoms approach the substrate with a defined energy distribution function, a 

growth model can be designed. 

 

4.1.3 Kinetic Monte-Carlo growth models. 

Kinetic Monte-Carlo growth models aim at simulating growth phenomena from a prescribed list N of 

possible events with an occurrence probability based on known rate constants ki, i=1, …, N. 

Moreover, this method is able to calculate the time interval of the event realization by selecting a 

uniform random number ε ϵ [0, 1[, such that Δt =  −
ln 𝜀

∑ 𝑘𝑖𝑒
−𝐸𝑖
𝑘𝑇𝑖

, Ei being the barrier height of the 

process i. This enables various processes, with different time scales, to be calculated simultaneously. 

Thus, long time diffusion becomes accessible. Reachable time lengths such as a few ms have been 

reported.  In fact, there is no time limit since it depends only on reaction rate magnitudes.  

Many data are required in order to build a kMC model. All possible or selected events should be 

recorded in a first step. For example, the growth may originate from a vapor of n different species 

with fraction αi, a flux Fi towards the substrate surface and a sticking probability si and Eik barrier to 

process k. The method requires that the placement of the atom be predefined on a 3D grid that 

defines the expected crystalline positions. The crystal structure of the deposit or the surface does not 

necessarily have to be prescribed. The deposition of amorphous films can be achieved by randomly 

deforming the bond lengths and angles of a predefined structure [188]. 

Adsorption, and the motion on the surface or on the growing film or cluster, on the surface hence 

becomes a competition between the various processes, with Eik the energy barrier defining the rate 

ki and thus the probability of an attempt to move to the next position [177]. A possible flow chart 

[117] displayed in Fig. 14, describes the simulation steps. 
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Figure 14. (Left) Flow chart of the NASCAM model; (Right) Eq. 1 and 2 from Ref. 177. In this case, the 

time interval is not sampled from a Poisson distribution. Reprinted from Ref.177 

 

This method has been successful in reproducing (thick) thin film or cluster structure, composition and 

morphologies. For example, complex porous structures have been obtained and compared to 

experiments [189].  The origin of the growth of porous film has been elucidated using kMC and 

comparison with experiments (Fig. 15 and Fig. 16). 
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Figure 15. (left) kMC simulations of the growth at different deposition angles with different plasma 

compositions Ar and He + Ar. (right) positions Z1 and Z2 of the corresponding experimental setup 

defining the deposition angle. Reprinted from Ref. 189 

 

Figure 16. The Transmission Electron Microscopy pictures corresponding to kMC on Fig. 15, with 

porosity size distribution Reprinted from Ref. 189]. 

 

On the other hand, reactions between species can be similarly included to simulate the growth of 

nitride, carbide, and oxide films [192, 193]. For example, the growth of a TiN film is simulated by 

fixing the possible places of Ti and N of a cubic B1 (NaCl-type) structure with a bulk lattice parameter 

a0 = 0.424 nm. The possible events are summarized in Fig. 17 [192]: 
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Figure 17. (a) Representation of the NaCl-type lattice cell of TiN: Ti atoms (large yellow spheres) and 

N atoms (small red spheres) occupy their own fcc sublattice positions. Two possible final sites (b) and 

a forbidden final site (c) for a diffusing Ti atom. Reprinted from ref.192 
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In this case, the total energy is calculated by considering interactions (barrier heights) of the nearest 

(Ti-N neighbors) and next nearest neighbor atoms (Ti-Ti and N-N neighbors). The energy values for 

different possible configurations are calculated and the lowest one defines the occupied site. 

This procedure allows the growth of TiN thin films to be studied, and various film structures can be 

compared with Scanning Electron Microscopy (SEM). Two models, implementing two different ways 

for estimating energy barriers, were considered, leading to different film densities (Fig. 18). 

 

Figure 18. Top-view SEM micrograph of a magnetron sputtered TiN film at 750 K (a), exhibiting 

faceted columns (arrows indicate local surfaces with either fourfold or threefold symmetry), 

compared with kMC simulation results obtained using two diffusion models. Insets in (b) and (c) are 

taken along the normal of the local surface, corresponding to (001)- and (111)-oriented surface.. 

Reprinted from Ref. [192] 

 

kMC approaches are very powerful for describing growth in various conditions due to their flexibility 

in including various phenomena that may occur on different scales. They  can address very large sized 

systems up to reactor scale [162]. The main limitation is the a priori knowledge of the different event 

rates that is necessary to run a kMC code. Such input data can be obtained by molecular models such 

as Quantum Chemistry (QC) approaches, among which Density Functional Theory is a flexible version 

dealing with different approximations aiming at reducing computational resources (time and 

memory requirements). Nevertheless, the computational cost is always very high. Fortunately, 

Molecular Dynamics simulations bridge the gap between the mesoscale (MC/kMC) and the molecular 

level of QC methods and open the way to successfully describing magnetron sputter deposition. 

 

4.2 Molecular dynamics models  

In Molecular Dynamics (MD) simulations, the evolution of a system of N atoms (more generally species) 

is followed at the atomic/molecular level by solving the Newton equations of motion [197-202], in the 

general form: 
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𝑚𝑖

𝑑2𝑟𝑖(𝑡)

𝑑𝑡2
= �⃗�𝑖 = −∇⃗⃗⃗𝑉(𝑟1(𝑡), 𝑟2(𝑡),⋯ , 𝑟𝑁(𝑡)) (20) 

 

where )(tri


 is the position of atom i at time t with mass mi, and V is the interaction potential 

between all N involved species. These equations only require the knowledge of two initial conditions, 

positions, and velocities at initial time t = 0, and of the interactions between all species at every time. 

The initial positions refer to geometry/topology of particles at the beginning of the simulation. 

Velocities are (randomly) selected from a velocity distribution that is consistent with the phenomena 

under study, for example selected from a Maxwell-Boltzmann distribution, from any relevant velocity 

distribution obtained from experiment (mass spectrometry for example), or from any other 

simulations dedicated to determining velocity or kinetic energy distributions such as those described 

above. The most difficult part concerns the interactions. Often, force fields are defined in a semi-

empirical functional form including pair interactions, three-body and many-body interactions [53, 

197, 198, 203-208]. Comparison between different force fields has been conducted [206-208], but 

not extensively. Both the quality of the potential and the computer time required when using 

complex many-body and targeted phenomena drive the choice of the force fields. Moreover, very 

recently machine learning based force fields emerged in the field of sputtering studies [209]. 

Leapfrog and Velocity Verlet algorithms can be used [197, 198] to solve the equation of motion (20).  

The latter ensures the lower numerical error propagation. It is  assumed that positions 𝑟→𝑖 (𝑡), 

velocities 𝑣→𝑖 (𝑡) and accelerations 𝑎→𝑖 (𝑡) = −
𝐹
→
𝑖(𝑡)

𝑚𝑖
 are known at time t, the velocities𝑣→𝑖 (𝑡 +

𝑑𝑡

2
) at 

time t+dt/2 can be evaluated by : 𝑣→𝑖 (𝑡 +
𝑑𝑡

2
) = 𝑣→𝑖 (𝑡) + 𝑎→𝑖 (𝑡)

𝑑𝑡

2
. Next, the new positions at time 

t+dt can be estimated as 𝑟→𝑖 (𝑡 + 𝑑𝑡) = 𝑟→𝑖 (𝑡) + 𝑣→𝑖 (𝑡 +
𝑑𝑡

2
). Accelerations at t+dt 𝑎→𝑖 (𝑡 + 𝑑𝑡) =

𝑎→𝑖 [ 𝑟
→
𝑖 (𝑡 + 𝑑𝑡)] can be calculated and the velocities at time t+dt can be determined: 𝑣→𝑖 (𝑡 + 𝑑𝑡) =

𝑣→𝑖 (𝑡 +
𝑑𝑡

2
) + 𝑎→𝑖 (𝑡 + 𝑑𝑡)

𝑑𝑡

2
. This is repeated at each time step. 

 

Molecular dynamics simulations are used like Monte-Carlo based methods for sputtering [210-247], 

transport (to a lesser extent) [248-258], deposition and film growth [259-307]. 

The main interest is that there is no a priori prescription on the rate constant. In fact, MD is a tool for 

finding rates that can be input to MC methods. Such outputs will only be dependent on the force 

fields. When the force fields are analytically defined, even when many-body interactions come into 

play, the calculations are faster. Nevertheless, calculating force at each time step remains quite time 

consuming. Another limitation is that the high kinetic energies of both sputtering ions and sputtered 

atoms require very small timesteps in order to solve the Newton equations of motion, for instance 
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0.1 fs [197]. Therefore, nanosecond time calculations require 107 timesteps. A problem that arises in 

MD simulation is the huge species flux difference between experiments and simulation. Typical 

experimental values can be on the order of 1015 cm-2 s-1, i.e. 10 nm-2 s-1 while for MD simulations, 

they are on the order of 1 (10 nm-2) ps-1, i.e. 1010 nm-2 s-1.  The use of high flux in MD results in a high 

energy release to the substrate. To avoid this, the target or substrate can be thermostated with a 

relaxation time on the order of a few ps, which corresponds to phonon relaxation in solids. Thus, 

between two impacts, the surface recovers its initial temperature or nearly so. By releasing atoms or 

ions at time intervals on the order of thermal relaxation times, high incoming fluxes can then be 

used. There are many ways for implementing thermostats in MD simulations, such as Berendsen, 

Nosé-Hoover, Langevin, etc. [230-233]. A simulation box is designed as follows: a periodic solid 

(liquid) is periodic in xy mimicking an infinite target/substrate and thick enough in the z direction to 

prevent diffusing species from crossing the sample. The first few layers at the bottom of the 

simulated solid (or liquid) are motionless so as to mimic infinite solids in the vertical direction and to 

prevent motion of the substrate/target in the z direction. An intermediate zone is thermostated, 

while a few top layers are left free to move. Finally. incoming ions of atoms start from a height above 

the surface that is slightly larger than the highest cutoff radius, allowing smooth entry in the 

interaction zone. An illustration of such a design is given in Fig. 19. 

 

  

Figure 19. Initial configuration of the simulation. Small spheres are substrate atoms at the crystal 

position. Amorphous or liquid substrates are also possible. The incoming species are at random 
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location above the surface, and are directed towards the surface with any possible angle consistent 

with experiments. 

 

4.2.1 MD simulations of sputtering 

MD simulations of sputtering are realized by releasing a statistically significant number of ions 

toward the target. In order to be as close as possible to the experiments, the ion positions are 

randomly selected above the simulated target, while velocities are deduced from the kinetic energy 

eVb, where Vb is the cathodic fall potential at the biased target. These velocities can be normal to the 

target surface, but for a more realistic approach, a slight angle of incidence can be accounted for. 

Since ions are neutralized at the target surface, they can be treated as fast neutrals [240, 241].  

Using the procedure described above, incoming ions will develop the collision cascade similar to Fig. 

4. Thus, sputtering yields, retention rates and energy distribution functions can be calculated and 

compared to other models such as SRIM and theories. As illustration, Fig. 20 compares the energy 

distribution of sputtered Pt at different sputtering energies [241]. At high energy sputtering, MD 

simulations and SRIM are close since MD and the Thompson formula are closer at low energy 

sputtering. 

 

 

Figure 20.  Energy distribution function (EDF) of the sputtered Pt atoms. Ar ion kinetic energy of (a) 

100 eV, (b) 500 eV (c) 1000 eV. Reprinted from Ref. 241 

 

Since SRIM always calculates the sputtering features with a virgin target, the differences with MD can 

be attributed to the fact that MD accounts for a material that evolves in the course of the sputtering. 

Since at high energy the two simulations are close, this means that the approximation of binary 

collisions in an amorphous solid is valid. Some specific phenomena have been addressed by MD such 

as preferential sputtering in alloys [244]: it is found that the lighter and the weaker bound species are 

sputtered preferentially. Retention of the sputtering ion in the target has drawn attention, especially 

for the application in Helium sputtering of fusion wall materials [240, 242 and references therein]. 

Helium implantation results in the growth of He bubbles that produce various surface morphologies 
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and structures induced by swelling and flaking. Moreover, it was found that MD simulations are 

consistent with experiments, regarding dose, energy and temperature effects. A typical incoming He 

energy and tungsten temperature dependence of the implanted He distribution is displayed in Fig. 

21 [242] 

 

Figure 21. Tungsten target temperature (a) and He kinetic energy (b) effects on helium retention. 

Blue spheres are helium atoms and grey dots are W atoms. Dots were chosen instead of spheres at 

the right size ratio to better display helium organization. Reprinted from Ref. 242 

 

The sputtering of complex (porous)  materials [244-246]  is also of interest since bombarding a soft 

material is expected to modify sputtering rates and sputtered species energy and angle distribution.  

A nanoporous structure increases sputtering rates due to local curvature effects, as shown in Fig. 22. 

Moreover the non-monotonic nature of the sputtering yields versus Ar dose is 

 

 

Figure 22. (A) 3D images of four models with different pore radii and porosity: (a) M22/08; (b) 

M22/15; (c) M44/15; (d) M44/28. The nanoporous structure of models is represented by blue 
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continuous surfaces. (B) Evolution of the sputtering yield by 200eV Ar of the four nanoporous Si 

samples compared to crystalline Si (M0). Reprinted from [246]. 

 

attributed to the morphology change in the porous structure, as shown in Fig. 23. 

 

Figure 23. Side views of the nanoporous models obtained at different ion fluences (given on top of 

the figure): (a) 22% porosity and pore radius 0.8 nm; (b) 22% porosity and pore radius 1.5 nm; (c) 

44% porosity and pore radius 1.5 nm; (d) 44% porosity and pore radius 2.8 nm. Implanted Ar atoms 

are shown with green circles, and blue surfaces represent the nanoporous structure. White areas 

represent the empty regions. Reprinted from Ref. 246. 

 

4.2.2 MD simulations of sputtered atom transport. 



31 
 

Simulating the transport of sputtered atoms using MD is not straightforward since the gas between 

the target and the substrate is highly diluted. A 1 atm gas gives a density of 2 10-2 nm-3. Assuming a 

10x10x10 nm3 simulation box, there will be only 20 gas atoms in the simulation cell. Therefore, this 

cannot represent the reality of collisional transport to the substrate.  

An alternative is to use an MC step as described in section 4.1.2 to determine the velocity of the 

sputtered atoms at the substrate surface and use it as an initial condition for a further MD simulation 

of the growth with these incoming atoms. A faster approach is to evaluate analytically the change in 

the sputtered atom energy distribution function when passing through a gas at temperature Tg and 

pressure P [51, 52, 235]. The final energy Ef of an atom travelling a distance dT-S between the target 

and the substrate is given by: 

𝐸𝐹 = (𝐸 − 𝑘𝐵𝑇𝑔) exp[𝑛ln(𝐸𝑓 𝐸𝑖⁄ )] + 𝑘𝐵𝑇𝑔 (21) 

Ef/Ei = 1-γ/2 is the ratio of energies after and before a collision, 𝛾 =  4
𝑚𝑖𝑚𝑡

(𝑚𝑖+𝑚𝑡)
2 [52], and n=dPσ/kBTg, 

σ being the collision cross section between the sputtered target atom and the gas atom. Ei is the 

energy of the sputtered particles as they leave the target, n is the number of collisions that take 

place in the gas, d is the distance travelled. To calculate the energy loss (Ef) of sputtered atoms with 

the gas atoms during the flight towards the substrate, a Maxwell-Boltzmann (MB) distribution at Tg is 

used for the velocity distribution of the gas. Because we search for the complete energy distribution 

F(Ef) of sputtered atoms, for each Eg in the MB gas distribution, the energy loss is calculated for a 

fixed value of the kinetic energy E of a sputtered atom. This is repeated for each energy value of the 

distribution and weighted by the collision probability, which is simply the convolution of F(Ef) and the 

MB distribution at Tg. [51]. Initial kinetic energies can be obtained from such a distribution using a 

rejection method, and velocities can be deduced. 

Another way is to scale down the reactor size to an MD simulation box. This is achieved by stating 

that the collision number along the travel path to the substrate in the simulation box is the same as 

in the experimental sputtering reactor [252, 257].  Equating the collision number in the simulation 

box (index sim) and in the reactor (index exp) leads to the relation 

𝑃𝑒𝑥𝑝𝑑𝑒𝑥𝑝 = 𝑃𝑠𝑖𝑚𝑑𝑠𝑖𝑚 (22) 

Note that the simulation box volume can be written as 𝑉𝑠𝑖𝑚 = 𝑆𝑠𝑖𝑚𝑑𝑠𝑖𝑚where  𝑆𝑠𝑖𝑚 is the area 

normal to 𝑑𝑠𝑖𝑚. If 𝑑𝑠𝑖𝑚 is along the z axis then 𝑆𝑠𝑖𝑚is in the xy plane. Using 𝑃𝑠𝑖𝑚 =
𝑁𝑠𝑖𝑚

𝑉𝑠𝑖𝑚
∙ 𝑘𝐵𝑇𝑔, with 

𝑁𝑠𝑖𝑚 being the number of atoms in the simulation box, Eq (22) can be rewritten as: 

𝑁𝑠𝑖𝑚 =
𝑃𝑒𝑥𝑝
𝑘𝐵𝑇𝑔

∙ 𝑆𝑠𝑖𝑚 ∙ 𝑑𝑒𝑥𝑝 (23) 
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which does not depend on 𝑑𝑠𝑖𝑚. Nevertheless, 𝑑𝑠𝑖𝑚 can be calculated keeping in mind that the 

species in the gas/plasma phase should not be closer than the largest interaction cutoff 𝑟𝑐𝑢𝑡 used in 

the simulations.  The distance 𝑙 between gas/plasma phase species can thus be estimated as: 

𝑙 =  [
𝑁𝑠𝑖𝑚

𝑆𝑠𝑖𝑚 ∙ 𝑑𝑠𝑖𝑚
]

1
3
> 𝑟𝑐𝑢𝑡 and thus, 𝑑𝑠𝑖𝑚 > 

𝑁𝑠𝑖𝑚
𝑆𝑠𝑖𝑚

∙ 𝑟𝑐𝑢𝑡
3 (24) 

Therefore, the correct number of species in the simulation box can be deduced in order to match 

experimental conditions. This makes it possible to describe a full sputtering/transport/deposition on 

a substrate system using only MD simulations [252, 257]. 

Such an approach is relevant for the in-flight growth of nanoparticles during magnetron sputtering at 

high pressure in a gas aggregation source [248-258]. Such simulations have revealed the temperature 

evolution of the nanoparticles during growth as shown in Fig. 24. The ambient gas atom and the 

internal degrees of the growing nanoparticle share the excess bond energy of the growing 

nanoparticle. When the nanoparticles cease to grow, they are cooled by collision with the ambient 

gas, which is itself cooled by collision with the wall. This last step is simulated by thermostating the 

ambient gas with a relevant relaxation time. 
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Figure 24. (a) Illustration of pure-Si cluster growth from a single-target magnetron-sputtering source. 

(b) Schematic representation of an MD simulation box, containing Si and Ar atoms, represented by 

red and blue potential energy functions (instances (a) and (b), respectively). Atom velocity vectors 

are indicated by arrows. Instance (c) depicts a Si and Ar system post-collision (note the velocity 

exchange, implying cooling of the Si atom and heating of the Ar atom). Instance (d) shows the 

temporary attraction of two Si atoms not resulting in bond formation. In contrast, instance (e) 

indicates an imminent three-body collision that may result in bond formation. Instance (f) depicts a 

stable Si dimer. (c) Temperature and potential energy evolution during nucleation and growth of a Si 

nanoparticle (500 Si and 1500 Ar atoms in the MD box). The inset focuses on cooling during the initial 

2.5 ns. MD visualization snapshots designate four steps of the growth mechanism. Reprinted from 

Ref. 255 

 

 

4.2.3 MD simulations of sputter film growth. 
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The first MD simulations of plasma sputtering deposition started in the late 1980s in two dimensions 

and addressed the effects of suprathermal energies on film structures as well as internal stress [259-

261].  They were quickly followed by 3D simulations from the beginning of the 90s, due to the 

increased capabilities of computers as well as the development of new many-body force fields (such 

as the embedded-atom method (EAM) and the modified embedded-atom method  (MEAM) ), well 

suited for studying metal sputtering and deposition [204]. In the meantime, pair potentials such as 

Buckingham or three-body Vashishta and Stillinger -Weber potentials [198] were used to study oxide 

and nitride compounds. As already mentioned, the use of such potentials needs to be carefully 

analyzed in view of the effects to be interpreted. For example, a phenomenon depending on the 

charge transfer would require a variable charge force field [203], while working at high temperature 

would require checking that the potential parametrization included high temperature materials 

properties, etc. 

Simulating growth from sputtered particles (atoms, molecules, clusters) using MD requires the 

definition of the simulation box and the gas phase above the substrate surface. The box should be 

large enough to avoid boundary effects and is often periodic in the directions parallel to the surface 

(xy). The simplest way to build an MD growth simulation is to prepare a vapor of particles above the 

surface with velocities directed towards the surface. These velocities can be simply normal to the 

surface with values corresponding to the expected kinetic energy. A more elaborate scheme would 

select the velocity in a refined velocity distribution, obtained, for example, from energy resolved 

mass spectrometry. 

Since microstructure development and stress in films are widely studied in experiments, this has led 

to numerous numerical studies in the past decade. They has been studied versus incoming ion 

energy, composition (for alloyed films), and temperature, often with the goal of comparing with 

experimental measurements and linking the atomic scales of MD to the experimental micron scales 

of topographies [272]. 

The total stress value of the film can be deduced from MD simulation via the velocities and force 

evaluations [278, 302]: 

𝜎𝑖𝑗 = −
1

𝑉
∑ (𝑀𝛼𝑣𝑖

𝛼𝑣𝑗
𝛼 +

1

2
∑ 𝐹𝑖

𝛼𝛽
𝑟𝑗
𝛼𝛽

𝛽 ≠ 𝛼

) ,where 𝑉 =  ∑𝑉𝛼
𝛼𝛼 𝜖 𝑉

(25) 

where 𝜎𝑖𝑗 is the i, j component of the stress tensor for atom α (i, j =x, y, z), Vα is the atomic volume 

assigned to atom α, and Vα=1/ρ, ρ is the atom number density per unit volume. Mα is mass , 𝑣𝑖
𝛼 is 

the i component of the velocity, 𝑣𝑗
𝛼 is the j component of the velocity of atom α. 𝐹𝑖

𝛼𝛽
 is the i 

component of the force on atom α due to atom β, and 𝑟𝑗
𝛼𝛽

is the j component of the separation of 

atoms α and β.  
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For example, MD simulations of the growth stresses have been detailed as a function of various 

island textures, grain sizes, grain morphologies, deposition rates, and deposition energies [302]. 

Fig. 25 displays the various initial configurations for studying stress generation of the various 

microstructures. 

 

Figure 25. (a) A sketch of the MD model, (b) single crystalline island model, (c) polycrystalline island 

model with random and 〈0 1 1〉 texture and (d) polycrystalline islands with different surface 

morphologies. The insert sketch helps the reader to find the slope of island grains for the deep 

groove model and the shallow groove model. The slope angles for the deep and the shallow groove 

models are 75° and 58°, respectively. Reprinted from Ref. 302. 

 

Evolution of the stress is calculated using realistic polycrystalline film. The elastic strain across 

multiple faces leads to a more homogeneous deformation. The stress state of the film is influenced 

by the surface morphology (Fig. 26). 
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Figure 26. (a) Stress and thickness products; (b) Stress varying with film thickness when 5 eV 

tungsten atoms are deposited onto the surface of a perpendicular edge island; (c)-(e) Three 2 nm top 

view slices, near the surface of the substrate were chosen to show the coalescence process. (f) One 2 

nm side view slice to illustrate grain growth during deposition. The numbers represent the position 

where the slices were selected to calculate plots (a) and (b). Reprinted from Ref. 302 

 

Incoming atoms with higher energy transfer momentum into the film. This is known as an atomic 

peening effect, which induces a reduction in tensile stress or the generation of a compressive stress. 

The latter occurs for energies above 50 eV and for film thicker than 1 nm, as shown in Fig. 27. 
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Figure 27. (a) Stress and thickness products and (b) stress varying with film thickness when 1 eV, 20 

eV, 50 eV, 80 eV, and 110 eV tungsten atoms deposited onto the surface of a perpendicular edge 

islands. The maximum impinging tensile stress for different injection energies are plotted in inset in 

(b). Reprinted from Ref. 302. 

 

Such a study is a very significant contribution to understanding the basic mechanism of 

microstructure and stress generation. More generally, this methodology can be easily reproduced for 

any thin film. Moreover, the use of free and well documented LAMMPS software [308, 309] allows 

such mechanical simulations. The question that arises is the relevant box size needed for meaningful 

results that can be compared to experimental scales. 

 

Multimetallic alloys have gained growing interest and among them high entropy alloys (HEA) have 

been investigated [310] due to their wide range of applications. They are also widely studied using 

MD since robust force fields are available, thus allowing direct comparison with experiments. They 

are also interesting modern techniques for high throughput simulations and developments based on 

machine learning (ML) models [310, 311]. ML techniques, and more generally Artificial Intelligence 

(AI), are intended to develop a data-based strategy to predict the structure, microstructure and 

properties of alloys which could minimize the number of experimental trials for alloy development. 

On the other hand, there is a great need of interaction potentials for oxide, nitride and carbide forms 

of HEA and ML and AI will certainly be called upon to play a central role in developing relevant 

interaction potentials. This will, in turn, enable MD and MC simulations of interest to be carried out 

for direct comparison to magnetron sputtering deposition simulations. 

Composition effects, the kinetic energy of incident atoms, and temperature are parameters that are 

studied to determine the evolution of microstructure, morphologies, etc. 

Fig. 28 to 30 display the compositional effect on the microstructure evolution of HEA AlCoCrCuFeNi 

thin film alloys. When Al is the only low content element, the microstructure evolves from 

amorphous to crystalline during growth. At low contents of Al and Co, the microstructure remains 

amorphous throughout the deposition process with a high roughness while at high Al content the 

microstructure is always crystalline. 
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Figure 28. Snapshots and RDF of Al2Co9Cr32Cu39Fe12Ni6 deposited on Si (100) substrate at different 

times t. ●Al, ●Co, ●Cr, ●Cu, ●Fe, ●Ni, ●Si. Reprinted from Ref. 295 
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Figure 29. Snapshots and RDF of Al3Co26Cr15Cu18Fe20Ni18 deposited on Si(100) substrate at different 

times. ●Al, ●Co, ●Cr, ●Cu, ●Fe, ●Ni, ●Si. Reprinted from Ref. 295 
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Figure 30. Snapshots and RDF of Al39Co10Cr14Cu18Fe13Ni6 deposited on Si(100) substrate at different 

times. ●Al, ●Co, ●Cr, ●Cu, ●Fe, ●Ni, ●Si. Reprinted from Ref. 295 

 

MD simulations are thus a very powerful technique for handling thin film deposition calculations and 

beyond this, the resulting properties. When starting such simulations, care should be taken on 

several points. The first one is the simulation box size that should be chosen sufficiently large to 

avoid frequent boundary re-crossing.  For systems with low atomic diffusion such as HEAs at 

moderate temperature, 10x10 Å2 would be enough and would enable the deposition of “thick” films 

of a few tens of nm. When wishing to address polycrystalline films, large micron size grains are not 

reachable: 1 µm3 of solid is around 1012 atoms, which is far from the possibilities of current 

computers even with low CPU time cost pair potentials. The second point is the choice of  force field. 
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The faster ones are the pair (2-body) potentials such as Lennard-Jones, Morse, Buckingham and 3-

body potentials reducible to sums of 2-body potentials, but their interest is a primary approach and 

they are not recommended for production runs due to their poor ability to reproduce alloy 

properties. Many -body potentials such as EAM-MEAM have attracted considerable attention for thin 

metallic film growth since they are a good compromise between precision of the results and CPU 

cost. Using reactive force fields such as ReaxFF or COMB3 results in higher costs, but is only relevant 

for a small number of metal oxide, nitride, carbide and polymer compounds in thin film growth 

studies. Nevertheless, the CPU cost remains largely below quantum chemistry simulations coupled to 

MD, often called ab-initio MD or first-principle MD simulations, for such deposition/growth studies. 

As mentioned previously, building robust interaction potentials with the assistance of AI tools 

appears to be a promising way. 

 

4.3 . Comparison between MC and MD methods 

Table 1 provides a short comparative list of advantages and disadvantages of Monte-Carlo, kinetic 

Monte-Carlo, and Molecular dynamics simulations methods for a quick view of benefits in using one 

of these methods. 

 

Table 1. Comparison of MC/kMC and MD methods. 

 
MC/ kMC 

Fully stochastic 

MD 

 

Statistical 

nature 
Fully stochastic Fully or partly deterministic 

electron 

collisions 

Yes (section 3.). For kMC, yes too, but 

with increasing computer time 

Not for a full plasma description. It 

comes from the mass difference 

between electron and atoms that will 

require extremely small timesteps. A 

workaround exists with reaxFF 

forcefield, but the electron mass is fixed 

to proton mass. 

System size 

dependence 

There is no size dependence since only 

probabilities play a role both in the 

defining reaction rate and in 

calculating the associated time. It can 

treat different time scales 

There is a size dependence . The 

reachable system size is dependent on 

the force evaluation. This limitation can 

be overcome using relevant periodic 

boundary conditions. Confidence in the 
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simultaneously, when allowed by the 

fully stochastic nature of the 

processes involved. 

statistical quantities deduced is 

dependent on the system size. 

Reachable 

time scales 
All 

Up to millisecond time scale, if 

acceleration techniques are 

implemented. 

Input 

parameters 

Fully depends on input parameters 

such as rate coefficients 

Depends only on the initial velocity and 

position conditions and forcefields. Able 

to calculate input parameters for 

MC/kMC simulations. 

Required CPU 

time 

Depending on the system complexity, 

it is not CPU time consuming 

Depends on the force field, from CPU 

time consuming to very time consuming 

Capability of 

addressing 

complex 

system 

Depends on available data. 

Quantum chemistry (DFT) or MD 

simulations can provide missing data 

Depends on available forcefields. 

Missing forcefields can be parametrized 

using quantum chemistry and machine 

learning methods. 

 

5. Conclusion 

This review spans almost all the ways of addressing sputtering, transport and subsequent film growth 

processes and some film properties. It presents the main features of the simulation methods 

investigated, coupled to some illustrative examples showing the interest of the method. 

The theoretical analytical formula of sputtering and transport provides a first step for building an 

understanding of the processes involved. 

Monte-Carlo models of plasma and transport are easy to handle with a reactor scale implementation 

capability. This is a major interest of MC methods. The cost is the knowledge of external parameters 

such as rate constants, which should be of high quality in order to ensure successful comparison with 

experiments and further, a good predictability capability. Regarding film growth, kMC methods are 

certainly the most powerful methods for handling growth phenomena up to micron scale grain sizes. 

Nevertheless, they are dependent on the set of input parameters that should be used. MD 

simulations, both for sputtering and film growth, can provide insight into all basic phenomena, 

including tribology, up to billion atom systems. Nevertheless, the robustness of the results largely 

depends on the quality of the force fields. When considering a multiscale approach, Molecular 

dynamics can be a source of relevant data for MC, kMC and fluid (continuum) models. 
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Even if large sizes are not always required, multicore computers with parallel computing software are 

often required to handle meaningful simulations. 

The abundant landscape of simulation approaches and tools provides relevant ways for finding a 

solution to each problem, provided the problem to be solved is clearly stated and modelled. 
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