
HAL Id: hal-03919666
https://hal.science/hal-03919666v1

Submitted on 3 Jan 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Visual feedback of the tongue influences speech
adaptation to a physical modification of the oral cavity

Guillaume Barbier, Ryme Merzouki, Mathilde Bal, Shari R Baum, Douglas M
Shiller

To cite this version:
Guillaume Barbier, Ryme Merzouki, Mathilde Bal, Shari R Baum, Douglas M Shiller. Visual feedback
of the tongue influences speech adaptation to a physical modification of the oral cavity. Journal of
the Acoustical Society of America, 2021, 150, pp.718 - 733. �10.1121/10.0005520�. �hal-03919666�

https://hal.science/hal-03919666v1
https://hal.archives-ouvertes.fr


Visual feedback of the tongue influences speech adaptation
to a physical modification of the oral cavity

Guillaume Barbier,1 Ryme Merzouki,1 Mathilde Bal,1 Shari R. Baum,2 and Douglas M. Shiller1,a)

1 �Ecole d’Orthophonie et d’Audiologie, Universit�e de Montr�eal, Case Postale 6128, Succursale Centre-Ville, Montr�eal,
Qu�ebec H3C 3J7, Canada
2School of Communication Sciences and Disorders, McGill University, 2001 McGill College Avenue, Suite 800, Montr�eal,
Qu�ebec H3A 1G1, Canada

ABSTRACT:
Studies examining sensorimotor adaptation of speech to changing sensory conditions have demonstrated a central

role for both auditory and somatosensory feedback in speech motor learning. The potential influence of visual
feedback of oral articulators, which is not typically available during speech production but may nonetheless enhance

oral motor control, remains poorly understood. The present study explores the influence of ultrasound visual

feedback of the tongue on adaptation of speech production (focusing on the sound /s/) to a physical perturbation of

the oral articulators (prosthesis altering the shape of the hard palate). Two visual feedback groups were tested that

differed in the two-dimensional plane being imaged (coronal or sagittal) during practice producing /s/ words, along

with a no-visual-feedback control group. Participants in the coronal condition were found to adapt their speech pro-

duction across a broader range of acoustic spectral moments and syllable contexts than the no-feedback controls. In

contrast, the sagittal group showed reduced adaptation compared to no-feedback controls. The results indicate that

real-time visual feedback of the tongue is spontaneously integrated during speech motor adaptation, with effects that

can enhance or interfere with oral motor learning depending on compatibility of the visual articulatory information

with requirements of the speaking task. VC 2021 Acoustical Society of America. https://doi.org/10.1121/10.0005520

(Received 4 February 2021; revised 6 June 2021; accepted 15 June 2021; published online 3 August 2021)

[Editor: Susanne Fuchs] Pages: 718–733

I. INTRODUCTION

Studies examining the adaptation of speech production

to changing physical or sensory conditions (i.e., changes in

motor control that act to reduce their negative impact) have

demonstrated a significant capacity for sensorimotor plastic-

ity in the control of oral movements as well as a central role

for both auditory and somatosensory feedback in speech

learning and development (e.g., Baum and McFarland,

1997; Houde and Jordan, 1998; Tremblay et al., 2003). The

potential influence of visual feedback of oral articulators,

such as the tongue, which is not typically available during

speech production but has been used as a tool to enhance the

training of novel speech motor patterns, remains much less

clear.

Historically, the role of visual input in speech has primar-

ily been investigated in the context of the perception of other
speakers. When observing a person speaking, visual informa-

tion associated with movements of the face and mouth is read-

ily integrated with the acoustic speech signal to influence

speech perception. For example, vision of the face can

improve the ability of listeners to decode a noisy or otherwise

atypical (e.g., foreign accented) acoustic speech signal (Erber,

1975; Sumby and Pollack, 1954) and can also enhance the per-

ception of clearly audible speech signals (Arnold and Hill,

2001). Further, when auditory and visual-facial signals repre-

senting the production of different speech sounds are presented

simultaneously to the listener (i.e., incongruent audiovisual

speech stimuli), strong perceptual interactions can be observed

that support a key role for the visual signal in speech percep-

tion (McGurk and MacDonald, 1976).

While visual input has been established to play an

important role in speech perception, its possible role in the

sensorimotor processes governing the production of speech

sounds is less well understood. A role for vision in speech

motor development is evidenced by studies of early blind

individuals, who show differences from sighted individuals

in the control of oral speech movements under a variety of

speaking conditions, including simple vowel production

(M�enard et al., 2009; Turgeon et al., 2020) and fast or clear

speech (M�enard et al., 2016a; M�enard et al., 2016b), and in

response to sensory perturbations impacting speech produc-

tion (M�enard et al., 2016c; Trudeau-Fisette et al., 2017).

Perhaps the largest body of evidence indicating that

speakers are able to integrate visual information in the pro-

cesses of speech production comes from studies testing the

practical applications of real-time visual feedback of the

oral articulators (mainly the tongue) during speech training,

focusing on the production of novel speech sounds in a sec-

ond language (L2) and on the treatment of speech produc-

tion disorders. Real-time visual representations of the

tongue in the oral cavity are possible through a number ofa)Electronic mail: douglas.shiller@umontreal.ca
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technologies, including electropalatography (EPG; register-

ing the pattern of contact between the tongue and the hard

palate), electromagnetic articulography (EMA, measuring

the position of small wired sensors attached to the surface of

the tongue), and ultrasound imaging [providing a continuous

two-dimensional (2D) representation of the tongue surface].

In general terms, visual feedback-assisted speech training

involves presenting the speaker with a real-time representa-

tion of the tongue on a monitor, along with a clearly identi-

fied visual articulatory goal associated with a particular

speech sound. The visual goal varies in form depending on

the imaging technology: a tongue-palate contact pattern for

EPG, a 2D or three-dimensional (3D) sensor position for

EMA, or a specific tongue shape or location in the oral cav-

ity for ultrasound.

Studies suggest that the use of such visual feedback-

based procedures can improve outcomes in the training of

L2 sound production (Bliss et al., 2018). For example, using

an approach based on EMA, Suemitsu et al. (2015) demon-

strated improvements in the production of an English vowel

by native Japanese speakers, even in the absence of auditory

feedback. Katz and Mehta (2015) also used an EMA-based

visual feedback approach to train a novel non-native conso-

nant in English speakers. Following a brief (25–30 min)

practice period, improvements were noted in both kinemat-

ics (improved accuracy of articulation) and acoustics. L2

production training using ultrasound-based visual feedback

has also shown positive results. Gick et al. (2008) observed

improvement in the production of a challenging sound con-

trast (/¨–l/) for a small group of Japanese speakers following

only 30 min of practice using real-time ultrasound imaging

of the tongue.

Considerable interest has also emerged in the use of

real-time visual feedback of the tongue in the clinical treat-

ment of persistent (i.e., treatment-resistant) speech disor-

ders. Some of the earliest studies employed EPG, whereby

the speaker is fitted with an acrylic dental appliance that

covers the hard palate with an array of contact-sensitive

electrodes to provide real-time visual feedback of tongue-

palate contact patterns during speech production. Numerous

studies have examined the application of EPG in the remedi-

ation of speech sound disorders in children and adults,

including those associated with cleft-lip and palate (Gibbon

and Hardcastle, 1989; Lee et al., 2009; Michi et al., 1986;

Whitehill et al., 1996), functional phonological and articula-

tion disorders (Carter and Edwards, 2004; Dagenais et al.,
1994; Gibbon and Hardcastle, 1987; Hitchcock et al., 2017;

McAuliffe and Cornwell, 2008), neurological disorders

(Gibbon et al., 2003; Gibbon and Wood, 2003; Hardcastle

et al., 1987), and hearing impairment (Bacsfalvi et al.,
2007). While the majority of these studies involved a small

number of participants, they nonetheless demonstrate across

a wide range of clinical populations that real-time visual

feedback of the tongue can be of potential benefit in speech

production training.

In recent years, the use of visual articulatory feedback

for the treatment of speech disorders has seen a major shift

toward the use of ultrasound imaging. Compared with EPG

and EMA, ultrasound offers considerable advantages in

terms of cost, versatility, and non-invasiveness (both EPG

and EMA perturb speech movements and therefore require a

period of acclimatization to achieve normal tongue motor

patterns; see, e.g., McLeod and Searl, 2006), while also pro-

viding a more complete image of the tongue surface. A pla-

nar (2D) image of the tongue surface is obtained when the

transducer is placed under the chin in either a mid-sagittal

orientation (providing an image of the tongue surface along

the midline) or in a coronal (or frontal) orientation (provid-

ing an image of the tongue surface laterally; see Fig. 4).

The addition of tasks focusing on tongue shape or posi-

tion using real-time ultrasound during speech therapy has

been shown to yield improved speech outcomes in children

and adults with a variety of speech disorders, including

those associated with developmental speech sound disorder

(Adler-Bock et al., 2007; Bressmann et al., 2016;

McAllister Byun et al., 2014; Cleland et al., 2015;

Hitchcock and Byun, 2015; Preston et al., 2019; see also

Sugden et al., 2019, for review,) childhood apraxia of

speech (Preston et al., 2013), cleft-lip and palate (Roxburgh

et al., 2016), and hearing impairment (Bacsfalvi, 2010;

Bernhardt et al., 2003). It should be noted, however, that

considerable variability in outcomes among clinical patients

has often been observed (e.g., Bernhardt et al., 2008;

Cleland et al., 2019; Preston et al., 2016; Sjolie et al.,
2016). Such variability may reflect inherent limitations in

the technology. For example, ultrasound images of the

tongue can be difficult to interpret because it can be unclear

where exactly along the tongue contour the images are col-

lected, given the potentially limited field-of-view and lack

of clear anatomical landmarks (Mozaffari et al., 2018;

Preston et al., 2017). Tongue visibility is less of a problem

for avatar based EMA systems (Katz et al., 2020).

Such clinical studies broadly indicate that speakers are

capable of utilizing visual feedback of the tongue for the

purpose of speech learning. Because of the inherent com-

plexity of clinical research protocols, however, significant

limitations remain in our understanding of the sensorimotor

processes underlying the integration of visual feedback with

speech learning and control. Outcomes in clinical studies do

not simply reflect the influence of visual information on a

speech learning task, but rather result from a complex inter-

action between an underlying speech production deficit

(which may be sensory, motor, and/or cognitive/linguistic in

nature) and the specific visual feedback-based training pro-

tocol, which requires the patient to visually match a

phoneme-dependent (and sometimes speaker-dependent)

target tongue shape or position, such as curving the tongue

tip upward or retracting the tongue body. In addition to the

real-time visual feedback of the tongue during such proto-

cols, verbal feedback of performance is also typically pro-

vided from the speech-language pathologist, which may also

be critical to the success of the treatment.

Critically, such training protocols differ from the way

in which speech motor learning is believed to occur under
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typical conditions (outside of L2 learning and treatment for

severe speech motor disorders requiring the acquisition of

completely new speech motor representations), which is

characterized by the absence of conscious strategies, explic-

itly defined sensory target-matching, and verbal cues from

an external teacher. This is highlighted in experimental stud-

ies of sensorimotor adaptation that involve introducing a

sensory feedback perturbation during the production of oth-

erwise normal words or phrases and then observing sponta-

neous, practice-related changes in motor patterns that

gradually offset the effect of the perturbation (e.g., Baum

and McFarland, 1997; Houde and Jordan, 1998; Lametti

et al., 2018). Such adaptation is presumed to reflect an

implicit process of sensorimotor plasticity associated with

the updating of internal models (neural mappings) that pre-

dict the relationship between motor commands and their

sensory consequences (see, e.g., Krakauer and Mazzoni,

2011). Demonstrating that visual articulatory feedback can

similarly be used spontaneously in the sensorimotor adapta-

tion of oral speech movements in the absence of an explic-

itly defined visual target-matching task would greatly

strengthen the existing evidence that real-time visual feed-

back of one’s own articulator movements can directly influ-

ence speech motor learning in neurotypical speakers.

The purpose of the present study is to explore the extent

to which typical adult speakers will spontaneously integrate

real-time visual feedback of the oral articulators with the

processes of sensorimotor learning of speech production.

We combine real-time ultrasound imaging of the tongue

with an experimental manipulation—involving a precise,

physical alteration of the hard palate—known to induce

adaptation of the oral articulators during speech production.

The goal is to determine whether the availability of visual

feedback of the tongue will influence the adaptation of

tongue movements to the perturbation during a brief, intense

period of speech practice. Importantly, in the current proto-

col, participants are not provided—or instructed to visually

match—any specific articulatory target. Further absent from

the current protocol is any verbal feedback of performance

from the experimenter in relation to the position or shape of

the tongue. Rather, visual feedback is provided only as a

supplement to existing somatosensory feedback that may be

used to monitor the position of the tongue. This contrasts

with the vast majority of clinical and L2 training protocols

involving visual feedback, in which subjects are explicitly

instructed to visually match a tongue shape or position while

attempting to produce the target speech sound.

The speech motor learning task employed here involves

adaptation to a rigid prosthesis worn in the mouth that alters

the shape of the hard palate immediately behind the upper

incisors (the alveolar ridge; see Fig. 1). This alteration of

palatal shape has been shown to disrupt the ability to pro-

duce the sibilant fricative /s/, which under typical speaking

conditions involves maintaining a precise constriction

between the tongue and palate in the alveolar region com-

bined with a grooved tongue shape that directs the airstream

toward the incisors. Following the initial perturbation,

practice-related improvements in acoustic and articulatory

patterns (i.e., sensorimotor adaptation) have consistently

been observed (Aasland et al., 2006; Barbier et al., 2020;

Baum and McFarland, 1997; Hamlet et al., 1976; Thibeault

et al., 2011). Early studies of speech adaptation to a palatal

prosthesis did not employ a strictly defined protocol of

speech practice, but rather explored gradual improvements

in speech output following an extended period of exposure

(ranging from days to weeks; Hamlet et al., 1976; Hamlet

et al., 1978). More recent studies have demonstrated signifi-

cant improvements in speech acoustic properties as well as

robust changes in tongue kinematic patterns following

15–20 min of focused speech practice with the prosthesis in

place (Aasland et al., 2006; Barbier et al., 2020; Baum and

McFarland, 1997; Thibeault et al., 2011). Note that while /s/

has been the focus of the majority of studies involving

speech adaptation to a palatal prosthesis (including the pre-

sent one), a number of studies have shown that the perturba-

tion also impacts the tongue movements associated with a

range of consonant and vowel sounds (Barbier et al., 2020;

Brunner, 2009; Hamlet et al., 1978; McFarland et al., 1996).

In the present study, we examine the degree to which

visual feedback of the tongue will influence the adaptation

FIG. 1. Illustration of the placement of the palatal prosthesis (dark gray) in the

mouth. Top image: Sagittal view of the upper palate and incisors. Bottom

image: The palate and teeth, as viewed from below the maxillary region.

Adapted from Baum and McFarland, J. Acoust. Soc. Am. 102, 2353–2359

(1997). Copyright 1997 AIP Publishing LLC (Baum and McFarland, 1997).
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of oral speech movements to a palatal prosthesis during pro-

duction of the fricative /s/. We contrast the availability of

two types of visual feedback of the tongue using 2D ultra-

sound with a third group that received no visual feedback

during speech practice. The two visual feedback conditions

differ with respect to the plane being imaged: coronal or

sagittal. Both planes provide information about the tongue

that is critical to the production of /s/. The coronal view pro-

vides a direct image of the central grooving of the tongue,

an articulatory feature important for directing air toward the

upper and lower central incisors. The sagittal view, in con-

trast, provides a direct image of tongue shape along the mid-

line, as well as tongue position along the antero-posterior

(front-back) and superior-inferior (up-down) axes, which

determine the constriction location and the size and shape of

the resonant cavity anterior to the constriction point—both

key determinants of the fricative acoustic spectrum.

Changes in spectral properties of /s/ associated with the

palatal perturbation and subsequent adaptation are measured

in the current study by changes in the first four spectral
moments (centroid, variance, skewness, and kurtosis), which

together characterize the shape of the power spectral density

of the signal. Spectral moments have long been recognized

as stable acoustic correlates of fricative place of articulation

(i.e., constriction location), in particular in distinguishing

the sibilant fricatives /s/ and /S/, with systematic differences

in all four spectral moments revealed to varying degrees

across a range of studies (Avery and Liss, 1996; Forrest

et al., 1988; Jongman et al., 2000; McFarland et al., 1996;

Nissen and Fox, 2005; Nittrouer, 1995; Nittrouer et al.,
1989; Perkell et al., 2004; Tjaden and Turner, 1997). As

such, the spectral moments have served as the primary

dependent measure in the majority of studies examining

adaptation to palatal prostheses. While the majority of these

studies have focused exclusively on the first spectral

moment (Aasland et al., 2006; Barbier et al., 2020; Baum

and McFarland, 1997, 2000), experimental effects involving

higher moments have also been shown, including M2

(Thibeault et al., 2011) and M3 and M4 (Brunner et al.,
2011; McFarland et al., 1996). For completeness, all four

spectral moments were examined in the present study.

Demonstrating that speakers show a benefit in sensori-

motor adaptation outcomes when visual feedback of the

tongue is made available in either (or both) of the ultrasound

conditions would strengthen the limited existing evidence

that real-time visual feedback of one’s own articulator

movements can influence speech motor learning in neuro-

typical speakers as well as more generally expand our

understanding of how multiple sources of sensory feedback,

including those that are not typically available during natu-

ral speech production, might be integrated during the learn-

ing and control of complex oral motor behaviors.

II. METHODS

Forty-five native speakers of Quebec French

(21–30 years of age) with no reported history of speech,

hearing, or language disorder were tested. To avoid large

differences in vocal tract anatomy, all participants were

female. The participants were all students in speech-

language pathology at l’Universit�e de Montr�eal and there-

fore had received some training in phonetics. Hearing status

was assessed using pure-tone audiometry, verifying that the

detection threshold in each ear was �20 dB hearing level

(HL) at 0.5, 1, 2, 4, 6, and 8 kHz for all participants.

Participants were randomly assigned to one of three ultra-

sound visual feedback conditions (n¼ 15 in each group; see

Sec. II C).

All procedures were approved by the Institutional

Review Board of the Faculty of Medicine at l’Universit�e de

Montr�eal.

A. Palatal prosthesis

The palatal prosthesis (Fig. 1) was custom fabricated

for each participant using a biocompatible impression mate-

rial (Express STD VPS, 3M, St. Paul, MN). An approxi-

mately 2 cm diameter ball of soft impression putty was

gently pressed in place just behind the upper teeth until it

self-hardened (1–2 min), at which point it was gently

removed and hand-trimmed to meet the following dimen-

sional specifications: 6 mm thickness behind the incisors,

tapering off over a 1–2 cm distance ending at the first pre-

molar (similar to the dimensions of palatal prostheses used

in prior studies, e.g., Barbier et al., 2020; Thibeault et al.,
2011. The prosthesis, which closely followed the contours

of the alveolar region of the hard palate, was held in place

using a thin layer of denture adhesive paste (Super Poligrip,

GSK Consumer Healthcare, Brentford, UK) applied to the

palatal surface.

B. Speech production tasks

All speech tasks involved reading aloud a series of

words or syllables presented one at a time on a 15-inch com-

puter monitor located approximately 0.5 m in front of the

participant. Participants carried out a series of four speech

production tests in which they produced syllables containing

the target consonant /s/ in combination with one of three

possible vowels, /i/ (“ee”), /a/ (“ah”), and /u/ (“oo”), in two

different syllable structures (consonant-vowel and vowel-

consonant), yielding six different stimuli in total (/si, sa, su,

is, as, us/). The three vowels were chosen for their associa-

tion with tongue positions located near the limits of the

French vowel production workspace (specifically, a high-

front tongue position for /i/, a high-back position for /u/, and

a low-central position for /a/). Each syllable was produced

ten times in a randomized order, yielding 60 utterances per

test.

The four speech production tests were carried out in the

following sequence: (1) immediately preceding insertion of

the prosthesis (test 1); (2) following insertion of the prosthe-

sis, but before the period of speaking practice with the pros-

thesis in place (test 2); (3) following the speech practice
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period with the prosthesis in place (test 3); and (4) following

removal of the prosthesis (test 4; see Fig. 2).

With the palatal prosthesis in place, immediately fol-

lowing speech test 2, participants underwent a period of

speech practice focusing on production of real French words

whose initial sound was always the target /s/ followed by

either the high-vowel /i/ (e.g.,“Cigare”) or the low-vowel /a/

(e.g., “Sacr�e”). The six different syllable contexts in the

speech production tests therefore permitted the examination

of changes involving both practiced contexts (/si, sa/) and

generalization to untrained vowel (/u/) and syllable contexts

(vowel-consonant, /is, as, us/). During the practice period, a

total of 15 different /si-/ words and 15 different /sa-/ words

(see Table I) were presented two times each in a pseudo-

randomized order (alternating between /si-/ words and /sa-/

words), for a total of 60 stimuli. Participants were instructed

as follows: Following the visual presentation of each word

on the monitor, which remained on screen for 3 s, partici-

pants had 20 s during which they were to produce the word

10 times. Their specific goal was to produce a typical-

sounding /s/ at word onset, and participants were permitted

to prolong their fricative production to achieve that. No

instruction of any kind was given with regard to a desired

shape or position of the tongue. Once 10 repetitions of the

word were completed, participants were signaled visually to

stop speaking until the 20-s practice window was complete,

at which point the next word appeared on screen. Following

this protocol, participants produced a total of 600 /s/-initial

words (300 /si-/ and 300 /sa-/) within a 20-min period.

Stimulus presentation and data collection were controlled

using custom software written in MATLAB (version 9.5;

MathWorks, Natick, MA).

C. Ultrasound visual feedback

Participants produced speech under three possible

visual feedback conditions during the practice period: (1) no

ultrasound visual feedback of the tongue (control group), (2)

visual feedback of the tongue surface in the mid-sagittal

plane (sagittal group), and (3) visual feedback of the tongue

surface in the coronal (i.e., frontal) plane (coronal group).

Ultrasound imaging of the tongue surface was carried

out on a personal computer (PC)-based ultrasound system

(MicrUS EXT-1H, Telemed Medical Systems, Milan, Italy),

using a 64-element convex transducer (20 mm radius, oper-

ating at 4 MHz) that was positioned under the participant’s

chin. The system was controlled using the Echo Wave II

software (Telemed Medical Systems), with B-mode imaging

set to 80 mm depth and 92� field-of-view, yielding an image

capture rate of �80 Hz. Ultrasound gel (Aquasonic 100,

BioMedical Instruments, Clinton, MI) was applied to the

surface of the transducer prior to the orientation and practice

periods and re-applied as needed throughout the experiment

to maintain a consistent image of the tongue surface. Live

(real-time) ultrasound images were presented on a 21-inch

computer display (1920� 1280 resolution, 60 Hz refresh

rate) at a distance of 0.5 m, positioned just above the 15-

inch display used to present the syllable/word stimuli for the

speaking tasks (see Fig. 3).

The ultrasound transducer was rigidly attached to an

adjustable microphone stand, which allowed the experi-

menter to adjust the position and angle of the transducer

under the chin of the seated participant. For the sagittal
view of the tongue [Fig. 4(A)], the transducer was visually

FIG. 2. (Color online) Schematic showing the sequence of insertion and

removal of the palatal prosthesis (bottom), the series of speech tasks (mid-

dle), and the comparisons between speech tests that were the focus of the

analyses in the current paper (top).

TABLE I. French words (orthographic and phonemic transcriptions) used

during the speech practice period, focusing on the word-initial /s/ sound in

two vowel contexts.

/si-/ words /sa-/ words

Cigare /sigaR/ S’armer /saRme/

Cime /sim/ Sabot /sabo/

Ciment /simA~/ Sabre /sabR/

Circuit /siRkŁi/ Sac /sak/

Cire /sir/ Sacr�e /sakRe/

Cirer /siRe/ Safran /safRA~/
Cirque /siRk/ Sammy /sami/

Civière /sivjER/ Sapeur /sapœR/

Civique /sivik/ Sapin /sapE~/
Cyprès /sipRE/ Sarment /saRmA~/
Sib�erie /sibeRi/ Sarrau /saRo/

Sien /sjE~/ Savant /savA~/
Simon /simOn/ Saveur /savœR/

Sirop /siRo/ Savoir /savwaR/

Syrie /siRi/ Savon /savO~/
FIG. 3. Experimental setup. Illustration of the setup showing the relative

position of the participant, ultrasound transducer, and computer displays for

the visual word prompt and ultrasound visual feedback of the tongue.
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aligned with the participant’s midline under the chin and

then slowly rotated forward and backward within the sagittal

plane, such that the anterior portion of the tongue (i.e., the

front/blade) was centered in the field-of-view when interact-

ing with the alveolar region (identified by having the partici-

pant repeatedly produce the syllable “ta”). For the coronal
view of the tongue [Fig. 4(B)], this exact same procedure

was carried out, but then followed by a rotation of the trans-

ducer by 90� to align the transducer with the tongue front/

blade in the coronal plane. The participant was then asked to

produce a sustained /s/ sound, to verify that the entire (edge-

to-edge) tongue surface was visible.

Following the above procedure for placing the trans-

ducer, the stand was locked firmly in position. While the

stand helped to stabilize the position of the transducer, the

participant was also permitted to hold the transducer gently

with their hand to further reduce drift in the position over

time as well as to allow the participant to adjust the level of

pressure under the chin, if necessary. Transducer placement

and ultrasound image quality were closely monitored by the

experimenter throughout the experiment, and verbal instruc-

tions to the participant to make minor adjustments were pro-

vided as needed to maintain the best possible image quality.

Prior to the baseline speech test 1, all participants,

including those in the control group, received a basic orien-

tation regarding the ultrasound imaging system (transducer,

gel, etc.) as well as how to interpret the images, including

identification of the tongue surface (appearing as a bright

line) and orientation of the image relative to the head (up/

down/front/back for the sagittal group; up/down/left/right

for the coronal group). Participants were then provided a

brief (�1-min) period of practice during which they pro-

duced several repetitions of the consonant-vowel sequences

“ta” and “ka” to observe the effect on the image of the

tongue under typical conditions (without the prosthesis in

place).

During the 20-min practice period, participants in the

two visual feedback groups were instructed to maintain

visual fixation on the image of the tongue surface during

their repeated production attempts. Importantly, no descrip-

tion or instruction of any kind was provided pertaining to

the typical or expected tongue shape for the production of

the target fricative /s/. Subjects in the control group also

maintained the ultrasound transducer under their chin (in a

sagittal orientation) for the duration of the 20-min practice

period to match the physical sensation of the transducer

under the chin.

Note that for participants in all three groups, the ultra-

sound transducer was positioned under the chin in a sagittal

orientation during the four speech tests to record, for future

study, the tongue movement patterns associated with the

palatal perturbation and speech adaptation. The conditions

of the recording were identical for all participants, and no

ultrasound visual feedback was provided to any participants

during these tests.

D. Acoustic recording and analysis

All signal recording and analysis was performed using

custom routines written in MATLAB. The acoustic speech sig-

nal was digitized at 44.1 kHz (16-bit) using a cardioid

microphone (C520, AKG, Hofgeismar, Germany) mounted

FIG. 4. (Color online) Ultrasound

visual feedback. Examples of still

images illustrating the real-time visual

feedback of the tongue surface

(appearing as a relatively bright curve

extending from the left to right side of

the screen) in the mid-sagittal (A) and

coronal (B) planes, with a schematic

below showing the orientation of the

ultrasound transducer in each

condition.
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25 cm from the participant. For each recorded syllable pro-

duced in each of the four speech production tests, onset and

offset of the fricative /s/ was identified on the basis of the

RMS amplitude and then manually verified by visual inspec-

tion of the waveform. From the identified fricatives, a 40-ms

window aligned at the fricative onset was used for subse-

quent spectral analysis. Focusing on the onset of sound pro-

duction simplifies the interpretation of any observed

changes in fricative acoustic properties associated with the

palatal perturbation and subsequent speech practice, as it

avoids the contribution of feedback-driven (online) correc-

tive changes during the utterance (see, e.g., Niziolek et al.,
2013). Hence, any observed changes can be attributed to the

learned (i.e., planned) control of the articulators associated

with /s/ production.

For each 40-ms segment, the power spectral density

was computed (pmtm function; Signal Processing Toolbox,

version 8.4, MathWorks) using the Thompson multitaper

method with eight tapers (Thomson, 1982). For random sig-

nals, such as frication noise, the multitaper method yields a

lower variance estimate of the spectrum compared to the tra-

ditional discrete Fourier transform and has been used in a

number recent studies involving the spectral analysis of fri-

catives (e.g., Koenig et al., 2013; Todd et al., 2011).

Changes in fricative spectra were examined by comput-

ing the first four moments of the spectral distribution (abbre-

viated M1–M4), which characterize the shape of the power

spectral density of the signal. The four spectral moments

correspond, respectively, to the frequency centroid (i.e.,

mean of the distribution; M1), variance (i.e., spread of the

distribution; M2), skewness (i.e., asymmetry, which can be

positive, indicating a longer right tail in the distribution, or

negative, indicating a longer left tail; M3), and kurtosis (i.e.,

“tailedness” of the spectral distribution, where higher values

correspond to more extreme values in both tails of the distri-

bution; M4).

In total, each participant contributed 240 values for

each of the four spectral moments (10 repetitions � 6 sylla-

bles � 4 speech tests). Outliers were removed from among

the ten repetitions of each syllable produced during each

speech test using the interquartile range rule (values exceed-

ing the median 6 2 times the interquartile range). This pro-

cedure resulted in the removal of approximately 7% of data

points overall.

E. Statistical analyses

Statistical analyses focused on two separate experimen-

tal effects of interest: (1) the effect of palate insertion (dif-

ference between test 2 and test 1) and (2) the effect of

speech practice with the palatal prosthesis in place (differ-

ence between test 3 and test 2), using a linear mixed-effects

(LME) modeling approach in R (version 4.0.1; R Core

Team, 2020) with lme4 (version 1.1; Bates et al., 2015). The

focus on these two effects of interest is based directly upon

our prior work (Barbier et al., 2020) and represents a

hypothesis-driven set of planned comparisons that does not

include the final speech test (test 4; following removal of the

palate). The complete dataset, including all four speech

tests, is destined for a planned future examination of tongue

kinematics using the recorded ultrasound images from the

current study.

For each of the two experimental effects of interest, the

significance of changes in each of the four acoustic mea-

sures was tested by fitting the model

Acoustic:Measure � GROUP � SYLLABLE � TEST

þ TEST jParticipantð Þ; (1)

where Acoustic.Measure corresponds to the spectral

moment, GROUP corresponds to the three ultrasound visual

feedback conditions (control, sagittal, and coronal, with con-

trol as the reference condition), SYLLABLE refers to the

six stimuli (/si, sa, su, is, as, us/; with /si/ as the reference

level), and TEST corresponds to the two speech production

tests defining the experimental effect of interest (test 2 vs

test 1 for the effect of insertion, and test 3 vs test 2 for the

practice effect). Finally, (TEST j Participant) represents the

inclusion of random intercepts per participant and of random

slopes and intercepts of the effect of test per participant.

Note that the model does not include random slopes for the

effect of syllable, as their inclusion yields convergence

errors. The significance of the fixed effects (including the

two-way and three-way interactions) was evaluated using

the R package lmerTest (version 3.1), which provides analy-

sis of variance (ANOVA)-style significance tables using

Satterthwaite’s degrees-of-freedom method. This allows for

the reporting of readily interpretable degrees-of-freedom, F-

values, and p-values. Post hoc comparisons between fixed

effect levels were carried out when appropriate using z-tests

on estimated marginal means using the R package emmeans
(version 1.4.7) and applying the Holm–Bonferroni correc-

tion for multiple comparisons.

III. RESULTS

A. Baseline production

Baseline values of the four spectral moments associated

with the production of /s/ in each context, averaged across

all participants, are shown in Fig. 5. Overall, the values are

in the range of those reported in previous studies (Jongman

et al., 2000; McFarland et al., 1996; Nittrouer, 1995). While

the acoustic properties of /s/ production among different

vowel and syllable contexts are not the focus of the current

study, the average values provide context in which to inter-

pret the perturbing effect of the palatal prosthesis. As can be

seen in Fig. 5, little systematic difference is observed

between the two syllable types (consonant-vowel vs vowel-

consonant); however, as reported previously (Jongman

et al., 2000), vowel context does show some influence. In

particular, in the /u/ (high-back) vowel context, /s/ is charac-

terized by lower average spectral mean, higher variance,

less negative skewness, and lower kurtosis in comparison

with /i/ and /a/ vowel contexts.
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B. Effect of insertion of the palatal prosthesis

Changes in the four spectral moments associated with

the insertion of the palatal prosthesis, calculated as the dif-

ference between speech test 2 (immediately after insertion)

and test 1 (baseline), are shown in Fig. 6. The impact of the

prosthesis on /s/ production is characterized by a systematic

decrease in spectral mean, an increase in spectral variance,

more positive spectral skewness, and more negative spectral

kurtosis. These patterns are consistent with those reported in

prior studies involving /s/ production with a palatal prosthe-

sis (e.g., Barbier et al., 2020; McFarland et al., 1996).

For each acoustic measure, a LME analysis was used to

assess the effect of palate insertion (i.e., the fixed effect

TEST) in combination with differences among the six sylla-

ble conditions (SYLLABLE) and the three visual feedback

groups (GROUP). The results, including the LME model

summary and an ANOVA-style table (using Satterthwaite’s

method) reporting the significance of the main effects and

the two- and three-way interactions as well as detailed

results of post hoc comparisons (z- and p-values) are pro-

vided in the supplementary material.1

For the spectral centroid (M1), the main effects of TEST

[F(1,42)¼ 98.5, p< 0.001] and SYLLABLE [F(5,4933)

¼ 69.80, p < 0.001] were found to be significant, as well as the

interactions between GROUP and SYLLABLE [F(10,4933)

¼ 11.25, p < 0.001] and between TEST and SYLLABLE

[F(5,4933)¼ 23.02, p < 0.001] and the three-way interaction

[F(10,4933)¼ 2.29, p < 0.05]. Post hoc comparisons were car-

ried out to assess the significance of the insertion effect (i.e., the

effect of TEST) within each combination of syllable condition

and visual feedback group. Results are summarized in Table II.

The change in centroid following insertion of the palatal pros-

thesis was found to be statistically significant in all contexts for

all groups (p < 0.05).

For spectral variance (M2), the main effects of TEST

[F(1,42)¼ 54.5, p < 0.001], SYLLABLE [F(5,4912)¼ 88.9,

p < 0.001], and GROUP [F(2,42)¼ 8.43, p < 0.001] were

all significant, as were the interactions between GROUP

and SYLLABLE [F(10,4912)¼ 8.1, p < 0.001] and between

SYLLABLE and TEST [F(5,4912)¼ 29.3, p < 0.001]

and the three-way interaction [F(10,4912)¼ 2.3, p < 0.05].

Post hoc comparisons revealed a significant effect of TEST

(p < 0.05) in all but three cases: the syllable /su/ in the con-

trol group and the syllable /us/ in the coronal and sagittal

groups (Table II).

For spectral skewness (M3), the main effects of TEST

[F(1,42)¼ 39.0, p < 0.001] and SYLLABLE [F(5,4889)

¼ 125.9, p < 0.001] were significant, as were the interac-

tions between GROUP and SYLLABLE [F(10,4889)

¼ 11.1, p < 0.001] and between SYLLABLE and TEST

[F(5,4889)¼ 19.49, p < 0.001] and the three-way interac-

tion [F(10,4889)¼ 2.0, p < 0.05]. Post hoc comparisons

FIG. 5. Baseline production. Shown are average values of the four spectral moments associated with baseline /s/ production in the six different syllable con-

texts. Error bars, 61 standard error of the mean.
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revealed a significant effect of TEST (p < 0.05) in all but

six cases: /su/ in all three groups and /sa/, /is/, and /us/ in the

coronal group (Table II).

For spectral kurtosis (M4), the main effects of TEST

[F(1,42)¼ 22.6, p < 0.001], SYLLABLE [F(5,4792)¼ 68.2,

p < 0.001], and GROUP [F(2,42)¼ 4.4, p < 0.05] were all

significant, as well as the two-way interactions between

GROUP and SYLLABLE [F(10,4792)¼ 4.7, p < 0.001]

and between SYLLABLE and TEST [F(5,4793)¼ 21.5,

p < 0.001]. Post hoc comparisons revealed a significant

effect of TEST (p < 0.05) in all but eight cases: /su/ and /us/

in all three groups, /is/ in the control and coronal groups,

and /as/ in the control group (Table II).

In summary, insertion of the palatal prosthesis was asso-

ciated with broad, systematic changes in all four spectral

moments, as indicated by the significant main effect of TEST

in each case. Post hoc tests revealed a reduced (non-signifi-

cant) effect magnitude for certain syllable contexts, in particu-

lar, those involving the vowel /u/ (possibly due to the

coarticulatory effect of a more retracted tongue posture or

increased lip rounding from the vowel to the fricative), with

some variation between the experimental groups. Importantly,

however, the insertion effect was statistically significant and

relatively large in magnitude for the syllable contexts targeted

in the 20-min practice phase (/si-/ and /sa-/), as well as for

these same vowels when produced in the syllable-final posi-

tion (/is/ and /as/), across the three visual feedback groups.

C. Effect of practice with the prosthesis in place

Changes in the four spectral moments associated with

the 20-min period of practice with the prosthesis in place,

calculated as the difference between speech test 3 (immedi-

ately after practice) and test 2 (immediately prior to prac-

tice), are shown in Figs. 7 and 8. The effect of practice is

characterized by systematic changes that act to reduce the

impact of the perturbation (i.e., adaptation) across the four

spectral measures. This includes an increase in spectral

mean (by 51%, 23%, and 69% of the perturbation magnitude

on average for the control, sagittal, and coronal groups,

FIG. 6. (Color online) Insertion effect. Mean change in the four spectral moments associated with insertion of the palatal prosthesis is shown for each of the

three visual feedback groups and each syllable context. Error bars, 61 standard error of the mean.

TABLE II. Tests of insertion effect. Summary of post hoc pairwise evaluation

of the difference between speech test 2 and test 1 (i.e., the insertion effect) in

each syllable context for each of the three experimental groups. Rows show

results for the four acoustic measures (M1–M4). Syllable contexts targeted in

the practice phase (/si, sa/) are shown in bold. *, a significant result (p < 0.05).

Detailed results are provided in the supplemental materials (see footnote 1).

GROUP:
Control Sagittal Coronal

SYLLABLE: si sa su is as us si sa su is as us si sa su is as us

M1: * * * * * * * * * * * * * * * * * *

M2: * * * * * * * * * * * * * * *

M3: * * * * * * * * * * * *

M4: * * * * * * * * * * * *
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respectively), a decrease in spectral variance (by 29%, 12%,

and 52% for the three groups, respectively), more negative
spectral skewness (by 68%, 22%, and 98%, respectively),

and more positive spectral kurtosis (by 11%, 5%, and 49%,

respectively).

A LME analysis was used to assess the effect of 20 min

of speech practice with the prosthesis in place (the effect of

TEST, comparing test 3 and test 2), in combination with dif-

ferences among the syllable conditions (SYLLABLE) and

among the three visual feedback groups (GROUP). Figure 7

shows the mean practice-related change (i.e., the TEST

effect) for each of the four spectral moments in the two

trained syllable contexts, while Fig. 8 shows the mean

change in the four untrained contexts. Detailed results of the

analyses, including model summaries and ANOVA-style

tables, as well as detailed results of the post hoc tests, are

provided in the supplementary material.1

For the spectral centroid, the main effects of TEST

[F(1,42)¼ 34.5, p < 0.001], SYLLABLE [F(5,4923)¼ 29.4,

p < 0.001], and GROUP [F(2,42)¼ 5.2, p < 0.01] were all

found to be significant, along with the two-way interaction

between SYLLABLE and GROUP [F(10,4923)¼ 10.3, p
< 0.001]. The three-way interaction was also found to be

marginal [F(10,4923)¼ 1.8, p¼ 0.052]. To better compre-

hend the various main and interaction effects, while also

addressing the key question of which conditions showed a

significant effect of practice, post hoc comparisons were

carried out to assess the effect of TEST within each combi-

nation of syllable condition and visual feedback group.

Results are summarized in Table III. For the targeted sylla-

ble contexts /si/ and /sa/, practice-related improvement was

statistically significant (p < 0.05) for the control group and

the coronal group; however, for the sagittal group, only the

change associated with production of /si/ was significant.

Of the four untrained contexts, the control group showed

a significant improvement in three contexts (/su, as, us/; p
< 0.05), and the coronal group showed improvement in all

four contexts (p < 0.05), whereas the sagittal group failed to

show a significant change in any context.

For spectral variance, the main effects of TEST

[F(1,42)¼ 7.5, p < 0.01], SYLLABLE [F(5,4923)¼ 24.8,

p < 0.001], and GROUP [F(2,42)¼ 8.2, p < 0.001] were

found to be significant, along with the two-way interaction

between SYLLABLE and GROUP [F(10,4923)¼ 12.1, p
< 0.001]. The three-way interaction was also found to be

marginal [F(10,4923)¼ 1.8, p¼ 0.051]. Post hoc tests indi-

cate that the change in the two targeted vowel contexts was

significant only for the coronal group (p < 0.05), with no

significant results for either the control or sagittal groups.

All remaining syllable contexts were non-significant for all

three groups (Table III).

For spectral skewness, the main effects of TEST

[F(1,41)¼ 38.42, p < 0.001] and SYLLABLE [F(5,4886)

¼ 97.3, p < 0.001] were significant, along with the

FIG. 7. (Color online) Practice effect in target syllable contexts. Mean change in the four spectral moments associated with the 20-min period of practice is

shown for each of the three visual feedback groups and each of the trained syllable contexts (/si/ and /sa/). Error bars, 61 standard error of the mean.
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interactions between TEST and GROUP [F(2,41)¼ 5.0,

p< 0.05], TEST and SYLLABLE [F(5,4887)¼ 5.9,

p< 0.001] and between GROUP and SYLLABLE

[F(10,4886)¼ 7.7, p < 0.001] and the three-way interaction

[F(10,4887)¼ 2.0, p < 0.05]. Post hoc tests indicate a sig-

nificant change in the two targeted vowel contexts for both

the control and coronal groups (p < 0.05), but no significant

improvement in either syllable context for the sagittal group.

For the non-practiced syllable contexts, significant changes

were shown for the control group in two contexts (/su, as/) and

for the coronal group in three contexts (/is, as, us/), while the

sagittal group showed no significant effects (Table III).

Finally, for spectral kurtosis, the main effects of

SYLLABLE [F(5,4785)¼ 39.7, p < 0.001] and GROUP

[F(2,42)¼ 11.8, p < 0.001] were significant, along with the

interactions between TEST and SYLLABLE [F(5,4785)

¼ 5.7, p < 0.001] and GROUP and SYLLABLE [F(10,4785)

¼ 14.7, p< 0.001] and the three-way interaction

[F(10,4785)¼ 3.7, p < 0.001]. Post hoc tests showed a signifi-

cant improvement in both targeted vowel contexts for the coro-

nal group (p < 0.05), but not for the control or sagittal groups.

Changes in the four untrained contexts were all non-significant

in all three groups (Table III).

Summarizing the changes observed in the two practiced

syllable contexts (/si, sa/), participants in the no-visual-feed-

back control group demonstrated robust practice-related

changes in spectral centroid (M1) and skewness (M3), but

not in spectral variance (M2) or kurtosis (M4). In contrast,

participants who received visual feedback of the tongue sur-

face in the coronal plane exhibited a robust pattern of adap-

tation in /s/ production across all four spectral measures.

Strikingly, participants who received visual feedback of the

sagittal tongue surface showed a considerably more limited

pattern of adaptation than both the coronal group and the

control group, with a statistically significant effect noted

only for the spectral centroid, and only in one context (/si/).

The four syllable contexts that were not targeted during

the practice phase showed a more limited pattern of signifi-

cant changes overall; however, differences between the

TABLE III. Tests of practice effect. Summary of post hoc pairwise evalua-

tion of the difference between speech test 3 and test 2 (i.e., the practice

effect) within each the six syllable contexts for each of the three experimen-

tal groups. The rows show results for the four acoustic measures (M1–M4).

The two syllable contexts targeted in the practice phase (/si/ and /sa/) are

shown in bold. *, a significant result (p < 0.05). Detailed results are pro-

vided in the supplementary material (see footnote 1).

GROUP:
Control Sagittal Coronal

SYLLABLE: si sa su is as us si sa su is as us si sa su is as us

M1: * * * * * * * * * * * *

M2: * *

M3: * * * * * * * * *

M4: * *

FIG. 8. (Color online) Practice effect in untrained syllable contexts. Shown is the mean practice-related effect in the four spectral moments in the four

untrained syllable contexts /su/, /is/, /as/, and /us/. Error bars, 61 standard error of the mean.
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three groups in the pattern of compensation were still noted.

The control group showed a statistically significant

improvement in centroid frequency for three contexts and in

skewness for two contexts. Similarly, the coronal group

showed improvement in centroid for all four contexts and in

skewness for three contexts. The sagittal group, however,

showed no significant changes in any spectral measure for

any of the unpracticed syllable contexts.

IV. DISCUSSION

In the present study, we examined whether the avail-

ability of ultrasound-based visual feedback of the tongue

would influence speakers’ spontaneous adaptation of oral

movements to a palatal prosthesis affecting production of

the fricative /s/. Two visual feedback groups were tested

that differed with respect to the 2D plane being imaged

(coronal and sagittal), along with a control group that

received no visual feedback during speech training.

Insertion of the palatal prosthesis resulted in systematic

changes across the four measured spectral moments: cen-

troid, variance, skewness, and kurtosis. Following a 20-min

period of speech practice focusing on words beginning with

/si-/ and /sa-/, acoustic changes were assessed in the two

trained contexts (/si, sa/), as well as four additional contexts

to examine the generalization of training effects (/su, is, as,

us/). For the two practiced contexts, participants in the coro-

nal feedback group showed a robust pattern of adaptive

changes opposing the effect of the perturbation on /s/ pro-

duction across all four spectral measures. In contrast, the

no-feedback control group showed improvements only in

centroid and skewness. Strikingly, participants who received

visual feedback of the tongue in the sagittal plane showed a

more limited pattern of improvement than both the coronal

and control groups, with significant improvement observed

only in one acoustic measure (spectral centroid), and only in

one context (/si/). The four syllable contexts that were not

targeted during the practice phase showed a more restricted

pattern of improvement overall; however, differences

between the three groups were still noted. Changes in two

measures—centroid and skewness—were observed in

approximately half of the syllable contexts for both the coro-

nal feedback group and the no-feedback control group. The

sagittal group, however, showed no significant changes in

any spectral measure for any of the unpracticed syllable

contexts.

The finding that the coronal visual feedback group

showed robust speech production improvements across a

broader range of spectral measures and syllable contexts

than the no-feedback control group supports the conclusion

that ultrasound-based visual feedback of the tongue can

enhance the sensorimotor adaptation of speech production,

even in the absence of an explicitly defined visuospatial

goal related to the speaking task.

A clear difference was also noted between the coronal

and sagittal visual feedback conditions in the magnitude of

the training effects. This was not a predicted result, as both

imaging axes provide information about the tongue that is

known to be relevant to the production of the sibilant frica-

tive /s/. Specifically, the coronal view shows the central

grooving of the tongue, which is critical for channeling air

toward the incisors, whereas the sagittal view shows the

position and shape of the tongue along the midline, which

determines the size and shape of the anterior resonating cav-

ity (Ladefoged and Johnson, 2014; Shadle, 1990; Stone and

Lundberg, 1996). The observed difference in outcomes

between the two visual-feedback conditions, however, indi-

cates that these two sources of visual information do not, in

fact, contribute equally in the specific case of adapting

tongue motor patterns to a palatal prosthesis.

It is possible that the more limited effect of the mid-

sagittal view in the current study may have resulted, in part,

from the reduced visibility of the tongue tip due to the

shadow of the mandible. Note, however, that while the apex

itself may have been hidden from view, careful placement

of the transducer ensured that a large portion of the tongue

surface remained visible, including the front/blade, which

prior studies have shown to be significantly involved in

adaptation to a palatal prosthesis (Barbier et al., 2020;

Thibeault et al., 2011). Critically, the observed difference

between the coronal and sagittal visual feedback conditions

indicates that, rather than simply being a consequence of

any (arbitrary) visual signal that correlates with the speech

behavior, the specific, task-dependent information about the

tongue provided by the visual image is serving a function in

the motor learning process. This reduces the likelihood that

general cognitive or attentional factors (e.g., associated with

the shifting of the subject’s attention toward an external

visual representation of the tongue) are responsible for the

effect of visual feedback on speech training (see, e.g.,

Freedman et al., 2007).

While there are strong reasons to predict the potential

utility of visual feedback related to both mid-sagittal and

coronal tongue surface based on a general understanding of

the articulatory nature of /s/ production (central groove,

shape of the anterior cavity, etc.), the specific articulatory

effect of the palatal perturbation and subsequent adaptation

is more complex. In a recent study, Barbier et al. (2020)

explored the effect of a similar palatal perturbation on

tongue kinematic patterns across a range of speech sounds

(including /s/) in nine adult speakers. Focusing on the mid-

sagittal plane using electromagnetic articulography, the

study indicated that insertion of the palate induced a signifi-

cant change in sagittal tongue position and that following a

period of practice, participants individually compensated by

adjusting tongue position in a direction opposing that of the

perturbation. However, the study also revealed that the pre-

cise direction of the articulatory change (across the three

tongue sensors) was highly variable across the study partici-

pants, indicating that there was in fact no universal kine-

matic pattern of perturbation and compensation.

While the precise nature of the articulatory changes

associated with the palatal perturbation and subsequent

adaptation remains unclear (and, as described above, was
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likely to have varied among speakers), the specific informa-

tion contained within the visual representation of the tongue

nonetheless appears to have been critical in determining

whether the resulting impact on learning was facilitatory or

detrimental. As the difference between the two feedback

conditions pertained solely to representation of the tongue

surface, it is reasonable to conclude that the visual feedback

served as a source of information about the physical state of

the speech motor system. In current models of speech motor

control, knowledge of the current state of the system plays a

key role in sensory feedback-based subsystems driving

speech production and speech motor learning, including

both an auditory and somatosensory pathway [see Parrell

et al. (2019) for review]. Building upon the considerable

body of evidence that visual input plays a major role in

speech perception, the action model (ACT) of speech motor

control includes a pathway for integrating visual input about

a speaker’s own articulator movements, in addition to audi-

tory and somatosensory feedback (Kr€oger et al., 2009, 2011;

Katz and Mehta, 2015). A key characteristic of these model-

based accounts of sensory-driven speech motor control,

however, is the existence of a sensory target with which

feedback is compared. In the present study, where no visual

articulatory target was provided, it remains unclear by what

mechanism the visual representation of the tongue influ-

enced speech motor adaptation to the palatal perturbation.

One possibility is that, without an explicit visual target, par-

ticipants at the beginning of the practice period may simply

have not made use of the visual feedback for the purpose of

oral motor control, relying (as usual) on somatosensory and

auditory feedback-based mechanisms. With exposure to the

visual signal over a period of practice, however, participants

may have independently established a visual sensory target

via its association with somatosensory and auditory signals,

at which point visual-based error-correcting mechanisms

contributed to the process of speech adaptation. Such a pro-

cess of visual target formation may also possibly be influ-

enced, to some degree, by a speaker’s prior knowledge of

the articulatory basis of the target speech sound. A second

possibility avoids altogether the requirement of a visual sen-

sory target. Rather, it is possible that the restricted 2D view

of the tongue surface in either the sagittal or coronal plane

may have served to constrain the manner in which partici-

pants explored the articulatory workspace in their search for

a tongue configuration that would improve the speech

acoustic signal. In other words, during the practice phase,

subjects in the sagittal and coronal groups may have tended

to produce tongue kinematic patterns that were visible in

their respective imaging planes (i.e., changes in elevation,

protrusion, and curvature along the midline for the sagittal

view and changes in elevation and lateral curvature for the

coronal view). When this visual-feedback-driven articula-

tory constraint was aligned with the articulatory require-

ments of the speech adaptation task, the result was a more

efficient process of speech adaptation. On the other hand,

when the visual-based constraint was not aligned with the

articulatory requirements of the task, the result was an

impaired process of speech adaptation. Future studies could

directly test both of these possible scenarios (including the

possibility that both may have played a role) by examining

3D kinematic measures of tongue motor patterns throughout

the period of speech practice (e.g., using electromagnetic

articulography), in combination with the different types of

visual ultrasound feedback.

While the experimental protocol used in the current

study differs in important ways from the application of

visual feedback in the treatment of speech disorders, the cur-

rent results nonetheless have implications for its use clini-

cally. The finding of improved speech motor learning when

ultrasound feedback was available (compared with the no-

visual-feedback control group) broadly supports the use of

this tool in the treatment of speech disorders in children and

adults, for which the learning of new tongue motor patterns

is often a principal goal (Duffy, 2019; Rvachew and

Brosseau-Lapr�e, 2016). However, the observation of a dif-

ferential effect of ultrasound imaging plane (coronal vs sag-

ittal) also raises a cautionary note about the manner in

which visual feedback should be used in the training of dif-

ferent speech sounds. Specifically, the current results indi-

cate that the information conveyed by the visual image of

the tongue should be aligned with the articulatory require-

ments of the speech task. Notably, in the present study, the

group receiving visual feedback in the sagittal plane showed

speech adaptation that was less robust (across acoustic mea-

sures and syllable contexts) than the no-visual-feedback

control group, suggesting that the presentation of feedback

that is not optimized for the speech adaptation task may in

fact have a detrimental effect on learning outcomes. Further

study is clearly warranted to better understand the factors

underlying the potentially negative impact of visual articula-

tory feedback on speech motor learning, for example, by

examining the interaction between visual feedback and

motor task across a much wider variety of feedback condi-

tions and speech tasks.

The present study examined changes in the production

of the fricative /s/ on the basis of an analysis of four spectral

moments of the speech signal, a choice that was motivated

by past work on the acoustics of fricative production.

Producing a fricative requires maintaining a narrow con-

striction in the oral cavity, which creates airflow turbulence

that acts as a source of broadband sound. The spectrum of

this sound source is further shaped by interactions of the air-

stream with cavities and structures (e.g., the teeth or lips)

anterior to the constriction (see, e.g., Stevens, 1998). The

unvoiced alveolar fricative /s/, with its small anterior cavity

and sibilant quality (i.e., airstream deflecting off of the

teeth), is generally characterized by a well-defined (i.e.,

non-flat) spectrum with a frequency peak in the relatively

high-frequency range (typically around 6 kHz for males and

7.5 kHz for females; Jongman et al., 2000). No approach to

characterizing the contrastive, perceptually salient acoustic

features of /s/ has proven itself to be without limitations [see

Koenig et al. (2013) for review]. However, spectral

moments analysis has been shown to provide measures that
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can reliably distinguish the alveolar /s/ from the alveo-

palatal sibilant /S/ (i.e., the sound “sh”), as well as more

broadly distinguish the sibilants (/s, S/) from the non-sibilant

fricatives /h/ (“th”) and /f/. The spectral centroid has

received the most attention, with numerous studies reporting

a higher value for /s/ than for /S/, likely owing to differences

in the size of the anterior cavity (Jongman et al., 2000;

McFarland et al., 1996; Nissen and Fox, 2005; Nittrouer

et al., 1989; Shadle and Mair, 1996; Tjaden and Turner,

1997). Systematic differences in spectral variance have been

observed between the sibilant and non-sibilant fricatives

(with sibilants showing lower values; Jongman et al., 2000;

Nissen and Fox, 2005; Shadle and Mair, 1996) and between

/s/ and /S/ (with /s/ showing a lower value; Tomiak, 1990).

Spectral skewness has generally been shown to be more

negative (i.e., tilted toward higher frequencies) for /s/ than

other fricatives (Jongman et al., 2000; McFarland et al.,
1996; Nissen and Fox, 2005; Nittrouer, 1995; Shadle and

Mair, 1996). Finally, kurtosis has been shown to be higher

(i.e., more peaked shape) for /s/ than other fricatives, includ-

ing /S/ (Jongman et al., 2000; McFarland et al., 1996),

although some studies have shown a different pattern

(Nissen and Fox, 2005). Interestingly, these differences

between /s/ and /S/ across the four spectral moments show

some parallels with the perturbing effect of the palatal pros-

thesis on /s/ production. Specifically, compared to /s/, /S/ is

characterized by a lower spectral mean, greater variance,

more positive skewness, and smaller kurtosis, matching the

four effects of the prosthesis on /s/ observed in the present

study. The articulatory basis of these spectral changes is

likely different in these two situations, owing to the complex

non-linear relationship between acoustics, tongue position,

and palatal shape (see, e.g., Barbier et al., 2020).

Nonetheless, the similarities in acoustic effects further sup-

port the use of the four spectral moments to characterize the

palatal perturbation and subsequent adaptation.

In summary, the present study explored the degree to

which visual feedback of the tongue would be spontane-

ously used during sensorimotor adaptation of speech pro-

duction to a physical oral perturbation. The results indicate

that ultrasound-based visual feedback of the tongue can

enhance the sensorimotor adaptation of speech production,

even in the absence of an explicitly defined visual articula-

tory target or external verbal feedback about performance.

However, it appears that such visual feedback may also

interfere with sensorimotor adaptation, yielding weaker

adaptation effects than a control condition involving no

visual feedback, if the visual articulatory information is

incompatible with the requirements of the speaking task.
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