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Abstract

Non-linear state-space models, also known as general hidden Markov models, are ubiquitous
in statistical machine learning, being the most classical generative models for serial data and
sequences in general. The particle-based, rapid incremental smoother (PARIS) is a sequential Monte
Carlo (SMC) technique allowing for efficient online approximation of expectations of additive
functionals under the smoothing distribution in these models. Such expectations appear naturally
in several learning contexts, such as likelihood estimation (MLE) and Markov score climbing
(MSC). PARIS has linear computational complexity, limited memory requirements and comes with
non-asymptotic bounds, convergence results and stability guarantees. Still, being based on self-
normalised importance sampling, the PARIS estimator is biased. Our first contribution is to design
a novel additive smoothing algorithm, the Parisian particle Gibbs (PPG) sampler, which can be
viewed as a PARIS algorithm driven by conditional SMC moves, resulting in bias-reduced estimates
of the targeted quantities. We substantiate the PPG algorithm with theoretical results, including
new bounds on bias and variance as well as deviation inequalities. Our second contribution is
to apply PPG in a learning framework, covering MLE and MSC as special examples. In this
context, we establish, under standard assumptions, non-asymptotic bounds highlighting the value
of bias reduction and the implicit Rao–Blackwellization of PPG. These are the first non-asymptotic
results of this kind in this setting. We illustrate our theoretical results with numerical experiments
supporting our claims.

1. Introduction

Sequential Monte Carlo (SMC) methods, or particle filters, are simulation-based approaches used for
the online approximation of posterior distributions in the context of Bayesian inference in state space
models. In nonlinear hidden Markov models (HMM), they have been successfully applied for ap-
proximating online the typically intractable posterior distributions of sequences of unobserved states
(Xs1 , . . . , Xs2) given observations (Yt1 , . . . , Yt2) for 0 ≤ s1 ≤ s2 and 0 ≤ t1 ≤ t2. Standard SMC
methods use Monte Carlo samples generated recursively by means of sequential importance sampling
and resampling steps. A particle filter approximates the flow of marginal posteriors by a sequence of
occupation measures associated with a sequence {ξit}Ni=1, t ∈ N, of Monte Carlo samples, each parti-
cle ξit being a random draw in the state space of the hidden process. Particle filters revolve around
two operations: a selection step duplicating/discarding particles with large/small importance weights,
respectively, and a mutation step evolving randomly the selected particles in the state space. Ap-
plying alternatingly and iteratively selection and mutation results in swarms of particles being both
temporally and spatially dependent. The joint state posteriors of an HMM can also be interpreted
as laws associated with a certain kind of Markovian backward dynamics; this interpretation is useful,

1



for instance, when designing backward-sampling-based particle algorithms for nonlinear smoothing
[Douc et al., 2011, Del Moral et al., 2010].

Throughout the years, several convergence results as the number N of particles tends to infinity
have been established; see, e.g., [Del Moral, 2004, Douc and Moulines, 2008, Cappé et al., 2005] and
the references therein. In addition, a number of non-asymptotic results have been established, including
time-uniform bounds on the SMC Lp error and bias as well as bounds describing the propagation of
chaos among the particles. Extensions to the backward-sampling-based particle algorithms can also
be found for instance in [Douc et al., 2011, Del Moral et al., 2010, Dubarry and Le Corff, 2013].

In this paper, we focus on the problem of recursively computing smoothed expectations η0:tht =
E[ht(X0:t) | Y0:t] for additive functionals ht in the form

ht(x0:t) :=

t−1∑
s=0

h̃s(xs:s+1), (1.1)

where X0:n and Y0:n denote vectors of states and observations (see below for precise definitions). Such
expectations appear frequently in the context of maximum-likelihood parameter estimation in nonlin-
ear HMMs, for instance, when computing the score function (the gradient of the log-likelihood function)
or the Expectation Maximization intermediate quantity; see [Cappé, 2001, Andrieu and Doucet, 2003,
Poyiadjis et al., 2005, Cappé, 2011, Poyiadjis et al., 2011]. The particle-based, rapid incremental smoother
(PARIS) proposed in [Olsson and Westerborn, 2017] is tailored for solving online this additive smooth-
ing problem. When the transition density of the latent states is lower and upper bounded, this
algorithm can be shown to have a linear computational complexity in the number N of particles and
limited memory requirements. An interesting feature of the PARIS, which samples on-the-fly from the
backward dynamics induced by the particle filter, is that it requires two or more backward draws per
particle to cope with the degeneracy of the sampled trajectories and remain numerically stable in the
long run, with an asymptotic variance that grows only linearly with time.

In this paper, we introduce a method to reduce the bias of the PARIS estimator of η0:tht. The
idea is to mix—by introducing a conditional PARIS algorithm—the PARIS algorithm with a backward-
sampling-based version of the particle Gibbs sampler [Andrieu et al., 2010b, Lindsten et al., 2014a,
Chopin and Singh, 2015a, Del Moral et al., 2016, Del Moral and Jasra, 2018]. This leads to a batch
mode PARIS particle Gibbs (PPG) sampler, which we furnish with an upper bound of the bias that
decreases inversely proportionally to the number N of particles and exponentially fast with the particle
Gibbs iteration index (under the assumption that the particle Gibbs sampler is uniformly ergodic).

As an application we consider the problem of likelihood maximization with stochastic gradient.
In this specific context, where the smoothing estimator is employed repeatedly to produce mean-field
estimates, controlling the bias becomes critical. Thus, it is natural to aim at minimizing the bias
for a fixed computational budget, provided that the variance does not explode. For this reason, bias
reduction in stochastic simulation has been the subject of extensive research during the last decades
[Jacob et al., 2020, Glynn and Rhee, 2014]. The present paper contributes to this line of research. In
particular, we show that stochastic approximation (SA) with PPG achieves a O(log(n)/

√
n) rate, where

n is the number of SA steps. This improves on a previous result of [?], which establishes the almost
sure convergence (to a stationary point of the likelihood) of an SA Expectation Maximization (EM)
algorithm based on particle Gibbs with ancestor sampling (PGAS).

The paper is structured as follows. In Section 2, we recall the hidden Markov model framework, the
particle filter and the PARIS algorithm. In Section 3, we lay out the PPG algorithm and present the first
central result of this paper, an upper bound on the bias of our estimator as a function of the number
of particles and the iteration index of the Gibbs algorithm. In addition, we provide an upper bound
on the mean-squared error (MSE). In Section 4, we undertake the learning problem and present the
second result of this paper, a O(log(n)/

√
n) non-asymptotic bound on the expectation of the squared

gradient norm taken at a random index K. In Section 5.1, we illustrate our results through numerical
experiments. All the proofs are collected in the supplementary material.
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Notation. For a given measurable space (X,X), where X is a countably generated σ-algebra, we
denote by F(X) the set of bounded X/B(R)-measurable functions on X. For any h ∈ F(X), we let
∥h∥∞ := supx∈X |h(x)| and osc(h) := sup(x,x′)∈X2 |h(x) − h(x′)| denote the supremum and oscillator
norms of h, respectively. Let M(X) be the set of σ-finite measures on (X,X) and M1(X) ⊂ M(X)
the probability measures. For any h ∈ F(X) and µ ∈ M(X) we write µ(f) =

∫
h(x)µ(dx). For a

Markov kernel K from (X,X) to another measurable space (Y,Y), we define the measurable function
Kh : X ∋ x 7→

∫
h(y)K(x,dy). The composition µK is a probability measure on (Y,Y) such that

µK : X ∋ A 7→
∫
µ(dx)K(x, dy)1A(y). For all sequences {au}u∈Z and {bu}u∈Z, and all s ≤ t we write

as:t = {as, . . . , at} and bs:t = {bs, . . . , bt}.

2. Background

2.1 Hidden Markov models

Hidden Markov models consist of an unobserved state process {Xt}t∈N and observations {Yt}t∈N,
where, at each time t ∈ N, the unobserved state Xt and the observation Yt are assumed to take values
in some general measurable spaces (Xt,Xt) and (Yt,Yt), respectively. It is assumed that {Xt}t∈N is a
Markov chain with transition kernels {Mt+1}t∈N and initial distribution η0. Given the states {Xt}t∈N,
the observations {Yt}t∈N are assumed to be independent and such that for all t ∈ N, the conditional
distribution of the observation Yt depends only on the current state Xt. This distribution is assumed
to admit a density gt(Xt, ·) with respect to some reference measure. In the following we assume that
we are given a fixed sequence {yt}t∈N of observations and define, abusing notations, gt(·) = gt(·, yt)
for each t ∈ N. We denote, for 0 ≤ s ≤ t, Xs:t :=

∏t
u=s Xu and Xs:t :=

⊗t
u=s Xu. Consider the

unnormalized transition kernel

Qs : Xs ×Xs+1 ∋ (x,A) 7→ gs(x)Ms(x,A) (2.2)

and let

γ0:t : X0:t ∋ A 7→
∫
1A(x0:t) η0(dx0)

t−1∏
s=0

Qs(xs,dxs+1). (2.3)

Using these quantities, we may define the joint-smoothing and predictor distributions at time t ∈ N as

η0:t : X0:t ∋ A 7→ γ0:t(A)

γ0:t(X0:t)
, (2.4)

ηt : Xt ∋ A 7→ η0:t(X0:t−1 ×A), (2.5)

respectively. It can be shown (see [Cappé et al., 2005, Section 3]) that η0:t and ηt are the condi-
tional distributions of X0:t and Xt given Y0:t−1 respectively, evaluated at y0:t−1. Unfortunately, these
distributions, which are vital in Bayesian smoothing and filtering as they enable the estimation of
hidden states through the observed data stream, are available in a closed form only in the cases of
linear Gaussian models or models with finite state spaces; see [Cappé et al., 2009] for a comprehensive
coverage.

2.2 Particle filters

For most models of interest in practice, the joint smoothing and predictor distributions are intractable,
and so are also any expectation associated with these distributions. Still, such expectations can
typically be efficiently estimated using particle methods, which are based on the predictor recursion
ηt+1 = ηtQt/ηtgt. At time t, if we assume that we have at hand a consistent particle approximation

of ηt, formed by N random draws {ξit}Ni=1, so-called particles, in Xt and given by ηNt = N−1
∑N

i=1 δξit ,

plugging ηNt into the recursion tying ηt+1 and ηt yields the mixture ηNt Qt, from which a sample of N
new particles can be drawn in order to construct ηNt+1. To do so, we sample, for all 1 ≤ i ≤ N , ancestor
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indices αi
t ∼ Categorical({gt(ξℓt )}Nℓ=1) and then propagate ξit+1 ∼Mt(ξ

αi
t

t , ·). This procedure, which is
initialized by sampling the initial particles {ξi0}Ni=1 independently from η0, describes the particle filter
with multinomial resampling and produces consistent estimators such that for every h ∈ F(Xt), η

N
t (h)

converges almost surely to ηt(h) as the number N of particles tends to infinity.
This procedure can also be extended to produce particle approximations of the joint-smoothing

distributions {η0:t}t∈N. Note that the successive ancestor selection steps described previously generates
an ancestor line for each terminal particle ξit, which we denote by ξi0:t. It can then be easily shown

that ηN0:t = N−1
∑N

i=1 δξi0:t forms a particle approximation of the joint-smoothing distribution η0:t.
However, it is well known that the same selection operation also depletes the ancestor lines, since,
at each step, two different particles are likely to originate from the same parent in the previous
generation. Thus, eventually, all the particles end up having a large portion of their initial ancestry
in common. This means that in practice, this naive approach, which we refer to as the poor man’s
smoother, suffers generally from high variance when used for estimating joint-smoothing expectations
of objective functionals depending on the whole state trajectory.

2.3 Backward smoothing and the PARIS algorithm

We now discuss how to avoid the problem of particle degeneracy relative to the smoothing problem by
means of so-called backward sampling. While this line of research has broader applicability, we restrict
ourselves for the sake of simplicity to the case of additive state functionals in the form

ht(x0:t) :=

t−1∑
s=0

h̃s(xs:s+1), x0:t ∈ X0:t. (2.6)

Appealingly, using the poor man’s smoother described in the previous section, smoothing of additive
functionals can be performed online alongside the particle filter by letting, for each s,

ηN0:shs := N−1
N∑
i=1

βi
s, (2.7)

where the statistics {βi
s}Ni=1 satisfy the recursion

βi
s+1 = β

αi
s

s + h̃s(ξ
αi

s
s , ξis+1), (2.8)

where αi
s is, as described, the ancestor at time s of particle ξis+1.

As mentioned above, the previous estimator suffers from high variance when s is relatively large
with respect to N . However, assume now that the model is fully dominated in the sense that each
state process kernel Ms has a transition density ms with respect to some reference measure; then,
interestingly, it is easily seen that the conditional probability that αi

s = j given the offspring ξis+1 and
the ancestors {ξℓs}Nℓ=1 is given by

Λs(i, j) :=
ωj
sms(ξ

j
s , ξ

i
s+1)∑N

ℓ=1 ω
ℓ
sms(ξℓs, ξ

i
s+1)

. (2.9)

Here Λs forms a backward Markov transition kernel on J1, NK × J1, NK. Using this observation, we
may avoid completely the particle-path degeneracy of the poor man’s smoother by simply replacing
the naive update (2.8) by the Rao–Blackwellized counterpart

βi
s+1 =

N∑
j=1

Λs(i, j){βj
s + h̃s(ξ

j
s , ξ

i
s+1)}. (2.10)

This approach, proposed in [Del Moral et al., 2010], avoids elegantly the path degeneracy as is elimi-
nates the ancestral connection between the particles by means of averaging. Furthermore, it is entirely
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online since at step s only the particle populations ξ1:Ns and ξ1:Ns+1 are needed to perform the update.
Still, a significant drawback is the overall O(N2) complexity for the computation of β1:N

t , since the
calculation of each βi

s+1 in (2.10) involves the computation of N2 terms, which can be prohibitive
when the number N of particles is large. Thus, in [Olsson and Westerborn, 2017], the authors propose
to sample M ≪ N conditionally independent indices {J i,j

s }Mj=1 from the distribution Λs(i, ·) and to
update the statistics according to

βi
s+1 = M−1

M∑
j=1

(
β
Ji,j
s

s + h̃s(ξ
Ji,j
s

s , ξis+1)
)
. (2.11)

If the transition density ms is uniformly bounded from above and below, an accept-reject approach
allows the sampling-based update (2.11) to be performed for i ∈ J1, NK at an O(N(M + 1)) overall
complexity if a pre-initialized multinomial sampler is used. A key aspect of this approach is that
the number M of sampled indices at each step can be very small; indeed, for any fixed M ≥ 2, the
algorithm, which is referred to as the PARIS, can be shown to be stochastically stable with an O(t)
variance (see [Olsson and Westerborn, 2017, Section 1] for details), and setting M to 2 or 3 yields
typically fully satisfying results.

The PARIS estimator can be viewed as an alternative to the FFBSm, rather than the FFBSi. Even
if the PARIS and FFBSi are both randomised versions of the FFBSm estimator, the PARIS is of a
fundamentally different nature than the FFBSi. The PARIS approximates the forward-only FFBSm
online in the context of additive functionals by approximating each updating step by additional Monte
Carlo sampling. The sample size M is an accuracy parameter that determines the precision of this
approximation, and by increasing M the statistical properties of the PARIS approaches those of the
forward-only FFBSm. On the other hand, as shown in [Douc et al., 2011, Corollary 9], the asymptotic
variance of FFBSi is always larger than that of the FFBSm, with a gap given by the variance of the
state functional under the joint-smoothing distribution. Thus, we expect, especially in the case of a
low signal-to-noise ratio, the PARIS to be more accurate than the FFBSi for a given computational
budget. Another important reason to focus on the PARIS estimator rather than the FFBSi is the
appealing online properties of the latter, whose interplay with and relevance to the particle MCMC
methodology is to be explored. Our results can be naturally extended to the FFBSi and PGAS but
since the PARIS has a practical edge, we chose to center our contribution around it although the main
idea behind our paper is more general.

3. PARIS particle Gibbs

3.1 Particle Gibbs methods

The conditional particle filter (CPF) introduced in [Andrieu et al., 2010a] serves the basis of a particle-
based MCMC algorithm targeting the joint-smoothing distribution η0:t. Let ℓ ∈ N∗ be an iteration
index and ζ0:t[ℓ] a conditional path used at iteration ℓ of the CPF to construct a particle approximation
of η0:t as follows. At step s ∈ J1, tK of the CPF, a randomly selected particle, with uniform probability
1/N , is set to ζs[ℓ], whereas the remaining N − 1 particles are all drawn from the mixture ηNs−1Qs−1.
At the final step, a new particle path ζ0:t[ℓ+ 1] is drawn either:

• by selecting randomly, again with uniform probability 1/N , a genealogical trace from the an-
cestral tree of the particles {ξ1:Ns }ts=0 produced by the CPF, as in the vanilla particle Gibbs
sampler;

• or by generating the path by means of backward sampling, i.e., by drawing indices J0:t backwards
in time according to Jt ∼ Categorical({1/N}Ni=1) and, conditionally to Js+1, Js ∼ Λs(Js+1, ·),
s ∈ J0, t−1K, and letting ζ0:t[ℓ+1] = (ξJ0

0 , . . . ξJt
t ) (where the transition kernels {Λs}ts=0, defined

by (2.9), are induced by the particles produced by the CPF), as proposed in [Whiteley, 2010].
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The theoretical properties of the different versions of the particle Gibbs sampler are well studied
[Singh et al., 2017, Chopin and Singh, 2015b, Andrieu et al., 2018]. In short, the produced conditional
paths (ζ0:t[ℓ])ℓ∈N form a Markov chain whose marginal law converges geometrically fast in total vari-
ation to the target distribution η0:t. As it is the case for smoothing algorithms, the vanilla particle
Gibbs sampler suffers from bad mixing due to particle path degeneracy while its backward-sampling
counterpart exhibits superior performance as t increases [Lee et al., 2020].

3.2 The PPG algorithm

Remarkably, in order for the standard particle Gibbs samplers to output a single conditional path, a
whole particle filter is run and then discarded, resulting in significant waste of computational work.
Thus, we now introduce a variant of the PARIS algorithm, coined the PARIS particle Gibbs (PPG), in
which the conditional path of particle Gibbs with backward sampling is merged with the intermediate
particles, ensuring less computational waste and reduced bias with respect to the vanilla PARIS.

In the following we let t ∈ N be a fixed time horizon, and describe in detail how the PPG ap-
proximates iteratively η0:tht, where ht is an additive functional in the form (2.6). Using a given
conditional path ζ0:t[ℓ − 1] as input, the ℓ-th iteration of the PPG outputs a many-body system
υt[ℓ] = ((ξ10:t, β

1
t ), . . . , (ξ

N
0:t, β

N
t )) comprisingN backward particle paths {ξi0:t}Ni=1 with associated PARIS

statistics {βi
t}Ni=1. This is the so-called conditional PARIS update detailed in Algorithm 1. After this,

an updated conditional path is selected with probability 1/N among the N particle paths {ξi0:t}Ni=1

and used as input in the next conditional PARIS operation. At each iteration, the produced statistics
{βi

t}Ni=1 provide an approximation of η0:tht according to (2.7). The overall algorithm is summarized
in Algorithm 2. The function CPFs describes one step of the conditional particle filter and is given
in the supplementary material. In addition, the PPG algorithm defines a Markov chain with Markov
transition kernel denoted by Kt and detailed in (A.41).

Algorithm 1 One conditional PARIS update (CondPaRIS)

Input: {(ξi0:s, βi
s)}Ni=1, ζs+1, h̃s−1

Result: {(ξi0:s+1, β
i
s+1)}Ni=1

1 draw ξ1:Ns+1 ∼ CPFs(ζs+1, ξ
1:N
s )

for i← 1 to N do
2 draw {J i,ℓ

s }Mℓ=1 ∼ Λ(i, ·)�M

3 set βi
s+1 ←M−1

∑M
ℓ=1

(
β
i,Ji,ℓ

s
s + h̃s(ξ

i,Ji,ℓ
s

s , ξis+1)
)

4 set ξi0:s+1 ← (ξ
i,Ji,1

s
0:s , ξis+1)

Algorithm 2 One iteration of PPG

Input: Initial path ζ0:t, {h̃s}t−1s=0

Result: {βi
t}Ni=1, ζ

′
0:t

5 draw ξ1:N0 ∼ CPF0(ζ0)
6 set βi

0 ← 0 for i ∈ J1, NK
7 for s← 0 to t− 1 do

8 set {(ξi0:s+1, β
i
s+1)}Ni=1 ← CondPaRIS({(ξi0:s, βi

s)}Ni=1, ζs+1, h̃s)

9 draw ζ ′0:t ∼ N−1
∑N

i=1 δξi0:t

As performing k steps of the PPG results in k many-body systems, it is natural to consider the
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following roll-out estimator which combines the backward statistics from step k0 < k to k:

Π(k0,k),N (ht) = [N(k − k0)]
−1

k∑
ℓ=k0+1

N∑
j=1

βj
t [ℓ]. (3.12)

The total number of particles used in this estimator is C = (N − 1)k per time step. We denote by
υ = (k−k0)/k the ratio of the number of particles used in the estimator to the total number of sampled
particles.

We now state the first main results of the present paper, in the form of theoretical bounds
on the bias and mean-squared error (MSE) of the roll-out estimator (3.12). These results are ob-
tained under the following strong mixing assumptions, which are now standard in the literature (see
[Del Moral, 2004, Douc and Moulines, 2008, Del Moral, 2013, Del Moral et al., 2016]). It is crucial for
obtaining quantitative bounds for particle smoothing algorithms, see [Olsson and Westerborn, 2017] or
[Gloaguen et al., 2022] but also for the coupled conditional backward sampling particle filter [Lee et al., 2020].

A 3.1 (strong mixing). For every s ∈ N there exist
¯
τs, τ̄s,

¯
σs, and σ̄s in R∗+ such that

(i)
¯
τs ≤ gs(xs) ≤ τ̄s for every xs ∈ Xs,

(ii)
¯
σs ≤ ms(xs, xs+1) ≤ σ̄s for every (xs, xs+1) ∈ Xs:s+1.

Under A 3.1, define, for every s ∈ N,

ρs := max
m∈J0,sK

τ̄mσ̄m

¯
τm

¯
σm

(3.13)

and, for every N ∈ N∗ and t ∈ N such that N > Nt := (1 + 5ρ2t/2) ∨ 2t(1 + ρ2t ),

κN,t := 1− 1− (1 + 5tρ2t/2)/N

1 + 4t(1 + 2ρ2t )/N
. (3.14)

Note that κN,t ∈ (0, 1) for all N and t as above.

Theorem 1. Assume A 3.1. Then for every t ∈ N, M ∈ N∗, ξ ∈ M1(X0:t), k0 ∈ N∗, k > k0 and
N ∈ N∗ such that N > Nt, ∣∣Eξ[Π(k0,k),N (ht)]− η0:tht

∣∣ ≤ σbias (3.15)

Eξ

[(
Π(k0,k),N (ht)− η0:tht

)2] ≤ σ2
mse,

where

σbias :=
cbiast κk0

t,N

∑t−1
m=0 ∥h̃m∥∞

(k − k0)(1− κt,N )N
,

σ2
mse :=

(
∑t−1

m=0 ∥h̃m∥∞)2

N(k − k0)

(
cmse
t +

2ccovt

N1/2(1− κt,N )

)
and cbiast , cmse

t and ccovt are constants that do not depend on N and Eξ denotes the expectation under
the law of the Markov chain formed by the PPG when initialized according to ξ.

The proof is provided in the supplementary material. Importantly, (3.15) provides a bound on the
bias of the roll-out estimator that decreases exponentially with the burn-in period k0 and is inversely
proportional to the number N of particles. This means that we can improve the bias of the PARIS

estimator with a better allocation of the computational resources.
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4. Parameter learning with PPG

We now turn to parameter learning using PPG and gradient-based methods. We set the focus on
learning the parameter θ of a function V (θ) whose gradient is the smoothed expectation of an additive
functional s0:t,θ in the form (2.6). Algorithm 4 defines a stochastic approximation (SA) scheme where
the noise forms a parameter dependent Markov chain with associated invariant measure πθ . We
follow the approach of [Karimi et al., 2019] to establish a non-asymptotic bound over the mean field
h(θ) := πθs0:t,θ . Such a setting encompasses for instance the following estimation procedures.

(1) Score ascent. In the case of fully dominated HMMs, we are often interested in optimizing the
log-likelihood of the observations given by V (θ) = log

∫
γ0:t,θ(dx0:t). By applying Fisher’s identity,

we may express its gradient as a smoothed expectation of an additive functional according to

∇θV (θ) =

∫
∇θ log γ0:t(x0:t) η0:t,θ(dx0:t),

=

∫ t−1∑
ℓ=0

sℓ,θ(xℓ, xℓ+1) η0:t,θ(dx0:t),

where sℓ,θ : Xℓ:ℓ+1 ∋ (x, x′) 7→ ∇θ log{gℓ,θ(x)mℓ,θ(x, x
′)} and s0:t,θ :=

∑t−1
ℓ=0 sℓ,θ .

(2) Inclusive KL surrogates. Inspired by [Naesseth et al., 2020], we may consider the problem of

learning a surrogate model for η0:t,θ in the form qϕ(x0:t) = qϕ(x0)
∏t−1

ℓ=0 qϕ(xℓ+1, xℓ) by minimizing
V (ϕ) = KL(η0:t,θ , qϕ).

Algorithm 3 Gradient estimation with roll-out PPG (GdEst)

Input: θ, ζ0:t[0], {sℓ,θ}t−1ℓ=0, number k of PPG iterations, burn-in k0.
Result: β1:N

t [k0 : k], ζ0:t[k]
10 for ℓ← 0 to k − 1 do

11 run (β̃1:N
t [ℓ+ 1], ζ0:t[ℓ+ 1])← PPG(θ; ζ0:t[ℓ], {sℓ,θ}t−1ℓ=0)

12 if ℓ ≥ k0 − 1 then

13 set β1:N
t [ℓ+ 1] = β̃1:N

t [ℓ+ 1]

Algorithm 4 Score ascent with PPG.

Input: θ0, ζ0:t[0], number k of PPG iterations, burn-in k0, number of SA iterations n, learning-rate
sequence {γℓ}ℓ∈N.

Result: θn
14 for i← 0 to n− 1 do
15 run (β1:N

t [k0 : k], ζ0:t[i+ 1])← GdEst(θi, ζ0:t[i], {sℓ,θi}t−1ℓ=0, k, k0)

16 set Π(k0,k),N (s0:t,θi) = (N(k − k0))
−1∑k−1

ℓ=k0

∑N
j=1 β

j
t [ℓ]

17 set θi+1 ← θi + γi+1Π(k0,k),N (s0:t,θi)

Note that Algorithm 3 defines a (collapsed) Markov kernel Pθ,t defining for each path ζ0:t a measure

Pθ,t(ζ0:t,d(ζ̃0:t, β̃
1:N
t [k0 : k])) over the extended space of paths and sufficient statistics. Note that by

evaluating the function b1:Nt [k0 : k] 7→ [N(k − k0)]
−1∑k

ℓ=k0+1

∑N
j=1 b

j
t [ℓ] at a realisation of this kernel

gives the roll-out estimator whose properties are analysed in Theorem 1. The Markov kernel Pθ,t is
detailed in (B.72).

The following assumptions, are vital when analysing the convergence of Algorithm 4.

A 4.1. (i) The function θ 7→ V (θ) is LV -smooth.
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(ii) The function θ 7→ η0:t,θ is Lη-Lipschitz in total variation distance.
(iii) For each path ζ0:t ∈ X0:t, the function

θ 7→ Kθ,t(ζ0:t,dζ̃0:t) (4.16)

is LP
1 -Lipschitz in total variation distance, where Kθ,t is path-marginalized Markov transition

kernel associated with the PPG algorithm when the model is parameterized by θ, see (A.41).
(iv) For each path ζ0:t ∈ X0:t, the function

θ 7→ Pθ,tΠk0−1,k,N (s0:t,θ)(ζ0:t) (4.17)

is LP
2 -Lipschitz in total variation distance.

In the case of score ascent we check, in Appendix B, that these assumptions hold if the strong
mixing assumption A 3.1 is satisfied uniformly in θ, and with additional assumptions on the model.
We are now ready to state a bound on the mean field h(θ) for Algorithm 4.

Theorem 2. Assume A 3.1 uniformly in θ and A 4.1 and suppose that the stepsizes {γℓ+1}ℓ∈J0,n−1K
satisfy γℓ+1 ≤ γℓ, γℓ < aγℓ+1, γℓ − γℓ+1 < a′γ2

ℓ and γ1 ≤ 0.5(LV +Ch) for some a > 0, a′ > 0 and all
n ∈ N. Then,

E
[
∥h(θϖ)∥2

]
≤ 2

V0,n + C0,n + C0,γ

∑n
k=0 γ

2
k+1∑n

k=0 γk+1
, (4.18)

where V0,n = E [V (θ)− V (θn)] and

C0,n := γ1h(θ0)C0 + σbias(γ1 − γn+1 + 1)δ−1k,N,t , (4.19)

C0,γ := σ2
mseL

V + σmseC1 + σmseσbias

(
LV +

C2

1− κN,t

)
δ−1k,N,t + σbiasL

V δ−1k,N,t , (4.20)

Ch :=

(
C1 + σbias

C2

(1− κN,t)δk,N,t

)
[(a+ 1)/2 + aσmse] + (LV + a′ + 1)σbiasδ

−1
k,N,t , (4.21)

C1 = LP
2

[
1 + κk

N,tδ
−1
k,N,t

]
+ LV (4.22)

C2 = LP
1 δ
−1
k,N,t + Lηκk

N,t . (4.23)

where C0 is independent of σbias, σmse, N and where δk,N,t = 1− κk
N,t.

Theorem 2 establishes not only the convergence of Algorithm 4, but also illustrates the impact of
the bias and the variance of the PPG on the convergence rate.

Remark 1. Under additional assumptions on the model (cf Appendix B), if we consider γ1 ≤
0.5(LV + Ch), γℓ = γ1ℓ

−1/2 for all ℓ ∈ J1, nK, then
∑n

k=0 γ
2
k+1/

∑n
k=0 γk+1 ∼ log n/

√
n, showing

that E
[
∥h(θϖ)∥2

]
is O(log n/

√
n), where the leading constant depends on σbias and σmse.

Remark 1 establishes the rate of convergence of Algorithm 4. In principle we could try to optimize
the parameters k, k0 and N of the algorithm using these bounds, but one of the main challenges with
this approach is the determination of the mixing rate, which is underestimated by κN,t. Still, our
bound provides interesting information of the role of both bias and MSE.

5. Numerics

In this section, we focus on the numerical analysis of the two main results of the paper, namely the bias
and MSE bounds of the roll-out estimator established in Theorem 1 and the efficiency of using PPG for
learning in the framework developed in Section 4. For the latter, we will restrict ourselves to the case
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of parameter learning via score ascent. In this setting, the competing method that corresponds most
closely to the one presented here consists of using, as presented in Algorithm 5, a standard particle
Gibbs sampler Πθ instead of the PPG. One of the most common such samplers is the particle Gibbs with
ancestor sampling (PGAS) presented in [Lindsten et al., 2014b]. In [Lindholm and Lindsten, 2018], the
PGAS is used for parameter learning in HMMs via the Expectation Maximization (EM) algorithm.

Algorithm 5 Score ascent with particle Gibbs kernel.

Data: ζ0:t[0], θ0, number k of paths per trajectory, burn-in k0, number n of SA iterations, learning-rate
sequence {γℓ}ℓ∈N, Πθ(ζ0:t,dζ̃0:t) a Markov kernel targeting η0:t.

Result: θn
18 for i← 0 to n− 1 do
19 for j ← 0 to k − 1 do

20 sample ζ̃0:t[j + 1] ∼ Πθ(ζ̃0:t[j], ·)

21 set θi+1 ← θi +
γi+1

k−k0

∑k
ℓ=k0+1 s0:t,θi(ζ̃0:t[ℓ])

22 set ζ0:t[i+ 1] = ζ̃0:t[k]

5.1 PPG

Linear Gaussian state-space model (LGSSM). We first consider a linear Gaussian HMM

Xm+1 = AXm +Qϵm+1, Ym = BXm +Rζm, m ∈ N, (5.24)

where {ϵm}m∈N∗ and {ζm}m∈N are sequences of independent standard normally distributed random
variables, independent of X0. The coefficients A, Q, B, and R are assumed to be known and equal
to 0.97, 0.60, 0.54, and 0.33, respectively. Using this parameterisation, we generate, by simulation, a
record of t = 999 observations.

In this setting, we aim at computing smoothed expectations of the state one-lag covariance ht(x0:t) :=∑t−1
m=0 xmxm+1. In the linear Gaussian case, the disturbance smoother (see [Cappé et al., 2005, Algo-

rithm 5.2.15]) provides the exact values of the smoothed sufficient statistics, which allows us to study
the bias of the estimator for a given computational budget C. Figure 1 displays, for three different
total budgets C, the distribution of estimates of η0:nhn using the PARIS as well as three different
configurations of the PPG corresponding to k ∈ {2, 4, 10} (and N = C/k) with k0 = k/2 and k0 = k/4.
The reference value is shown as a red-dashed line and the mean value of each distribution is shown as a
black-dashed line. Each boxplot is based on 1000 independent replicates of the corresponding estima-
tor. We observe that in this example, all configurations of the PPG are less biased than the equivalent
PARIS estimator. The illustration of the bounds from Theorem 1 is postponed to Appendix D.1.

5.2 Score ascent

LGSSM. We consider the LGSSM with state and observation spaces being R5. We assume that the
parameters R and Q are known and consider the inference of θ = (A,B) on the basis of a simulated
sequence of n = 999 observations. In this setting, the M-step of the EM algorithm can be solved
exactly with the disturbance smoother [Cappé et al., 2005, Chapter 11]. The parameter obtained by
this procedure (denoted θmle) is the reference value for any likelihood maximization algorithm. Table 1
shows the L2 distance between the singular values of θmle and those of the parameters obtained by
Algorithm 4 and Algorithm 5. The CLT confidence intervals were obtained on the basis of 25 replicates.
The configurations respect a given particle budget kN = C = 1024. The choice of keeping k0 = k/2 is
a heuristic rule to achieve a good bias–variance trade-off, but other combinations of k0 and k may lead
to better performance for different problems. We analyse this for the LGSMM in Appendix D.2.All
settings are the same for both algorithms and are described in Appendix D.2. The PPG achieves
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Figure 1: PARIS and PPG outputs for the LGSSM for C = 500, yellow boxes correspond to PPG outputs
produced using k ∈ {50, 20, 10, 5} iterations and N ∈ {C/50, C/20, C/10, C/5} particles. The image
on the left corresponds to taking k0 = k/2 and the one on the right to k0 = k/4.

consistently a smaller distance to θmle. Figure 2 displays, for each estimator and configuration, the
evolution of the distance to the MLE estimator as a function of the iteration index.

100 101 102 103 104

100

3 × 10 1

4 × 10 1

6 × 10 1

2 × 100

PGAS(N=32, k=64)
PGAS(N=64, k=32)
PGAS(N=128, k=16)
PGAS(N=256, k=8)
PPG(N=32, k=64)
PPG(N=64, k=32)
PPG(N=128, k=16)
PPG(N=256, k=8)

Figure 2: Distance to the MLE estimator as a function of the iteration step for PGAS and PPG with
different parameters while keeping the particle budget fixed for LGSSM for 25 different seeds.

CRNN. We consider now the problem of inference in a non-linear HMM and in particular the chaotic
recurrent neural network introduced by [Zhao et al., 2021]. We use the same setting as in the original
paper. The state and observation equations are

Xm+1 = Xm + τ−1∆(−Xm + γW tanh(Xm)) + ϵm+1,

Ym = BXm + ζm, m ∈ N,

where {ϵm}m∈N∗ is a sequence of 20-dimensional independent multivariate Gaussian random variables
with zero mean and covariance 0.01I and {ζm}m∈N is a sequence of independent random variables
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Table 1: Distance to θMLE for each configuration in the LGSSM case.

Algorithm N k0 k Dmle

PGAS 32 32 64 0.793 ± 0.048
PGAS 64 16 32 0.751 ± 0.052
PGAS 128 8 16 0.633 ± 0.054
PGAS 256 4 8 0.580 ± 0.049
PPG 32 32 64 0.358 ± 0.038
PPG 64 16 32 0.373 ± 0.031
PPG 128 8 16 0.355 ± 0.043
PPG 256 4 8 0.351 ± 0.042

Table 2: Per configuration negative loglikelihood for the CRNN model.

Algorithm N k0 k NLL
PGAS 32 16 32 31364.932 ± 173.708
PGAS 64 8 16 31083.408 ± 380.527
PGAS 128 4 8 30264.836 ± 265.880
PPG 32 16 32 22291.971 ± 47.683
PPG 64 8 16 22314.537 ± 25.028
PPG 128 4 8 22353.416 ± 39.443

where each component is distributed independently according to a Student’s t-distribution with scale
0.1 and 2 degrees of freedom.

In this case, the natural metric used to evaluate the different estimators is the negative log likelihood
(NLL). We use the unbiased estimator of the likelihood given by the mean of the log weights produced
by a particle filter [Douc et al., 2014, Section 12.1] using N = 104 particles. Table 2 shows the results
obtained for 25 different replications for several different configurations of PPG and PGAS, while keeping
total budget of particles fixed. Further numerical details are given in Appendix D.2. We observe that
PPG achieves the a considerably lower NLL than PGAS in all configurations.

6. Conclusion

We have presented a new algorithm, referred to as PPG as well as bounds on its bias and MSE in
Theorem 1. We then propose a way of using PPG in a learning framework and derive a non-asymptotic
bound over the gradient of the updates when doing score ascent with the PPG with explicit dependence
on the bias and MSE of the estimator. We provide numerical simulations to support our claims, and we
show that our algorithm outperforms the current competitors in the two different examples analysed.
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A. PPG

In this section, we develop the theoretical framework necessary to establish Theorem 1. We recall
the notions of Feynman–Kac models, many-body Feynman–Kac models, backward interpretations, and
conditional dual processes. Our presentation follows closely [Del Moral et al., 2016] but with a different
and hopefully more transparent definition of the many-body extensions. We restate (in Theorem 3
below) a duality formula of [Del Moral et al., 2016] relating these concepts. This formula provides a
foundation for the particle Gibbs sampler described in Algorithm 2.

Notations. Let (Z,Z) be a measurable space and L another possibly unnormalised transition
kernel on Y ×Z. Define, with K as above,

KL : X ×Z ∋ (x,A) 7→
∫

L(y,A)K(x, dy)

and

K � L : X × (Y � Z) ∋ (x,A) 7→
∫∫

1A(y, z)K(x, dy)L(y,dz),

whenever these are well defined. This also defines the � products of a kernel K on X×Y and a measure
ν on X as well as of a kernel L on Y ×X and a measure µ on Y as the measures

ν � K : X � Y ∋ A 7→
∫∫

1A(x, y)K(x, dy) ν(dx),

L � µ : X � Y ∋ A 7→
∫∫

1A(x, y)L(y,dx)µ(dy).

A.1 Many-body Feynman–Kac models

In the following, we assume that all random variables are defined on a common probability space
(Ω,F ,P). The distribution flow {ηm}m∈N defined in eq. (2.4) is intractable in general, but can be
approximated by random samples ξm = {ξim}Ni=1, m ∈ N, referred to as particles, where N ∈ N∗ is a
fixed Monte Carlo sample size and each particle ξim is an Xm-valued random variable. Such particle
approximation is based on the recursion ηm+1 = Φm(ηm), m ∈ N, where Φm denotes the mapping

Φm : M1(Xm) ∋ η 7→ ηQm

ηgm
(A.25)

taking on values in M1(Xm+1). In order to describe recursively the evolution of the particle popu-
lation, let m ∈ N and assume that the particles ξm form a consistent approximation of ηm in the

sense that µ(ξm)h, where µ(ξm) := N−1
∑N

i=1 δξim , with δx denotes the Dirac measure located at
x, is the occupation measure formed by ξm, which serves as a proxy for ηmh for all ηm-integrable
test functions h. Under general conditions, µ(ξm)h converges in probability to ηm with N → ∞;
see [Del Moral, 2004, Chopin and Papaspiliopoulos, 2020] and references therein. Then, in order to
generate an updated particle sample approximating ηm+1, new particles ξm+1 = {ξim+1}Ni=1 are drawn
conditionally independently given ξm according to

ξim+1 ∼ Φm(µ(ξm)) =

N∑
ℓ=1

gm(ξℓm)∑N
ℓ′=1 gm(ξℓ′m)

Mm(ξℓm, ·), i ∈ J1, NK.

Since this process of particle updating involves sampling from the mixture distribution Φm(µ(ξm)),
it can be naturally decomposed into two substeps: selection and mutation. The selection step con-
sists of randomly choosing the ℓ-th mixture stratum with probability gm(ξℓm)/

∑N
ℓ′=1 gm(ξℓ

′

m) and the
mutation step consists of drawing a new particle ξim+1 from the selected stratum Mm(ξℓm, ·). In
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[Del Moral et al., 2016], the term many-body Feynman–Kac models is related to the law of process
{ξm}m∈N. For all m ∈ N, let Xm := XN

m and Xm := X�N
m ; then {ξm}m∈N is an inhomogeneous

Markov chain on {Xm}m∈N with transition kernels

Mm : Xm ×Xm+1 ∋ (xm, A) 7→ Φm(µ(xm))�N (A)

and initial distribution η0 = η�N
0 . Now, denote X0:n :=

∏n
m=0 Xm and X 0:n :=

⊗n
m=0 Xm. In the

following, we use a bold symbol to stress that a quantity is related to the many-body process. The
many-body Feynman–Kac path model refers to the flows {γm}m∈N and {ηm}m∈N of the unnormalised
and normalised, respectively, probability distributions on {X 0:m}m∈N generated by (2.4) and (2.3) for
the Markov kernels {Mm}m∈N, the initial distribution η0, the potential functions

gm : Xm ∋ xm 7→ µ(xm)gm =
1

N

N∑
i=1

gm(xi
m), m ∈ N,

and the corresponding unnormalised transition kernels

Qm : Xm ×Xm+1 ∋ (xm, A) 7→ gm(xm)Mm(xm, A), m ∈ N.

A.2 Backward interpretation of Feynman–Kac path flows

Suppose that each kernel Qn, n ∈ N, defined in (2.2), has a transition density qn with respect to some
dominating measure λn+1 ∈ M(Xn+1). Then for n ∈ N and η ∈ M1(Xn) we may define the backward
kernel

←−
Qn,η : Xn+1 ×Xn ∋ (xn+1, A) 7→

∫
1A(xn)qn(xn, xn+1) η(dxn)∫

qn(x′n, xn+1) η(dx′n)
. (A.26)

Now, denoting, for n ∈ N∗,

Bn : Xn ×X0:n−1 ∋ (xn, A) 7→
∫
· · ·
∫
1A(x0:n−1)

n−1∏
m=0

←−
Qm,ηm(xm+1,dxm), (A.27)

we may state the following—now classical—backward decomposition of the Feynman–Kac path
measures, a result that plays a pivotal role in this paper.

Proposition 1. For every n ∈ N∗ it holds that γ0:n = γn � Bn and η0:n = ηn � Bn.

Although the decomposition in Proposition 1 is well known (see, e.g., [Del Moral et al., 2010,
Del Moral et al., 2016]), we provide a proof in Appendix A.6.1 for completeness. Using the back-
ward decomposition, a particle approximation of a given Feynman–Kac path measure η0:n is obtained
by first sampling, in an initial forward pass, particle clouds {ξm}nm=0 from η0 �M0 � · · · �Mn−1
and then sampling, in a subsequent backward pass, for instance N conditionally independent paths
{ξ̃i0:n}Ni=1 from Bn(ξ0, . . . , ξn, ·), where

Bn : X0:n ×X0:n ∋ (x0:n, A) 7→
∫
· · ·
∫
1A(x0:n)

(
n−1∏
m=0

←−
Qm,µ(xm)(xm+1,dxm)

)
µ(xn)(dxn) (A.28)

is a Markov kernel describing the time-reversed dynamics induced by the particle approximations
generated in the forward pass. Here and in the following we use blackboard notation to denote kernels
related to many-body path spaces. Finally, µ({ξ̃i0:n}Ni=1)h is returned as an estimator of η0:nh for
any η0:n-integrable test function h. This algorithm is in the literature referred to as the forward–
filtering backward–simulation (FFBSi) algorithm and was introduced in [Godsill et al., 2004]; see also
[Cappé et al., 2007, Douc et al., 2011]. More precisely, given the forward particles {ξm}nm=0, each path
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ξ̃i0:n is generated by first drawing ξ̃in uniformly among the particles ξn in the last generation and then
drawing, recursively,

ξ̃im ∼
←−
Qm,µ(ξm)(ξ̃

i
m+1, ·) =

N∑
j=1

qm(ξjm, ξ̃im+1)∑N
ℓ=1 qm(ξℓm, ξ̃im+1)

δξjm(·), (A.29)

i.e., given ξ̃im+1, ξ̃
i
m is picked at random among the ξm according to weights proportional to {qm(ξjm, ξ̃im+1)}Nj=1.

Note that in this basic formulation of the FFBSi algorithm, each backward-sampling operation (A.29)

requires the computation of the normalising constant
∑N

ℓ=1 qm(ξℓm, ξ̃im+1), which implies an overall
quadratic complexity of the algorithm. Still, this heavy computational burden can eased by means of
an effective accept–reject technique discussed in Appendix A.4.

A.3 Conditional dual processes and particle Gibbs

The dual process associated with a given Feynman–Kac model (2.4–2.3) and a given trajectory {zn}n∈N,
where zn ∈ Xn for every n ∈ N, is defined as the canonical Markov chain with kernels

Mn⟨zn+1⟩ : Xn ×Xn+1 ∋ (xn, A) 7→
1

N

N−1∑
i=0

(
Φn(µ(xn))

�i � δzn+1
� Φn(µ(xn))

�(N−i−1)
)
(A),

(A.30)
for n ∈ N, and initial distribution

η0⟨z0⟩ :=
1

N

N−1∑
i=0

(
η�i
0 � δz0 � η

�(N−i−1)
0

)
. (A.31)

As clear from (A.30–A.31), given {zn}n∈N, a realisation {ξn}n∈N of the dual process is generated as
follows. At time zero, the process is initialised by inserting z0 at a randomly selected position in the
vector ξ0 while drawing independently the remaining components from η0. Then, given ξn at step n,
zn+1 is inserted at a randomly selected position in ξn+1 while drawing independently the remaining
components from Φn(µ(ξn)).

In order to describe compactly the law of the conditional dual process, we define the Markov kernel

Cn : X0:n ×X 0:n ∋ (z0:n, A) 7→ η0⟨z0⟩�M0⟨z1⟩� · · ·�Mn−1⟨zn⟩(A).

The following result elegantly combines the underlying model (2.4–2.3), the many-body Feynman–Kac
model, the backward decomposition, and the conditional dual process.

Theorem 3 ([Del Moral et al., 2016]). For all n ∈ N,

Bn � γ0:n = γ0:n � Cn. (A.32)

In [Del Moral et al., 2016], each state ξn of the many-body process maps an outcome ω of the
sample space Ω into an unordered set of N elements in Xn. However, we have chosen to let each
ξn take on values in the standard product space XN

n for two reasons: first, the construction of
[Del Moral et al., 2016] requires sophisticated measure-theoretic arguments to endow such unordered
sets with suitable σ-fields and appropriate measures; second, we see no need to ignore the index order
of the particles as long as the Markovian dynamics (A.30–A.31) of the conditional dual process is sym-
metrised over the particle cloud. Therefore, in Appendix A.6.2, we include our own proof of duality
(A.32) for completeness. Note that the measure (A.32) on X0:n �X 0:n is unnormalised, but since the
kernels Bn and Cn are both Markovian, normalising the identity with γ0:n(X0:n) = γ0:n(X0:n) yields
immediately

Bn � η0:n = η0:n � Cn. (A.33)
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Since the two sides of (A.33) provide the full conditionals, it is natural to choose a data-augmentation
approach and sample the target (A.33) using a two-stage deterministic-scan Gibbs sampler [Andrieu et al., 2010b,
Chopin and Singh, 2015a]. More specifically, assume that we have generated a state (ξ0:n[ℓ], ζ0:n[ℓ])
comprising a dual process with associated path on the basis of ℓ ∈ N iterations of the sampler;
then the next state (ξ0:n[ℓ + 1], ζ0:n[ℓ + 1]) is generated in a Markovian fashion by sampling first
ξ0:n[ℓ + 1] ∼ Cn(ζ0:n[ℓ], ·) and then sampling ζ0:n[ℓ + 1] ∼ Bn(ξ0:n[ℓ + 1], ·). After arbitrary initiali-
sation (and the discard of possible burn-in iterations), this procedure produces a Markov trajectory
{(ξ0:n[ℓ], ζ0:n[ℓ])}ℓ∈N, and under weak additional technical conditions this Markov chain admits (A.33)
as its unique invariant distribution. In such a case, the Markov chain is ergodic [Douc et al., 2018,
Chapter 5], and the marginal distribution of the conditioning path ζ0:n[ℓ] converges to the target
distribution η0:n. Therefore, for every h ∈ F(X0:n),

lim
L→∞

1

L

L∑
ℓ=1

h(ζ0:n[ℓ]) = η0:nh, P-a.s.

A.4 The PARIS algorithm

In the following, we assume that we are given a sequence {hn}n∈N of additive state functionals as in
(2.6). This problem is particularly relevant in the context of maximum-likelihood-based parameter
estimation in general state-space models, e.g., when computing the score-function, i.e. the gradient
of the log-likelihood function, via the Fisher identity or when computing the intermediate quantity
of the Expectation Maximization (EM) algorithm, in which case η0:n and hn correspond to the joint
state posterior and an element of some sufficient statistic, respectively; see [Cappé and Moulines, 2005,
Douc et al., 2011, Del Moral et al., 2010, Poyiadjis et al., 2011, Olsson and Westerborn, 2017] and the
references therein. Interestingly, as noted in [Cappé, 2011, Del Moral et al., 2010], the backward de-
composition allows, when applied to additive state functionals, a forward recursion for the expecta-
tions {η0:nhn}n∈N. More specifically, using the forward decomposition hn+1(x0:n+1) = hn(x0:n) +
h̃n(xn, xn+1) and the backward kernel Bn+1 defined in (A.27), we may write, for xn+1 ∈ Xn+1,

Bn+1hn+1(xn+1) =

∫ ←−
Qn,ηn

(xn+1,dxn)

∫ (
hn(x0:n) + h̃n(xn, xn+1)

)
Bn(xn,dx0:n−1)

=
←−
Qn,ηn

(Bnhn + h̃n)(xn+1), (A.34)

which by Proposition 1 implies that

η0:n+1hn+1 = ηn+1
←−
Qn,ηn

(Bnhn + h̃n). (A.35)

Since the marginal flow {ηn}n∈N can be expressed recursively via the mappings {Φn}n∈N, (A.35)
provides, in principle, a basis for online computation of {η0:nhn}n∈N. To handle the fact that the
marginals are generally intractable we may, following [Del Moral et al., 2010], plug particle approx-

imations µ(ξn+1) and
←−
Qn,µ(ξn)

(see (A.29)) of ηn+1 and
←−
Qn,µ(ηn), respectively, into the recursion

(A.35). More precisely, we proceed recursively and assume that at time n we have at hand a sample
{(ξin, βi

n)}Ni=1 of particles with associated statistics, where each statistic βi
n serves as an approxima-

tion of Bnhn(ξ
i
n); then evolving the particle cloud according to ξn+1 ∼ Mn(ξn, ·) and updating the

statistics using (A.34), with
←−
Qn,ηn replaced by

←−
Qn,µ(ξn)

, yields the particle-wise recursion

βi
n+1 =

N∑
ℓ=1

qn(ξ
ℓ
n, ξ

i
n+1)∑N

ℓ′=1 qn(ξ
ℓ′
n , ξ

i
n+1)

(
βℓ
n + h̃n(ξ

ℓ
n, ξ

i
n+1)

)
, i ∈ J1, NK, (A.36)

and, finally, the estimator

µ(βn)(id) =
1

N

N∑
i=1

βi
n (A.37)
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of η0:nhn, where βn := (β1
n, . . . , β

N
n ), i ∈ J1, NK. The procedure is initialised by simply letting βi

0 = 0
for all i ∈ J1, NK. Note that (A.37) provides a particle interpretation of the backward decomposition in
Proposition 1. This algorithm is a special case of the forward–filtering backward–smoothing (FFBSm)
algorithm (see [Andrieu and Doucet, 2003, Godsill et al., 2004, Douc et al., 2011, Särkkä, 2013]) for
additive functionals satisfying (2.6). It allows for online processing of the sequence {η0:nhn}n∈N, but
has also the appealing property that only the current particles ξn and statistics βn need to be stored.
However, since each update (A.36) requires the summation of N terms, the scheme has an overall
quadratic complexity in the number of particles, leading to a computational bottleneck in applications
to complex models that require large particle sample sizes N .

In order to detour the computational burden of this forward-only implementation of FFBSm, the
PARIS algorithm [Olsson and Westerborn, 2017] updates the statistics βn by replacing each sum (A.36)
by a Monte Carlo estimate

βi
n+1 =

1

M

M∑
j=1

(
β̃i,j
n + h̃n(ξ̃

i,j
n , ξin+1)

)
, i ∈ J1, NK, (A.38)

where {(ξ̃i,jn , β̃i,j
n )}Mj=1 are drawn randomly among {(ξin, βi

n)}Ni=1 with replacement, by assigning (ξ̃i,jn , β̃i,j
n ) the

value of (ξℓn, β
ℓ
n) with probability qn(ξ

ℓ
n, ξ

i
n+1)/

∑N
ℓ′=1 qn(ξ

ℓ′

n , ξ
i
n+1), and the Monte Carlo sample size

M ∈ N∗ is supposed to be much smaller than N (say, less than 5). Formally,

{(ξ̃i,jn , β̃i,j
n )}Mj=1 ∼

(
N∑
ℓ=1

qn(ξ
ℓ
n, ξ

i
n+1)∑N

ℓ′=1 qn(ξ
ℓ′
n , ξ

i
n+1)

δ(ξℓn,βℓ
n)

)�M

, i ∈ J1, NK.

The resulting procedure, summarised in Algorithm 1, allows for online processing with constant mem-
ory requirements, since it only needs to store the current particle cloud and the estimated auxiliary
statistics at each iteration. Moreover, in the case where the Markov transition densities of the model
can be uniformly bounded, i.e. when there exists, for every n ∈ N, an upper bound σ̄n > 0 such
that for all (xn, xn+1) ∈ Xn × Xn+1, mn(xn, xn+1) ≤ σ̄n (a weak assumption satisfied for most
models of interest), a sample (ξ̃i,jn , βi,j

n ) can be generated by drawing, with replacement and un-
til acceptance, candidates (ξ̃i,∗n , β̃i,∗

n ) from {(ξin, βi
n)}Ni=1 according to the normalised particle weights

{gn(ξℓn)/
∑

ℓ′ gn(ξ
ℓ′

n )}Nℓ=1, obtained as a by-product in the generation of ξn+1, and accepting the same

with probability mn(ξ̃
i,∗
n , ξin+1)/σ̄n. As this sampling procedure bypasses completely the calculation

of the normalising constant
∑N

ℓ′=1 qn(ξ
ℓ′

n , ξ
i
n+1) of the targeted categorical distribution, it yields an

overall O(MN) complexity of the algorithm as a whole; see [Douc et al., 2011] for details.
Increasing M improves the accuracy of the algorithm at the cost of additional computational

complexity. As shown in [Olsson and Westerborn, 2017], there is a qualitative difference between the
cases M = 1 and M ≥ 2, and it turns out that the latter is required to keep PARIS numerically stable.
More precisely, in the latter case, it can be shown that the PARIS estimator µ(βn) satisfies, as N
tends to infinity while M is held fixed, a central limit theorem (CLT) at the rate

√
N and with an

n-normalised asymptotic variance of order O(1− 1/(M − 1)). As clear from this bound, using a large
M only yields a waste of computational work, and setting M to 2 or 3 typically works well in practice.

We now introduce the Parisian particle Gibbs (PPG) algorithm. For all t ∈ N∗, let Yt := X0:t×R and
Yt := X0:t �B(R). Moreover, let Y0 := X0×{0} and Y0 := X0 � {{0}, ∅}. An element of Yt will always
be denoted by yt = (x0:t|t, bt). The Parisian particle Gibbs sampler comprises, as a key ingredient, a
conditional PARIS step, which updates recursively a set of Yt-valued random variables υi

t := (ξi0:t|t, β
i
t),

i ∈ J1, NK. Let (υt)t∈N denote the corresponding many-body process, each υt := {(ξi0:t|t, β
i
t)}Ni=1 taking

on values in the space Yt := YN
t , which we furnish with a σ-field Yt := Y�N

t . The space Y0 and the
corresponding σ-field Y0 are defined accordingly. For every t ∈ N, we write ξ0:t|t for the collection

{ξi0:t|t}
N
i=1 of paths in υt, and ξt|t for the collection {ξit|t}

N
i=1 of end points of the same.

In the following, we let t ∈ N be a fixed time horizon, and describe in detail how the PPG approx-
imates η0:tht iteratively. In short, at each iteration ℓ, the PPG produces, given an input conditional
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path ζ0:t[ℓ], a many-body system υt[ℓ+ 1] by means of a series of conditional PARIS operations; then,
an updated path ζ0:t[ℓ + 1], serving as input at the next iteration, is generated by picking one of the
paths ξ0:t|t[ℓ+ 1] in υt[ℓ+ 1] at random. At each iteration, the produced statistics βt in υt provides
an approximation of η0:tht according to (A.37).

More precisely, given the path ζ0:t[ℓ], the conditional PARIS operations are executed as follows. In
the initial step, ξ0|0[ℓ + 1] are drawn from η0⟨ζ0[ℓ]⟩ defined in (A.31) and υi

0[ℓ + 1] ← (ξi0|0[ℓ + 1], 0)

for all i ∈ J1, NK; then, recursively for m ∈ J0, tK, assuming access to υm[ℓ+ 1],

(1) we generate an updated particle cloud ξm+1[ℓ+ 1] ∼Mm⟨ζm+1[ℓ]⟩(ξm|m[ℓ+ 1], ·),
(2) we pick at random, for each i ∈ J1, NK, an ancestor path with associated statistics (ξ̃i,10:m[ℓ +

1], β̃i,1
m [ℓ+ 1]) among υm[ℓ+ 1] by drawing

(ξ̃i,10:m[ℓ+ 1], β̃i,1
m [ℓ+ 1]) ∼

N∑
s=1

qm(ξsm|m[ℓ+ 1], ξim+1[ℓ+ 1])∑N
s′=1 qm(ξs

′

m|m[ℓ+ 1], ξim+1[ℓ+ 1])
δυs

m[ℓ+1], i ∈ J1, NK,

(3) we draw, with replacement, M−1 ancestor particles and associated statistics {(ξ̃i,jm [ℓ+1], β̃i,j
m [ℓ+

1])}Mj=2 at random from {(ξsm|m[ℓ+ 1], βs
m)[ℓ+ 1]}Ns=1 according to

{(ξ̃i,jm [ℓ+1], β̃i,j
m [ℓ+1])}Mj=2 ∼

(
N∑
s=1

qm(ξsm|m[ℓ+ 1], ξim+1[ℓ+ 1])∑N
s′=1 qm(ξs

′

m|m[ℓ+ 1], ξim+1[ℓ+ 1])
δ(ξs

m|m[ℓ+1],βs
m[ℓ+1])

)�(M−1)

,

(4) we set, for all i ∈ J1, NK, ξi0:m+1|m+1[ℓ + 1] ← (ξ̃i,10:m[ℓ + 1], ξim+1[ℓ + 1]) and υi
m+1[ℓ + 1] ←

(ξi0:m+1|m+1[ℓ+ 1], βi
m+1[ℓ+ 1]), where

βi
m+1[ℓ+ 1]←M−1

M∑
j=1

(
β̃i,j
m [ℓ+ 1] + h̃m(ξ̃i,jm [ℓ+ 1], ξim+1[ℓ+ 1])

)
.

This conditional PARIS procedure is summarised in Algorithm 1.
Once the set of trajectories and associated statistics υt[ℓ + 1] is formed by means of n recursive

conditional PARIS updates, an updated path ζ0:t[ℓ + 1] is drawn from µ(ξ0:t|t[ℓ + 1]). A full sweep of
the PPG is summarised in Algorithm 2.

The following Markov kernels will play an instrumental role in the following. For a given path
{zm}m∈N, the conditional PARIS update in Algorithm 1 defines an inhomogeneous Markov chain on
the spaces {(Ym,Ym)}m∈N with kernels

Ym ×Ym+1 ∋ (ym, A) 7→
∫
Mm⟨zm+1⟩(xm|m,dxm+1)Sm(ym,xm+1, A), m ∈ N,

where

Sm : Ym × Xm+1 ×Ym+1 ∋ (ym,xm+1, A) (A.39)

7→
∫
· · ·
∫
1A

{((x̃i,1
0:m, xi

m+1),
1

M

M∑
j=1

(
b̃i,jm + h̃m(x̃i,j

m , xi
m+1)

))}N

i=1


×

N∏
i=1

(
N∑
ℓ=1

qm(xℓ
m|m, xi

m+1)∑N
ℓ′=1 qm(xℓ′

m|m, xi
m+1)

δyℓ
m
(d(x̃i,1

0:m, b̃i,1m ))

×

(
N∑
ℓ=1

qm(xℓ
m|m, xi

m+1)∑N
ℓ′=1 qm(xℓ′

m|m, xi
m+1)

δ(xℓ
m|m,bℓm)

)�(M−1)

(d(x̃i,2
m , b̃i,2m , . . . , x̃i,M

m , b̃i,Mm ))

 .
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In addition, we introduce the joint law

St : X0:t ×Yt ∋ (x0:t, A) 7→
∫
· · ·
∫
1A(yt)S0(Jx0,x1,dy1)

t−1∏
m=1

Sm(ym,xm+1,dym+1), (A.40)

where we have defined J := IdN �(0, 1)⊺.
The kernel St can be viewed as a superincumbent sampling kernel describing the distribution of

the output υt generated by a sequence of PARIS iterates when the many-body process {ξm}tm=0

associated with the underlying SMC algorithm is given. This allows us to describe alternatively the
PPG as follows: given ζ0:t[ℓ], draw ξ0:t[ℓ + 1] ∼ Ct(ζ0:t[ℓ], ·); then, draw υt[ℓ + 1] ∼ St(ξ0:t[ℓ + 1], ·)
and pick a trajectory ζ0:t[ℓ+ 1] from ξ0:t|t[ℓ+ 1] at random. The following proposition, which will be
instrumental in the coming developments, establishes that the conditional distribution of ζ0:t[ℓ + 1]
given ξ0:t[ℓ+ 1] coincides, as expected, with the particle-induced backward dynamics Bt.

Proposition 2. For all t ∈ N∗, N ∈ N∗, x0:t ∈ X0:t, and h ∈ F(X0:t),∫
St(x0:t,dyt)µ(x0:t|t)h = Bth(x0:t).

Finally, we define the Markov kernel induced by the PPG as well as the extended probability distri-
bution targeted by the same. For this purpose, we introduce the extended measurable space (Et,Et)
with

Et := Yt × X0:t, Et := Yt � X0:t.

The PPG described in Algorithm 2 defines a Markov chain on (Et,Et) with Markov transition kernel

Kt : Et × Et ∋ (yt, z0:t, A) 7→
∫∫∫

1A(ỹt, z̃0:t)Ct(z0:t,dx̃0:t)St(x̃0:t,dỹt)µ(x̃0:t|t)(dz̃0:t). (A.41)

Note that the values of Kt defined above do not depend on yt, but only on (z0:t, A). For any given
initial distribution ξ ∈ M1(X0:t), let Pξ be the distribution of the canonical Markov chain induced by
the kernel Kt and the initial distribution ξ. In the special case where ξ = δz0:t for some given path
z0:t ∈ X0:t, we use the short-hand notation Pδz0:t

= Pz0:t . In addition, denote by

Kt : X0:t ×X0:t ∋ (z0:t, A) 7→
∫∫∫

1A(z̃0:t)Ct(z0:t,dx̃0:t)St(x̃0:t,dỹt)µ(x̃0:t|t)(dz̃0:t) (A.42)

the path-marginalised version of Kt. By Proposition 2 it holds that Kt = CtBt, which shows that Kt

coincides with the Markov transition kernel of the backward-sampling-based particle Gibbs sampler
discussed in Appendix A.3. It is also possible to specify the invariant distribution of Kt.

Proposition 3. For all t ∈ N∗, it holds that

η0:tCtStKt = η0:tCtSt . (A.43)

Proof. Let f ∈ M(E
�(k−k0)
t ).∫
f(ỹt, z̃0:t)η0:t(dz0:t)CtSt(z0:t,d(yt, z

′
0:t))Kt(z

′
0:t,yt,d(ỹt, z̃0:t))

=

∫
f(ỹt, z̃0:t)η0:t(dz0:t)CtSt(z0:t,d(yt, z

′
0:t))CtSt(z′0:t,d(ỹt, z̃0:t))

=

∫
f(ỹt, z̃0:t)η0:t(dz0:t)Kt(z0:t,dz

′
0:t)CtSt(z′0:t,d(ỹt, z̃0:t))

=

∫
f(ỹt, z̃0:t)η0:t(dz

′
0:t)CtSt(z′0:t,d(ỹt, z̃0:t)) .
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Finally, in order prepare for the statement of our theoretical results on the PPG we need to introduce
the following Feynman–Kac path model with a frozen path. More precisely, for a given path z0:t ∈ X0:t,
define, for every m ∈ J0, t− 1K, the unnormalised kernel

Qm⟨zm+1⟩ : Xm ×Xm+1 ∋ (xm, A) 7→
(
1− 1

N

)
Qm(xm, A) +

1

N
gm(xm) δzm+1

(A)

and the initial distribution η0⟨z0⟩ : X0 ∋ A 7→ (1 − 1/N)η0(A) + δz0(A)/N . Given these quantities,
define, for m ∈ J0, tK, γm⟨z0:m⟩ := η0⟨z0⟩Q0⟨z1⟩ · · ·Qm−1⟨zm⟩ along with the normalised counterpart
ηm⟨z0:m⟩ := γm⟨z0:m⟩/γm⟨z0:m⟩1X0:m . Finally, we introduce, for m ∈ J0, tK, the kernels

Bm⟨z0:m−1⟩ : Xm ×X0:m−1 ∋ (xm, A) 7→
∫
· · ·
∫
1A(x0:m−1)

t−1∏
m=0

←−
Qm,ηm⟨z0:m⟩(xm+1,dxm),

as well as the path model η0:m⟨z0:m⟩ := Bm⟨z0:m−1⟩� ηm⟨z0:m⟩.

A.5 Proof of Theorem 1

We start by establishing bias, MSE and covariance bounds for a fixed iteration of the PPG estimator.

Theorem 4. Assume A 3.1. Then for every t ∈ N there exist cbiast , cmse
t , and ccovt in R∗+ such that

for every M ∈ N∗, ξ ∈ M1(X0:t), ℓ ∈ N∗, s ∈ N∗, and N ∈ N∗ such that N > Nt,

|Eξ [µ(βt[ℓ])(id)]− η0:tht| ≤ cbiast

(
t−1∑
m=0

∥h̃m∥∞

)
N−1κℓ

N,t, (A.44)

Eξ

[
(µ(βt[ℓ])(id)− η0:tht)

2
]
≤ cmse

t

(
t−1∑
m=0

∥h̃m∥∞

)2

N−1, (A.45)

|Eξ [(µ(βt[ℓ])(id)− η0:tht) (µ(βt[ℓ+ s])(id)− η0:tht)]| ≤ ccovt

(
t−1∑
m=0

∥h̃m∥∞

)2

N−3/2κs
N,t. (A.46)

The constants cbiast , cmse
t , and ccovt are explicitly given in the proof. Since the focus of this paper is on

the dependence on N and the index ℓ, we have made no attempt to optimise the dependence of these
constants on t in our proofs; still, we believe that it is possible to prove, under the stated assumptions,
that this dependence is linear. The proof of the bound in Theorem 4 is based on four key ingredients.
The first is the following unbiasedness property of the PARIS under the many-body Feynman–Kac path
model.

Theorem 5. For every t ∈ N, N ∈ N∗, and ℓ ∈ N∗,

Eη0:t
[µ(βt[ℓ])(id)] =

∫
η0:tCtSt(dbt)µ(bt)(id) =

∫
η0:tSt(dbt)µ(bt)(id) = η0:tht.

The proof of Theorem 5 is postponed to Appendix A.6.3. The second ingredient of the proof of
Theorem 4 is the uniform geometric ergodicity of the particle Gibbs with backward sampling established
in [Del Moral and Jasra, 2018].

Theorem 6. Assume A 3.1. Then, for every t ∈ N, (µ, ν) ∈ M1(X0:t)
2, ℓ ∈ N∗, and N ∈ N∗ such

that N > 1 + 5ρ2t t/2, ∥µKℓ
t − νKℓ

t ∥TV ≤ κℓ
N,t, where κN,t is defined in (3.14).

As a third ingredient, we require the following uniform exponential concentration inequality of the
conditional PARIS with respect to the frozen-path Feynman–Kac model defined in the previous section.
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Theorem 7. For every t ∈ N there exist ct > 0 and dt > 0 such that for every M ∈ N∗, z0:t ∈ X0:t,
N ∈ N∗, and ε > 0,∫

CtSt(z0:t,dbt)1 {|µ(bt)(id)− η0:t⟨z0:t⟩ht| ≥ ε} ≤ ct exp

(
− dtNε2

2(
∑t−1

m=0 ∥h̃m∥∞)2

)
.

Theorem 7, whose proof is postponed to Appendix A.6.5, implies, in turn, the following conditional
variance bound.

Proposition 4. For every t ∈ N, M ∈ N∗, z0:t ∈ X0:t, and N ∈ N∗,

∫
CtSt(z0:t,dbt) |µ(bt)(id)− η0:t⟨z0:t⟩ht|2 ≤

ct
dt

(
t−1∑
m=0

∥h̃m∥∞

)2

N−1.

Using Proposition 4, we deduce, in turn, the following bias bound, whose proof is postponed to
Appendix A.6.7.

Proposition 5. For every t ∈ N there exists c̄biast > 0 such that for every M ∈ N∗, z0:t ∈ X0:t, and
N ∈ N∗, ∣∣∣∣∫ CtSt(z0:t,dbt)µ(bt)(id)− η0:t⟨z0:t⟩ht

∣∣∣∣ ≤ c̄biast N−1

(
t−1∑
m=0

∥h̃m∥∞

)
.

A fourth and last ingredient in the proof of Theorem 4 is the following bound on the discrepancy
between additive expectations under the original and frozen-path Feynman–Kac models. This bound
is established using novel results in [Gloaguen et al., 2022]. More precisely, since for every m ∈ N,
(x, z) ∈ X2

m, N ∈ N∗, and h ∈ F(Xm+1), using A 3.1,

|Qm⟨z⟩h(x)−Qmh(x)| ≤ 1

N
∥gm∥∞∥h∥∞ ≤

1

N
τ̄m∥h∥∞,

applying [Gloaguen et al., 2022, Theorem 4.3] yields the following.

Proposition 6. Assume A 3.1. Then there exists c > 0 such that for every t ∈ N, N ∈ N, and
z0:t ∈ X0:t,

|η0:t⟨z0:t⟩ht − η0:tht| ≤ cN−1
t−1∑
m=0

∥h̃m∥∞.

Note that assuming, in addition, that supt∈N ∥h̃t∥∞ <∞ yields an O(n/N) bound in Proposition 6.
Finally, by combining these ingredients we are now ready to present a proof of Theorem 4.

Proof of Theorem 4. Write, using the tower property,

Eξ [µ(βt [ℓ])(id)] = Eξ

[
Eζ0:t[ℓ] [µ(βt [0])(id)]

]
=

∫
ξKℓ

tCtSt(dbt)µ(bt)(id).

Thus, by the unbiasedness property in Theorem 5,

|Eξ [µ(βt [ℓ])(id)]− η0:tht| =
∣∣∣∣∫ ξKℓ

tCtSt(dbt)µ(bt)(id)−
∫

η0:tCtSt(dbt)µ(bt)(id)
∣∣∣∣

≤
∥∥ξKℓ

t − η0:t
∥∥
TV

osc

(∫
CtSt(·,dbt)µ(bt)(id)

)
,
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where, by Theorem 6, ∥ξKℓ
t − η0:t∥TV ≤ κℓ

N,t. Moreover, to derive an upper bound on the oscillation,
we consider the decomposition

osc

(∫
CtSt(·,dbt)µ(bt)(id)

)
≤ 2

(∥∥∥∥∫ CtSt(·,dbt)µ(bt)(id)− η0:t⟨·⟩ht

∥∥∥∥
∞

+ ∥η0:t⟨·⟩ht − η0:tht∥∞

)
,

where the two terms on the right-hand side can be bounded using Proposition 6 and Proposition 5,
respectively. This completes the proof of (A.44). We now consider the proof of (A.45). Writing

Eξ

[
(µ(βt[ℓ])(id) − η0:tht)

2
]
=

∫
ξKℓ

t (dz0:t)CtSt(z0:t,dbt) (µ(bt)(id)− η0:tht)
2
,

we may establish (A.45) using Proposition 4 and Proposition 6. We finally consider (A.46). Using the
Markov property we obtain

Eξ [(µ(βt[ℓ])(id) − η0:tht) (µ(βt[ℓ+ s])(id) − η0:tht)]

= Eξ

[
(µ(βt[ℓ])(id) − η0:tht)

(
Eζ0:t[ℓ][µ(βt[s])(id)] − η0:tht

)]
,

from which (A.46) follows by (A.44) and (A.45).

We are finally equipped to prove Theorem 1.

Proof of Theorem 1. We first consider the bias, which can be bounded according to

∣∣Eξ[Π(k0,k),N (f)]− η0:tht

∣∣ ≤ (k − k0)
−1

k∑
ℓ=k0+1

|Eξµ(βt[ℓ])(id)− η0:tht|

≤ (k − k0)
−1N−1cbiast

(
t−1∑
m=0

∥h̃m∥∞

)
k∑

ℓ=k0+1

κℓ
N,t,

from which the bound (3.15) follows immediately.
We turn to the MSE. Using the decomposition

Eξ[(Π(k0,k),N (f)− η0:tht)
2] ≤ (k − k0)

−2

{
k∑

ℓ=k0+1

Eξ[(µ(βt[ℓ])(id)− η0:tht)
2]

+ 2

k∑
ℓ=k0+1

k∑
j=ℓ+1

Eξ[(µ(βt[ℓ])(id)− η0:tht)(µ(βt[j])(id)− η0:tht)]

 ,

the MSE bound in Theorem 4 implies that

k∑
ℓ=k0+1

Eξ[(µ(βt[ℓ])(id)− η0:tht)
2] ≤ cmse

t

(
t−1∑
m=0

∥h̃m∥∞

)2

N−1(k − k0).

Moreover, using the covariance bound in Theorem 4, we deduce that

k∑
ℓ=k0+1

k∑
j=ℓ+1

Eξ[(µ(βt[ℓ])(id)−η0:tht)(µ(βt[j])(id)−η0:tht)] ≤ ccovt

(
t−1∑
m=0

∥h̃m∥∞

)2

N−3/2

 k∑
ℓ=k0+1

k∑
j=ℓ+1

κ
(j−ℓ)
N,t

 .

Thus, the proof is concluded by noting that
∑k

ℓ=k0+1

∑k
j=ℓ+1 κ

(j−ℓ)
N,t ≤ (k − k0)/(1− κN,t).
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A.6 Proofs of intermediate results

A.6.1 Proof of Proposition 1

Using the identity

η0Q0 · · ·Qt−11Xt
=

t−1∏
m=0

ηmQm1Xm+1

and the fact that each kernel Qm has a transition density, write, for h ∈ F(X0:t),

η0:th =

∫
· · ·
∫

h(x0:t) η0(dx0)

t−1∏
m=0

(
ηm[qm(·, xm+1)]λm+1(dxm+1)

ηmQm1Xm+1

)(
qm(xm, xm+1)

ηm[qm(·, xm+1)]

)

=

∫
· · ·
∫

h(x0:t) ηt(dxt)

t−1∏
m=0

ηm(dxm) qm(xm, xm+1)

ηm[qm(·, xm+1)]
(A.47)

=
(←−
Q0,η0

� · · ·�
←−
Qn−1,ηt−1

� ηt

)
h,

which was to be established.

A.6.2 Proof of Theorem 3

Lemma 1. For all t ∈ N, xt ∈ Xt, and h ∈ F(X t+1 � Xt+1),∫∫
h(xt+1, zt+1)Qt(xt,dxt+1)µ(xt+1)(dzt+1) =

∫∫
h(xt+1, zt+1)µ(xt)Qt(dzt+1)M t⟨zt+1⟩(xt,dxt+1).

(A.48)
In addition, for all h ∈ F(X 0 � X0),∫∫

h(x0, z0)η0(dx0)µ(x0)(dz0) =

∫∫
h(x0, z0)η0⟨z0⟩(dx0) η0(dz0). (A.49)

Proof. Since µ(xt)Qt(dzt+1) = gt(xt) Φt(µ(xt))(dzt+1), we may rewrite the right-hand side of (A.48)
according to∫∫

h(xt+1, zt+1)µ(xt)Qt(dzt+1)M t⟨zt+1⟩(xt,dxt+1)

= gt(xt)
1

N

N−1∑
i=0

∫∫
h(xt+1, zt+1) Φt(µ(xt))(dzt+1)

×
(
Φt(µ(xt))

�i � δzt+1
� Φt(µ(xt))

�(N−i−1)
)
(dxt+1)

= gt(xt)
1

N

N∑
i=1

∫
· · ·
∫

h((x1
t+1, . . . , x

i−1
t+1, zt+1, x

i+1
t+1, . . . , x

N
t+1), zt+1)

× Φt(µ(xt))(dzt+1)
∏
ℓ ̸=i

Φt(µ(xt))(dx
ℓ
t+1)

= gt(xt)
1

N

N∑
i=1

∫
h(xt+1, x

i
t+1)M t(xt,dxt+1).

On the other hand, note that the left-hand side of (A.48) can be expressed as∫∫
h(xt+1, zt+1)Qt(xt,dxt+1)µ(xt+1)(dzt+1) = gt(xt)

1

N

N∑
i=1

∫
h(xt+1, x

i
t+1)M t(xt,dxt+1),

which establishes the identity. The identity (A.49) is established along similar lines.
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We establish Theorem 3 by induction; thus, assume that the claim holds true for n and show that
for all h ∈ F(X 0:t+1 � X0:t+1),∫∫

h(x0:t+1, z0:t+1)γ0:t+1(dx0:t+1)Bt+1(x0:t+1,dz0:t+1)

=

∫∫
h(x0:t+1, z0:t+1) γ0:t+1(dz0:t+1)Ct+1(z0:t+1,dx0:t+1). (A.50)

To prove this, we process, using definition (C.85), the left-hand side of (A.50) according to∫∫
h(x0:t+1, z0:t+1)γ0:t+1(dx0:t+1)Bt+1(x0:t+1,dz0:t+1)

=

∫∫
γ0:t(dx0:t)Bt(x0:t,dz0:t)

×
∫∫

h̄(x0:t+1, z0:t+1)Qt(xt,dxt+1)µ(xt+1)(dzt+1),

(A.51)

where we have defined the function

h̄(x0:t+1, z0:t+1) :=
qt(zt, zt+1)h(x0:t+1, z0:t+1)

µ(xt)[qt(·, zt+1)]
.

Now, applying Lemma 1 to the inner integral and using that

µ(xt)Qt(dzt+1) = µ(xt)[qt(·, zt+1)]λt+1(dzt+1)

yields, for every x0:t and z0:t,∫∫
h̄(x0:t+1, z0:t+1)Qt(xt,dxt+1)µ(xt+1)(dzt+1)

=

∫∫
h̄(x0:t+1, z0:t+1)µ(xt)Qt(dzt+1)M t⟨zt+1⟩(xt,dxt+1)

=

∫∫
h(x0:t+1, z0:t+1)Qt(zt,dzt+1)M t⟨zt+1⟩(xt,dxt+1).

Inserting the previous identity into (A.51) and using the induction hypothesis provides∫∫
h(x0:t+1, z0:t+1)γ0:t+1(dx0:t+1)Bt+1(x0:t+1,dz0:t+1)

=

∫∫
γ0:t(dz0:t)Ct(z0:t,dx0:t)

×
∫∫

h(x0:t+1, z0:t+1)Qt(zt,dzt+1)M t⟨zt+1⟩(xt,dxt+1)

=

∫∫
h(x0:t+1, z0:t+1) γ0:t+1(dz0:t+1)Ct+1(z0:t+1,dx0:t+1),

which establishes (A.50).

A.6.3 Proof of Theorem 5

First, define, for m ∈ N,

Pm : Ym ×Ym+1 ∋ (ym, A) 7→
∫
Mm(xm|m,dxm+1)Sm(ym,xm+1, A). (A.52)
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For any given initial distribution ψ0 ∈ M1(Y0), let PPψ0
be the distribution of the canonical Markov

chain induced by the Markov kernels {Pm}m∈N and the initial distribution ψ0. By abuse of notation
we write, for η0 ∈ M1(X 0), PPη0

instead of PPψ0[η0]
, where we have defined the extension ψ0[η0](A) =∫

1A(Jx0)η0(dx0), A ∈ Y0. We preface the proof of Theorem 5 by some technical lemmas and a
proposition.

Lemma 2. For all t ∈ N and (ft+1, f̃t+1) ∈ F(Xt+1)
2,

γt+1(ft+1Bt+1ht+1 + f̃t+1) = γt{Qtft+1Btht +Qt(h̃tft+1 + f̃t+1)}.

Proof. Pick arbitrarily φ ∈ F(Xt:t+1) and write, using definition (A.27) and the fact that Qt has a
transition density,∫∫

φ(xt:t+1) γt(dxt)Qt(xt,dxt+1)

=

∫∫
φ(xt:t+1)γt[qt(·, xt+1)]λt+1(dxt+1)

γt(dxt)qt(xt, xt+1)

γt[qt(·, xt+1)]

=

∫∫
φ(xt:t+1) γt+1(dxt+1)

←−
Qn,ηt(xt+1,dxt). (A.53)

Now, by (A.34) it holds that

Bt+1ht+1(xt+1) =

∫ ←−
Qn,ηt

(xt+1,dxt)

(
h̃t(xt:t+1) +

∫
ht(x0:t)Bt(xt,dx0:t−1)

)
;

therefore, by applying (A.53) with

φ(xt:t+1) := ft+1(xt+1)

(
h̃t(xt:t+1) +

∫
ht(x0:t)Bt(xt,dx0:t−1)

)
we obtain that

γt+1(ft+1Bt+1ht+1) =

∫∫
φ(xt:t+1) γt+1(dxt+1)

←−
Qn,ηt

(xt+1,dxt)

=

∫∫
φ(xt:t+1) γt(dxt)Qt(xt,dxt+1)

= γt(Qtft+1Btht +Qth̃tft+1).

Now the proof is concluded by noting that since γt+1 = γtQt, γt+1f̃t+1 = γtQtf̃t+1.

Lemma 3. For every t ∈ N∗, ht ∈ F(Yt), and η0 ∈ M1(X 0) it holds that

EPη0
[ht(υt) | ξ0|0, . . . , ξt|t] = Stht(ξ0|0, . . . , ξt|t), PPη0

-a.s.

Proof. Pick arbitrarily vt ∈ F(X0:t). We show that

EPη0
[vt(ξ0|0, . . . , ξt|t)ht(υt)] = EPη0

[vt(ξ0|0, . . . , ξt|t)Stht(ξ0|0, . . . , ξt|t)], (A.54)

from which the claim follows. Using the definition (A.52), the left-hand side of the previous identity
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may be rewritten as∫
· · ·
∫
ψ0[η0](dy0)

t−1∏
m=0

Pm(ym,dym+1)ht(yt)vt(x0|0, . . . ,xt|t)

=

∫
· · ·
∫
η0(dx0|0)

t−1∏
m=0

Mm(xm|m,dxm+1)S0(Jx0|0,x1,dy1)

×
t−1∏
m=0

Sm(ym,xm+1,dym+1)ht(yt)vt(x0|0, . . . ,xt|t)

=

∫
· · ·
∫
η0(dx0)

t−1∏
m=0

Mm(xm,dxm+1)S0(Jx0,x1,dy1)

×
t−1∏
m=0

Sm(ym,xm+1,dym+1)ht(yt)vt(x0, . . . ,xt).

Thus, we may conclude the proof by using the definition (A.40) of St together with Fubini’s theorem.

Lemma 4. For every t ∈ N∗ and ht ∈ F(Yt),

Eη0

[(
t−1∏
m=0

gm(ξm|m)

)
ht(υt)

]
=

∫
γ0:tSt(dyt)ht(yt).

Proof. The claim of the lemma is a direct implication of Lemma 3; indeed, by applying the tower
property and the latter we obtain

EPη0

[(
t−1∏
m=0

gm(ξm|m)

)
ht(υt)

]

= EPη0

[(
t−1∏
m=0

gm(ξm|m)

)
Stht(ξ0|0, . . . , ξt|t)

]

=

∫
· · ·
∫
η0(dx0)

t−1∏
m=0

gm(xm)Mm(xm,dxm+1)Stht(x0:t)

=

∫
γ0:tSt(dyt)ht(yt).

Proposition 7. For all t ∈ N∗, (N,M) ∈ (N∗)2, and (ft, f̃t) ∈ F(Xt)
2,∫

γ0:tSt(dyt)

(
1

N

N∑
i=1

{bitft(xi
t|t) + f̃t(x

i
t|t)}

)
= γt(ftBtht + f̃t).

Proof. Applying Lemma 4 yields∫
γ0:tSt(dyt)

(
1

N

N∑
i=1

{bitft(xi
t|t) + f̃t(x

i
t|t)}

)
= EPη0

[(
t−1∏
m=0

gm(ξm|m)

)
1

N

N∑
i=1

{βi
tft(ξ

i
t|t) + f̃t(ξ

i
t|t)}

]
.

(A.55)
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In the following we will use repeatedly the following filtrations. Let F̃t := σ({υm}tm=0) be the σ-field
generated by the output of the PARIS (Algorithm 1) during the first t iterations. In addition, let
Ft := F̃t−1 ∨ σ(ξt|t).

We proceed by induction. Thus, assume that the statement of the proposition holds true for a
given t ∈ N∗ and consider, for arbitrarily chosen (ft+1, f̃t+1) ∈ F(Xt+1)

2,

EPη0

[(
t∏

m=0

gm(ξm|m)

)
1

N

N∑
i=1

{βi
t+1ft+1(ξ

i
t+1|t+1) + f̃t+1(ξ

i
t+1|t+1)} | F̃t

]

=

(
t∏

m=0

gm(ξm|m)

)
EPη0

[β1
t+1ft+1(ξ

1
t+1|t+1) + f̃t+1(ξ

1
t+1|t+1) | F̃t] ,

where we used that the variables {βi
t+1ft+1(ξ

i
t+1|t+1)+ f̃t+1(ξ

i
t+1|t+1)}

N
i=1 are conditionally i.i.d. given

F̃t. Note that, by symmetry,

EPη0

[
β1
t+1 | Ft+1

]
=

∫
St(υt, ξt+1|t+1,dyt+1) b

1
t+1

=

∫
· · ·
∫  M∏

j=1

N∑
ℓ=1

qt(ξ
ℓ
t|t, ξ

1
t+1|t+1)∑N

ℓ′=1 qt(ξ
ℓ′

t|t, ξ
1
t+1|t+1)

δ(ξℓ
t|t,β

ℓ
t )
(dx̃1,j

t ,db̃1,jt )


× 1

M

M∑
j=1

(
b̃1,jt + h̃t(x̃

1,j
t , ξ1t+1|t+1)

)

=

N∑
ℓ=1

qt(ξ
ℓ
t|t, ξ

1
t+1|t+1)∑N

ℓ′=1 qt(ξ
ℓ′

t|t, ξ
1
t+1|t+1)

(
βℓ
t + h̃t(ξ

ℓ
t|t, ξ

1
t+1|t+1)

)
. (A.56)

Thus, using the tower property,

EPη0

[
β1
t+1ft+1(ξ

1
t+1|t+1) | F̃t

]
=

∫
Φt(µ(ξt|t))(dxt+1) ft+1(xt+1)

N∑
ℓ=1

qt(ξ
ℓ
t|t, xt+1)∑N

ℓ′=1 qt(ξ
ℓ′

t|t, xt+1)

(
βℓ
t + h̃t(ξ

ℓ
t|t, xt+1)

)
,

and consequently, using definition (A.25),(
t∏

m=0

gm(ξm|m)

)
EPη0

[
β1
t+1ft+1(ξ

1
t+1|t+1) | F̃t

]
=

(
t−1∏
m=0

gm(ξm|m)

)∫
1

N

N∑
i=1

qt(ξ
i
t|t, xt+1)

× ft+1(xt+1)

N∑
ℓ=1

qt(ξ
ℓ
t|t, xt+1)∑N

ℓ′=1 qt(ξ
ℓ′

t|t, xt+1)

(
βℓ
t + h̃t(ξ

ℓ
t|t, xt+1)

)
λt+1(dxt+1)

=

(
t−1∏
m=0

gm(ξm|m)

)
1

N

N∑
ℓ=1

(
βℓ
tQtft+1(ξ

ℓ
t|t) +Qt(h̃tft+1)(ξ

ℓ
t|t)
)
.
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Thus, applying the induction hypothesis,

EPη0

[(
t∏

m=0

gm(ξm|m)

)
1

N

N∑
i=1

βi
t+1ft+1(ξ

i
t+1|t+1)

]

= EPη0

[(
t−1∏
m=0

gm(ξm|m)

)
1

N

N∑
ℓ=1

(
βℓ
tQtft+1(ξ

ℓ
t|t) +Qt(h̃tft+1)(ξ

ℓ
t|t)
)]

= γt

(
Qtft+1Btht +Qt(h̃tft+1)

)
. (A.57)

In the same manner, it can be shown that

EPη0

[(
t∏

m=0

gm(ξm|m)

)
1

N

N∑
i=1

f̃t+1(ξ
i
t+1|t+1)

]
= γtQtf̃t+1. (A.58)

Now, by (A.57–A.58) and Lemma 2,

EPη0

[(
t∏

m=0

gm(ξm|m)

)
1

N

N∑
i=1

{βi
t+1ft+1(ξ

i
t+1|t+1) + f̃t+1(ξ

i
t+1|t+1)}

]
= γt

(
Qtft+1Btht +Qt(h̃tft+1 +Qtf̃t+1)

)
= γt+1(ft+1Bt+1ht+1 + f̃t+1),

which shows that the claim of the proposition holds at time n+ 1.
It remains to check the base case n = 0, which holds trivially true as β0 = 0, B0h0 = 0 by

convention, and the initial particles ξ0|0 are drawn from η0. This completes the proof.

Proof of Theorem 5. The identity
∫
η0:t(dx0:t)St(x0:t,dbt)µ(bt)(id) = η0:tht follows immediately by

letting ft ≡ 1 and f̃t ≡ 0 in Proposition 7 and using that γ0:t(X0:t) = γ0:t(X0:t). Moreover, applying
Theorem 3 yields∫

η0:tCtSt(dbt)µ(bt)(id) =
∫∫

η0:t(dz0:t)Ct(z0:t,dx0:t)

∫
St(x0:t,dbt)µ(bt)(id)

=

∫∫
η0:t(dx0:t)Bt(x0:t,dz0:t)

∫
St(x0:t,dbt)µ(bt)(id)

=

∫
η0:tSt(dbt)µ(bt)(id).

Finally, the first identity holds true since Kt leaves η0:t invariant.

A.6.4 Proof of Proposition 2

First, note that, by definitions (A.39) and (A.40),

Ht(x0:t) :=

∫
St(x0:t,dyt)µ(x[0 : n|n])h

=

∫
· · ·
∫  1

N

N∑
jt=1

h(xjt
0:t−1|t, x

jt
t )


×

t−1∏
m=0

N∏
im+1=1

∫ N∑
jm=1

qm(xjm
m , x

im+1

m+1 )∑N
j′m=1 qm(x

j′m
m , x

im+1

m+1 )
δxjm

0:m|m
(dx

im+1

0:m|m+1),
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where xi
0:−1|0 = ∅ for all i ∈ J1, NK by convention. We will show that for every k ∈ J0, tK, Hk,t ≡ Ht,

where

Hk,n(x0:t) :=
1

N

N∑
jt=1

· · ·
N∑

jk=1

t−1∏
ℓ=k

qℓ(x
jℓ
ℓ , x

jℓ+1

ℓ+1 )∑N
j′ℓ=1 qℓ(x

j′ℓ
ℓ , x

jℓ+1

ℓ+1 )
ak,n(x0, . . . ,xk−1, x

jk
k , . . . , xjt

t )

with

ak,n(x0, . . . ,xk−1, x
jk
k , . . . , xjt

t )

=

∫ k−1∏
m=0

N∏
im+1=1

N∑
jm=1

qm(xjm
m , x

im+1

m+1 )∑N
j′m=1 qm(x

j′m
m , x

im+1

m+1 )
δxjm

0:m|m
(dx

im+1

0:m|m+1)h(x
jk
0:k−1|k, x

jk
k , . . . , xjt

t ).

Since, by convention,
∏t−1

ℓ=n . . . = 1, Hn,n(x0:t) = N−1
∑N

jt=1 an,n(x0, . . . ,x[n − 1], xjt
t ), and we note

that Ht ≡ Hn,n. We now show that Hk,n ≡ Hk−1,n for every k ∈ J1, tK; for this purpose, note that

ak,n(x0, . . . ,xk−1, x
jk
k , . . . , xjt

t )

=

∫ k−2∏
m=0

N∏
im+1=1

N∑
jm=1

qm(xjm
m , x

im+1

m+1 )∑N
j′m=1 qm(x

j′m
m , x

im+1

m+1 )
δxjm

0:m|m
(dx

im+1

0:m|m+1)

×
∫ N∏

ik=1

N∑
jk−1=1

qk−1(x
jk−1

k−1 , x
ik
k )∑N

j′k−1=1 qk−1(x
j′k−1

k−1 , x
ik
k )

δ
x
jk−1
0:k−1|k−1

(dxik
0:k−1|k)h(x

jk
0:k−1|k, x

jk
k , . . . , xjt

t ),

and since x
jk−1

0:k−1|k−1 = (x
jk−1

0:k−2|k−1, x
jk−1

k−1 ), it holds that

∫ N∏
ik=1

N∑
jk−1=1

qk−1(x
jk−1

k−1 , x
ik
k )∑N

j′k−1=1 qk−1(x
j′k−1

k−1 , x
ik
k )

δ
x
jk−1
0:k−1|k−1

(dxik
0:k−1|k)h(x

jk
0:k−1|k, x

jk
k , . . . , xjt

t )

=

N∑
jk−1=1

qk−1(x
jk−1

k−1 , x
jk
k )∑N

j′k−1=1 qk−1(x
j′k−1

k−1 , x
jk
k )

h(x
jk−1

0:k−2|k−1, x
jk−1

k−1 , x
jk
k , . . . , xjt

t ).

Therefore, we obtain

ak,n(x0, . . . ,xk−1, x
jk
k , . . . , xjt

t )

=

∫ k−2∏
m=0

N∏
im+1=1

N∑
jm=1

qm(xjm
m , x

im+1

m+1 )∑N
j′m=1 qm(x

j′m
m , x

im+1

m+1 )
δxjm

0:m|m
(dx

im+1

0:m|m+1)

×
N∑

jk−1=1

qk−1(x
jk−1

k−1 , x
jk
k )∑N

j′k−1=1 qk−1(x
j′k−1

k−1 , x
jk
k )

h(x
jk−1

0:k−2|k−1, x
jk−1

k−1 , x
jk
k , . . . , xjt

t ).

Now, changing the order of summation with respect to jk−1 and integration on the right hand side of
the previous display yields

ak,n(x0, . . . ,xk−1, x
jk
k , . . . , xjt

t )

=

N∑
jk−1=1

qk−1(x
jk−1

k−1 , x
jk
k )∑N

j′k−1=1 qk−1(x
j′k−1

k−1 , x
jk
k )

ak−1,n(x0, . . . ,xk−2, x
jk−1

k−1 , . . . , x
jt
t ).
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Thus,

Hk,n(x0:t)

=
1

N

N∑
jt=1

· · ·
N∑

jk=1

t−1∏
ℓ=k

qℓ(x
jℓ
ℓ , x

jℓ+1

ℓ+1 )∑N
j′ℓ=1 qℓ(x

j′ℓ
ℓ , x

jℓ+1

ℓ+1 )

×
N∑

jk−1=1

qk−1(x
jk−1

k−1 , x
jk
k )∑N

j′k−1=1 qk−1(x
j′k−1

k−1 , x
jk
k )

ak−1,n(x0, . . . ,xk−2, x
jk−1

k−1 , . . . , x
jt
t )

=
1

N

N∑
jt=1

· · ·
N∑

jk−1=1

t−1∏
ℓ=k−1

qℓ(x
jℓ
ℓ , x

jℓ+1

ℓ+1 )∑N
j′ℓ=1 qℓ(x

j′ℓ
ℓ , x

jℓ+1

ℓ+1 )
ak−1,n(x0, . . . ,xk−2, x

jk−1

k−1 , . . . , x
jt
t )

= Hk−1,n(x0:t),

which establishes the recursion. Therefore, Ht ≡ H0,n and we may now conclude the proof by noting
that Bth ≡ H0,n.

A.6.5 Proof of Theorem 7

In order to establish Theorem 7 we will prove the following more general result, of which Theorem 7
is a direct consequence.

Proposition 8. For every t ∈ N and M ∈ N∗ there exist ct > 0 and dt > 0 such that for every
N ∈ N∗, z0:t ∈ X0:t, (ft, f̃t) ∈ F(Xt)

2, and ε > 0,

∫
CtSt(z0:t,dbt)1

{∣∣∣∣∣ 1N
N∑
i=1

{bitft(xi
t|t) + f̃t(x

i
t|t)} − ηt⟨z0:t⟩(ftBt⟨z0:t−1⟩ht + f̃t)

∣∣∣∣∣ ≥ ε

}

≤ ct exp

(
−dtNε2

2κ2t

)
,

where

κt := ∥ft∥∞
t−1∑
m=0

∥h̃m∥∞ + ∥f̃t∥∞. (A.59)

To prove Proposition 8 we need the following technical lemma.

Lemma 5. For every t ∈ N, (ft+1, f̃t+1) ∈ F(Xt+1)
2, z0:t+1 ∈ X0:t+1, and N ∈ N∗,

γt+1⟨z0:t+1⟩(ft+1Bt+1⟨z0:t⟩ht+1 + f̃t+1)

=

(
1− 1

N

)
γt⟨z0:t⟩{Qtft+1Bt⟨z0:t−1⟩ht +Qt(h̃tft+1 + f̃t+1)}

+
1

N
γt⟨z0:t⟩gt

(
ft+1(zt+1)Bt+1⟨z0:t⟩ht+1(zt+1) + f̃t+1(zt+1)

)
.

Proof. Since Lemma 2 holds also for the Feynman–Kac model with a frozen path, we obtain

γt+1⟨z0:t+1⟩(ft+1Bt+1⟨z0:t⟩ht+1 + f̃t+1) = γt⟨z0:t⟩{Qt⟨zt+1⟩ft+1Bt⟨z0:t⟩ht +Qt⟨zt+1⟩(h̃tft+1 + f̃t+1)}.

Thus, the proof is concluded by noting that for every xt ∈ Xt and h ∈ F(Xt:t+1),

Qt⟨zt+1⟩h(xt) =

(
1− 1

N

)
Qth(xt) +

1

N
g(xt)h(xt, zt+1).
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Finally, before proceeding to the proof of Proposition 8, we introduce the law of the PARIS evolving
conditionally on a frozen path z = {zm}m∈N. Define, for m ∈ N and zm+1 ∈ Xm+1,

Pm⟨zm+1⟩ : Ym ×Ym+1 ∋ (ym, A) 7→
∫
Mm⟨zm+1⟩(xm|m,dxm+1)Sm(ym,xm+1, A).

For any given initial distribution ψ0 ∈ M1(Y0), let PP ,z
ψ0

be the distribution of the canonical Markov

chain induced by the Markov kernels {Pm⟨zm+1⟩}m∈N and the initial distribution ψ0. By abuse of

notation we write PP ,z
η0

instead of PP ,z
ψ0[η0⟨z0⟩]

, where the extension ψ0[η0] is defined in Appendix A.6.3.

Proof of Proposition 8. We proceed by forward induction over t. Let the σ-fields F̃t and Ft be defined
as in the proof of Theorem 5, but for the conditional PARIS dual process. Then, under the law PP ,z

η0
,

reusing (A.56),

EP ,z
η0

[
β1
t ft(ξ

1
t ) + f̃t(ξ

1
t ) | F̃t−1

]
= EP ,z

η0

[
EP ,z
η0

[
β1
t | Ft

]
ft(ξ

1
t ) + f̃t(ξ

1
t ) | F̃t−1

]
= EP ,z

η0

[
ft(ξ

1
t )

N∑
ℓ=1

qt−1(ξ
ℓ
t−1, ξ

1
t )∑N

ℓ′=1 qt−1(ξ
ℓ′
t−1, ξ

1
t )

(
βℓ
t−1 + h̃t−1(ξ

ℓ
t−1, ξ

1
t )
)
+ f̃t(ξ

1
t ) | F̃t−1

]
.

Using (A.30), we get

EP ,z
η0

[
β1
t ft(ξ

1
t ) + f̃t(ξ

1
t ) | F̃t−1

]
=

(
1− 1

N

) ∑N
ℓ=1{βℓ

t−1Qt−1ft(ξ
ℓ
t−1) +Qt−1(h̃t−1ft + f̃t)(ξ

ℓ
t−1)}∑N

ℓ′=1 gt−1(ξ
ℓ′
t−1)

+
1

N

(
ft(zt)

N∑
ℓ=1

qt−1(ξ
ℓ
t−1, zt)∑N

ℓ′=1 qt−1(ξ
ℓ′
t−1, zt)

(
βℓ
t−1 + h̃t(ξ

ℓ
t−1, zt)

)
+ f̃t(zt)

)
. (A.60)

In order to apply the induction hypothesis to each term on the right-hand side of the previous identity,
note that

Bt⟨z0:t−1⟩ht(zt) =
ηt−1⟨z0:t−1⟩[qt−1(·, zt){Bt−1⟨z0:t−2⟩ht−1(·) + h̃t−1(·, zt)}]

ηt−1⟨z0:t−1⟩[qt−1(·, zt)]
.

Therefore, using Lemma 5 and noting that γt⟨z0:t⟩1Xt
/γt−1⟨z0:t⟩1Xt−1

= ηt−1⟨z0:t−1⟩gt−1 yields

ηt⟨z0:t⟩(ftBt⟨z0:t−1⟩ht + f̃t) =
1

N

(
ft(zt)Bt⟨z0:t−1⟩ht(zt) + f̃t(zt)

)
+

(
1− 1

N

)
ηt−1⟨z0:t−1⟩{Qt−1ftBt−1⟨z0:t−2⟩ht +Qt−1(h̃t−1ft + f̃t)}

ηt−1⟨z0:t−1⟩gt−1
. (A.61)

By combining (A.60) with (A.61), we decompose the error according to

1

N

N∑
i=1

{βi
tft(ξ

i
t|t) + f̃t(ξ

i
t|t)} − ηt⟨z0:t⟩(ftBt⟨z0:t−1⟩ht + f̃t)

=
1

N

N∑
i=1

{βi
tft(ξ

i
t|t) + f̃t(ξ

i
t|t)} − EP ,z

η0

[
β1
t ft(ξ

1
t ) + f̃t(ξ

1
t ) | F̃t−1

]
+ EP ,z

η0

[
β1
t ft(ξ

1
t ) + f̃t(ξ

1
t ) | F̃t−1

]
− ηt⟨z0:t⟩(ftBt⟨z0:t−1⟩ht + f̃t)

= I
(1)
N +

(
1− 1

N

)
I
(2)
N +

1

N
I
(3)
N , (A.62)
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where

I
(1)
N :=

1

N

N∑
i=1

{βi
tft(ξ

i
t) + f̃t(ξ

i
t)} − EP ,z

η0

[
β1
t ft(ξ

1
t ) + f̃t(ξ

1
t ) | F̃t−1

]
,

I
(2)
N :=

∑N
ℓ=1{βℓ

t−1Qt−1ft(ξ
ℓ
t−1) +Qt−1(h̃t−1ft + f̃t)(ξ

ℓ
t−1)}∑N

ℓ′=1 gt−1(ξ
ℓ′
t−1)

− ηt−1⟨z0:t−1⟩{Qt−1ftBt⟨z0:t−1⟩ht +Qt−1(h̃t−1ft + f̃t)}
ηt−1⟨z0:t−1⟩gt−1

, (A.63)

and

I
(3)
N := ft(zt)

N∑
ℓ=1

qt−1(ξ
ℓ
t−1, zt)∑N

ℓ′=1 qt−1(ξ
ℓ′
t−1, zt)

(
βℓ
t−1 + h̃t−1(ξ

ℓ
t−1, zt)

)
− ft(zt)

ηt−1⟨z0:t−1⟩[qt−1(·, zt){Bt−1⟨z0:t−2⟩ht−1(·) + h̃t−1(·, zt)}]
ηt−1⟨z0:t−1⟩[qt−1(·, zt)]

. (A.64)

The proof is now completed by treating the terms I
(1)
N , I

(2)
N , and I

(3)
N separately, using Hoeffding’s

inequality and its generalisation in [Douc et al., 2011, Lemma 4]. Choose ε > 0; then, by Hoeffding’s
inequality,

PP ,z
η0

(
| I(1)N | ≥ ε

)
≤ 2 exp

(
−1

2

ε2

κ2t
N

)
. (A.65)

To treat I
(2)
N , we apply the induction hypothesis to the numerator and denominator, each normalised

by 1/N , yielding, since ∥Qt−1h∥∞ ≤ τ̄t−1∥h∥∞ for all h ∈ F(Xt−1 � Xt),

PP ,z
η0

(∣∣∣∣∣ 1N
N∑
ℓ=1

{βℓ
t−1Qt−1ft(ξ

ℓ
t−1) +Qt−1(h̃t−1ft + f̃t)(ξ

ℓ
t−1)}

−ηt−1⟨z0:t−1⟩{Qt−1ftBt⟨z0:t−1⟩ht +Qt−1(h̃t−1ft + f̃t)}

∣∣∣∣∣ ≥ ε

)

≤ ct−1 exp

(
−dt−1

ε2

τ̄2t−1κ
2
t

N

)
and

PP ,z
η0

(∣∣∣∣∣ 1N
N∑
ℓ=1

gt−1(ξ
ℓ
t−1)− ηt−1⟨z0:t−1⟩gt−1

∣∣∣∣∣ ≥ ε

)
≤ ct−1 exp

(
−dt−1

ε2

τ̄2t−1
N

)
.

Combining the previous two bounds with the generalised Hoeffding inequality in [Douc et al., 2011,
Lemma 4] yields, using also the bounds∑N

ℓ=1{βℓ
t−1Qt−1ft(ξ

ℓ
t−1) +Qt−1(h̃t−1ft + f̃t)(ξ

ℓ
t−1)}∑N

ℓ′=1 gt−1(ξ
ℓ′
t−1)

≤ κt

and ηt−1⟨z0:t−1⟩gt−1 ≥
¯
τt−1, the inequality

PP ,z
η0

(
| I(2)N | ≥ ε

)
≤ ct−1 exp

(
−dt−1¯

τ2t−1ε
2

τ̄2t−1κ
2
t

N

)
. (A.66)
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The last term I
(3)
N is treated along similar lines; indeed, by the induction hypothesis, since ∥qt−1∥∞ ≤

τ̄t−1σ̄t−1,

PP ,z
η0

(∣∣∣∣∣ 1N
N∑
ℓ=1

qt−1(ξ
ℓ
t−1, zt)

(
βℓ
t−1 + h̃t−1(ξ

ℓ
t−1, zt)

)
− ηt−1⟨z0:t−1⟩[qt−1(·, zt){Bt−1⟨z0:t−1⟩ht−1(·) + h̃t−1(·, zt)}]

∣∣∣∣∣ ≥ ε

)

≤ ct−1 exp

−dt−1( ε

τ̄t−1σ̄t−1
∑t−1

m=0 ∥h̃m∥∞

)2

N


and

PP ,z
η0

(∣∣∣∣∣ 1N
N∑
ℓ=1

qt−1(ξ
ℓ
t−1, zt)− ηt−1⟨z0:t−1⟩[qt−1(·, zt)]

∣∣∣∣∣ ≥ ε

)
≤ ct−1 exp

(
−dt−1

(
ε

τ̄t−1σ̄t−1

)2

N

)
.

Thus, since
N∑
ℓ=1

qt−1(ξ
ℓ
t−1, zt)∑N

ℓ′=1 qt−1(ξ
ℓ′
t−1, zt)

(
βℓ
t−1 + h̃t−1(ξ

ℓ
t−1, zt)

)
≤

t−1∑
m=0

∥h̃m∥∞

and ηt−1⟨z0:t−1⟩[qt−1(·, zt)] ≥
¯
τt−1, the generalised Hoeffding inequality provides

PP ,z
η0

(
| I(3)N | ≥ ε

)
≤ ct−1 exp

−dt−1( ¯
τt−1ε

2τ̄t−1σ̄t−1∥ft∥∞
∑t−1

m=0 ∥h̃m∥∞

)2

N

 . (A.67)

Finally, combining the bounds (A.65–A.67) completes the proof.

A.6.6 Proof of Proposition 4

The statement of Proposition 4 is implied by the following more general result, which we will prove
below.

Proposition 9. For every t ∈ N, M ∈ N∗, N ∈ N∗, z0:t ∈ X0:t, (ft, f̃t) ∈ F(Xt)
2, and p ≥ 2, it holds

that∫
CtSt(z0:t,dbt)

∣∣∣∣∣ 1N
N∑
i=1

{bitft(xi
t|t) + f̃t(x

i
t|t)} − ηt⟨z0:t⟩(ftBt⟨z0:t−1⟩ht + f̃t)

∣∣∣∣∣
p

≤ ct(p/dt)
p/2N−p/2κpt ,

where ct > 0, dt > 0 and κt are defined in Proposition 8 and (A.59), respectively.

Before proving Proposition 9, we establish the following result.

Lemma 6. Let X be an Rd-valued random variable, defined on some probability space (Ω,F ,P),
satisfying P(|X| ≥ t) ≤ c exp(−t2/(2σ2)) for every t ≥ 0 and some c > 0 and σ > 0. Then for every
p ≥ 2 it holds that E[|X|p] ≤ cpp/2σp.

Proof. Using Fubini’s theorem and the change of variable formula,

E [|X|p] =
∫ ∞
0

ptp−1P(|X| ≥ t) dt = cp2p/2−1σpΓ(p/2),

where Γ is the Gamma function. It remains to apply the bound Γ(p/2) ≤ (p/2)p/2−1 (see [Anderson and Qiu, 1997]),
which holds for p ≥ 2 by [2, Theorem 1.5].
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Proof of Proposition 9. By combining Proposition 8 and Lemma 6 we obtain

N

∫
CtSt(z0:t,dbt)

∣∣∣∣ 1N ∑N

i=1
{bitft(xi

t|t) + f̃t(x
i
t|t)} − ηt⟨z0:t⟩(ftBt⟨z0:t−1⟩ht + f̃t)

∣∣∣∣2
≤ ct(p/dt)

p/2N−p/2

(
∥ft∥∞

t−1∑
m=0

∥h̃m∥∞ + ∥f̃t∥∞

)p

,

which was to be established.

A.6.7 Proof of Proposition 5

Like previously, we establish Proposition 5 via a more general result, namely the following.

Proposition 10. For every t ∈ N, the exists c̄biast < ∞ such that for every M ∈ N∗, N ∈ N∗,
z0:t ∈ X0:t, and (ft, f̃t) ∈ F(Xt)

2,∣∣∣∣∣
∫

CtSt(z0:t,dbt)
1

N

N∑
i=1

{bitft(xi
t|t) + f̃t(x

i
t|t)} − ηt⟨z0:t⟩(ftBt⟨z0:t−1⟩ht + f̃t)

∣∣∣∣∣ ≤ c̄biast κtN
−1,

where κt is defined in (A.59).

We preface the proof of Proposition 10 by a technical lemma providing a bound on the bias of
ratios of random variables.

Lemma 7. Let α and β be (possibly dependent) random variables defined on some probability space
(Ω,F ,P) and such that E[α2] <∞ and E[β2] <∞. Moreover, assume that there exist c > 0 and d > 0
such that |α/β| ≤ c, P-a.s., |a/b| ≤ c, E[(α− a)2] ≤ c2d2, and E[(β− b)2] ≤ d2. Then

|E[α/β]− a/b| ≤ 2c(d/b)2 + c|E[β− b]|/|b|+ |E[α− a]|/|b|. (A.68)

Proof. Using the identity

E[α/β]− a/b = E[(α/β)(b− β)2]/b2 + E[(α− a)(b− β)]/b2 + aE[b− β]/b2 + E[α− a]/b,

the claim is established by applying the Cauchy–Schwarz inequality and the assumptions of the lemma
according to

|E[α/β]− a/b|
≤ cE[(β− b)2]/b2 + {E[(α− a)2]E[(β− b)2]}1/2/b2 + |a||E[β− b]|/b2 + |E[α− a]|/b2

≤ 2c(d/b)2 + c|E[β− b]|/|b|+ |E[α− a]|/|b|.

Proof of Proposition 5. We proceed by induction and assume that the claim holds true for n − 1.

Reusing the error decomposition (A.62), it is enough to bound the expectations of the terms I
(2)
N

and I
(3)
N given in (A.63) and (A.64), respectively (since EP ,z

η0
[I
(1)
N ] = 0). This will be done using the

induction hypothesis, Lemma 7, and Proposition 9. More precisely, to bound the expectation of I
(2)
N ,

we use Lemma 7 with α← αt, β← βt, a← at, and b← bt, where

αt :=
1

N

N∑
ℓ=1

{βℓ
t−1Qt−1ft(ξ

ℓ
t−1) +Qt−1(h̃t−1ft + f̃t)(ξ

ℓ
t−1)}, βt :=

1

N

N∑
ℓ=1

gt−1(ξ
ℓ
t−1),

at := ηt−1⟨z0:t−1⟩{Qt−1ftBt⟨z0:t−1⟩ht +Qt−1(h̃t−1ft + f̃t)}, bt := ηt−1⟨z0:t−1⟩gt−1.
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For this purpose, note that |αt/βt| ≤ κt and |at/bt| ≤ κt, where κt is defined in (A.59). On the other
hand, using Proposition 9 (applied with p = 2), we obtain

EP ,z
η0

[(αt − at)
2] ≤ d2tκ

2
t and EP ,z

η0
[(βt − bt)

2] ≤ d2t ,

where d2t := ctτ̄
2
t−1/(dtN). Using the induction assumption, we get

|EP ,z
η0

[αt]− at| ≤ c̄biast−1N
−1τ̄t−1κt and |EP ,z

η0
[βt]− bt| ≤ c̄biast−1N

−1τ̄t−1.

Hence, the conditions of Lemma 7 are satisfied and we deduce that

|EP ,z
η0

[I
(2)
N ]| = |EP ,z

η0
[αt/βt]− at/bt| ≤ 2κt

ct
dtN

τ̄2t−1

¯
τ2t−1

+ 2c̄biast−1κt
τ̄t−1

¯
τt−1N

.

The bound on |EP ,z
η0

[I
(2)
N ]| is obtained along the same lines.

B. Learning with PPG

This section is divided into three subsections. Appendix B.1 establishes, following closely [Karimi et al., 2019],
a non-asymptotic bound for stochastic approximation schemes under general assumptions. Appendix B.2
shows how assumptions A 4.1 and A 3.1 imply the assumptions provided in Appendix B.1 and there-
fore allow to establish Theorem 2. Finally, Appendix B.3 provides sufficient assumptions on the model
ensuring that A 4.1 holds.

B.1 Non-asymptotic bound

We follow closely [Karimi et al., 2019]. Consider the recursion

θn+1 = θn − γn+1Hθn(Xn+1), n ∈ N,

where θn ∈ Θ ⊂ Rd for some d ∈ N∗ and {Xn}n∈N is a state-dependent Markov chain on some
measurable space (X,X ) in the sense that Xn+1 ∼ Pθn(Xn, ·) with Pθ being some Markov kernel on
(X,X ). Let h(θ) =

∫
Hθ(x)πθ(dx), where πθ is the invariant measure of Pθ and en+1 := Hθn(Xn+1)−

h(θn). As all norms are equivalent in finite dimensional vector spaces, we use ∥ · ∥ to denote a generic
norm. We denote by {Fn}n∈N the natural filtration of the Markov chain {Xn}n∈N.

A B.1. There exists a Borel measurable function V : Θ→ R such that for every θ ∈ Θ, ∇V (θ) = h(θ).

A B.2. There exists LV ∈ R≥0 such that for every (θ, θ′) ∈ Θ2,

∥∇V (θ)−∇V (θ′)∥ ≤ LV ∥θ − θ′∥.

A B.3. There exists a Borel measurable function Ĥ : Θ×X → Θ such that for every θ ∈ Θ and x ∈ X,

Ĥθ(x)− PθĤθ(x) = Hθ(x)− h(θ) .

A B.4. There exists LPĤ ∈ R≥0 such that for every (θ0, θ1) ∈ Θ2,

sup
x∈X
∥Pθ0Ĥθ0(x)− Pθ0Ĥθ1(x)∥ ≤ LPĤ∥θ0 − θ1∥ .

A B.5. There exists LPĤ
0 ∈ R≥0 such that

sup
θ∈Θ
∥PθĤθ∥ ≤ LPĤ

0 .
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A B.6. There exists σmse ∈ R≥0 such that for every x ∈ X and θ ∈ Θ,∫
∥Hθ(x

′)− h(θ)∥2 Pθ(x, dx
′) ≤ σ2

mse .

A B.7. There exists LĤ ∈ R≥0 such that for every x ∈ X,

sup
θ∈Θ

∫
∥Ĥθ∥Pθ(x, dx

′) ≤ LĤ .

Theorem 8. Assume that AB.1–AB.7 hold. In addition, assume that there exist a > 0 and a′ > 0
such that for all n ∈ N,

γn+1 ≤ γn ≤ aγn+1 , γn − γn+1 ≤ a′γ2
n , γ1 ≤ (LV + Ch)

−1/2 .

Moreover, for any n ∈ N∗, let ϖ be a J0, nK-valued random variable, independent of {Fℓ}ℓ≥0 and such
that P(ϖ = k) = γk+1/

∑n
ℓ=0 γℓ+1 for k ∈ J0, nK. Then,

E
[
∥h(θϖ)∥2

]
≤ 2

V0,n + C0,n + (σ2
mseL

V + Cγ)
∑n

k=0 γ
2
k+1∑n

k=0 γk+1
,

where V0,n := E [V (θ)− V (θn)] and

C0,n := γ1h(θ0)L
Ĥ + LPĤ

0 (γ1 − γn+1 + 1) , (B.69)

Cγ := σmseL
PĤ + (1 + σmse)L

V LPĤ
0 , (B.70)

Ch := LPĤ ((a+ 1)/2 + aσmse) + (LV + a′ + 1)LPĤ
0 . (B.71)

Proof. We follow closely the proof of [Karimi et al., 2019, Theorem 2] and adapt it to our setting.
First, note that by A B.1, assumptions A1 and A2 of [Karimi et al., 2019, Theorem 2] hold with
c0 = d0 = 0 and c1 = d1 = 1. In addition, the claim in [Karimi et al., 2019, Lemma 1] holds true since
by AB.2, A3 holds. Moreover, [Karimi et al., 2019, Equation 17] can also be established under AB.6,
as we may rewrite it as

n∑
ℓ=0

γ2
ℓ+1E

[
∥eℓ+1∥2

]
=

n∑
ℓ=0

γ2
ℓ+1E

[
E
[
∥eℓ+1∥2 | Fℓ

]]
≤ σ2

mse

n∑
ℓ=0

γ2
ℓ+1 .

Following the proof of [Karimi et al., 2019, Lemma 2], consider the decomposition

E

[
−

n∑
ℓ=0

γℓ+1 ⟨∇V (θℓ), eℓ+1⟩

]
= E [A1 +A2 +A3 +A4 +A5] ,

where

A1 := −
n∑

ℓ=1

γℓ+1

〈
∇V (θℓ), Ĥθℓ(Xℓ+1)− PθℓĤθℓ(Xℓ)

〉
,

A2 := −
n∑

ℓ=1

γℓ+1

〈
∇V (θℓ),PθℓĤθℓ(Xℓ)− Pθℓ−1

Ĥθℓ−1
(Xℓ)

〉
,

A3 := −
n∑

ℓ=1

γℓ+1

〈
∇V (θℓ)−∇V (θℓ−1),Pθℓ−1

Ĥθℓ−1
(Xℓ)

〉
,

A4 := −
n∑

ℓ=1

(γℓ+1 − γℓ)
〈
∇V (θℓ−1),Pθℓ−1

Ĥθℓ−1
(Xℓ)

〉
,

A5 := −γ1
〈
∇V (θ0), Ĥθ0(X1)

〉
+ γn+1

〈
∇V (θn),PθnĤθn(Xn+1)

〉
.
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As Ĥθℓ(Xℓ+1)− PθℓĤθℓ(Xℓ) is a martingale difference, it holds that E [A1] = 0. The upper bounds on
the expectations of A2, A3 and A4 are obtained similarly as in [Karimi et al., 2019]. Using AB.4,

A2 ≤ LPĤ

(
σmse

n∑
k=1

γ2
k +

1

2
(1 + 2aσmse + a)

n∑
k=0

γ2
k+1∥h(θk)∥2

)
.

By A B.2 and B.5,

A3 ≤ LV LPĤ
0

(
(1 + σmse)

n∑
k=1

γ2
k +

n∑
k=1

γ2
k∥h(θk)∥2)

)
.

On the other hand,

A4 ≤ LPĤ
0

(
γ1 − γn+1 + a′

n∑
k=1

γ2
k∥h(θk−1)∥2

)
.

We now focus on A5. As in the proof of [Karimi et al., 2019, Lemma 2], the expectation of the first

term can be straightforwardly bounded by γ1∥h(θ0)∥LĤ using the Cauchy–Schwarz inequality and
AB.7. The second term can, using AB.5 and γn+1∥h(θn)∥ ≤ 1 + γ2

n+1∥h(θn)∥2, be bounded in the
same way according to

γn+1

〈
∇V (θn),PθnĤθn(Xn+1)

〉
≤ LPĤ

0 γn+1∥h(θn)∥ ≤ LPĤ
0

(
1 + γ2

n+1∥h(θn)∥2
)

≤ LPĤ
0

(
1 +

n∑
ℓ=0

γ2
ℓ+1∥h(θℓ)∥2

)
.

The rest of the proof follows that of [Karimi et al., 2019, Theorem 2].

B.2 Application to Theorem 2

The goal of this section is to establish that the assumptions of Theorem 2 ensure all the assumptions
in appendix B.1, which in turn allows Theorem 8 to be applied. First, we start by explicitly defining
the kernel Pθ and the function h in terms of the kernels presented in appendix A. We write Pθ,t instead
of Pθ to explicit the dependence of the kernel on the fixed number of observations t.

B.2.1 Verification of the assumptions of Theorem 8

For (k0, k) ∈ (N∗)2 such that k0 < k, define

Pθ,t : E
k−k0
t × E�(k−k0)

t ∋ (yt[k0 : k], z0:t[k0 : k], A) 7→ Kk0

θ,t � K�(k−k0)
θ,t (z0:t[k], A), (B.72)

where Kθ,t is the PPG kernel defined in (A.41). Note that Pθ,t depends only on the last frozen path,
namely z0:t[k]. Note also that, since Kθ,t depends only on the paths, there is no dependence between
yt,ℓ[k0 : k] and yt,ℓ+1[k0 : k]. The score ascent algorithm (Algorithm 4) can be formulated as follows.

1. Sample (z0:t,ℓ[k0 : k],yt,ℓ[k0 : k]) ∼ Pθℓ,t

(
(z0:t,ℓ−1[k0 : k],yt,ℓ−1[k0 : k]), ·

)
.

2. Update the parameter according to ηℓ+1 = ηℓ + γℓ+1H(z0:t,ℓ[k0 : k],yt,ℓ[k0 : k]), where

H(z0:t,ℓ[k0 : k],yt,ℓ[k0 : k]) =
1

k − k0 + 1

k∑
i=k0

µ(βt,ℓ[i])(id) = Π(k0−1,k),N (ht),

where Π(k0−1,k),N (ht) is defined in (3.12). We denote by πθ,t the invariant distribution of Pθ,t, which,

by Proposition 3, is given by πθ,t = (η0:t � CtSt)�(k−k0).
We also require the strong mixing assumption to hold uniformly in θ.
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A B.8 (Strong mixing uniformly in θ). For every s ∈ N there exist
¯
τs, τ̄s,

¯
σs, and σ̄s in R∗+ such that

for all θ ∈ Θ,
(i)

¯
τs ≤ gs,θ(xs) ≤ τ̄s for every xs ∈ Xs,

(ii)
¯
σs ≤ ms,θ(xs, xs+1) ≤ σ̄s for every (xs, xs+1) ∈ Xs:s+1.

Note that the assumption above implies that κN,t is also uniform in θ.

Proof that AB.1 holds.

Proposition 11. For all θ ∈ Θ, h(θ) = ∇V (θ), where V (θ) = log γ0:t,θ(X0:t) is the log-likelihood
function.

Proof. By Theorem 5,

h(θ) =

∫
H(ỹt[k0 : k], x̃0:t[k0 : k])πθ,t(d(ỹt[k0 : k], x̃0:t[k0 : k]))

=
1

k − k0 + 1

k∑
i=k0

∫
[η0:t,θ � Ct,θSt,θ ] (d(ỹt[i], x̃0:t[i]))µ(β̃t,ℓ[i])(id)

= η0:t,θ (s0:t,θ) = ∇V (θ).

Proof that AB.2 holds. AB.2 is trivially implied by A 4.1(i).

Proof that A B.3 and B.5 hold. Let Ĥθ be given by

Ĥθ : Ek−k0
t ∋ (yt[k0 : k], z0:t[k0 : k]) 7→

∞∑
r=0

{Pr
θ,tH(yt[k0 : k], z0:t[k0 : k])− h(θ)}. (B.73)

Then the following holds true.

Lemma 8. Assume AB.8. Then for all θ ∈ Θ and t ∈ N∗,

∥Pθ,tĤθ∥∞ ≤ σbias(1− κk
N,t)

−1 .

Proof. By Theorem 1, we have for any r > 0∣∣Pr
θ,tH(yt[k0 : k], z0:t[k0 : k])− h(θ)

∣∣ ≤ σbiasκ
(r−1)k
N,t

and thus

∥Pθ,tĤθ∥∞ ≤
∞∑
r=1

∥∥Pr
θ,tH − h(θ)

∥∥
∞ ≤ σbias

∞∑
r=0

κrk
N,t ≤ σbias(1− κk

N,t)
−1 ,

where κN,t ∈ (0, 1).

Lemma 8 proves A B.3 and B.5 with LPĤ
0 := σbias(1− κk

N,t)
−1.
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Proof that AB.4 holds.

Theorem 9. Assume A B.8 and A 4.1. Then for every t ∈ N, θ ∈ Θ and N ∈ N∗ such that
N > 1 + 5ρ2t t/2, ∥∥∥Pθ1,tĤθ1 − Pθ2,tĤθ2

∥∥∥
∞
≤ LPĤ∥θ1 − θ2∥ ,

where

LPĤ := ∥LP
2 ∥∞

[
1 + κk

N,t(1− κk
N,t)

]
+ LV +

σbias(1− κN,t)
−1(1− κk

N,t)
−1 [∥LP

1 ∥∞(1− κk
N,t)

−1 + Lηκk
N,t

]
. (B.74)

Proof. We establish the claim by adapting the proof of [Karimi et al., 2019, Lemma 7]. First, recall
that the kernel Kθ,t defined in (A.42) is the path marginalized version of Kθ,t given in (A.41). Note

that for every x ∈ Ek−k0
t ,

Pθ1,tĤθ1(x) =

∞∑
n=0

δxPθ1,t

{
Pn
θ1,tH − h(θ1)

}
=

∞∑
n=0

δxK
kn
θ1,t {Pθ1,tH − η0:t,θ1Pθ1,tH} ,

where we have used (i) the fact that the backward statistics output by Pθ,t are independent of the
input backward statistics and (ii) the penultimate line in the computation of h(θ) above. We follow
the proof of [Fort et al., 2011, Lemma 4.2] and consider the following decomposition: for n ∈ N∗,

δxK
kn
θ1,t (Pθ1,tH − η0:t,θ1Pθ1,tH)− δxK

kn
θ2,t (Pθ2,tH − η0:t,θ2Pθ2,tH) (B.75)

=

n−1∑
j=0

(
δxK

kj
θ1,t
− η0:t,θ1

)(
Kkj

θ1,t
−Kkj

θ2,t

)(
K

k(n−j−1)
θ2,t

Pθ1,tH − η0:t,θ2Pθ1,tH
)

−
(
δxK

kn
θ2,tPθ2,tH − η0:t,θ2Pθ2,tH

)
+
(
δxK

kn
θ2,tPθ1,tH − η0:t,θ2Pθ1,tH

)
− η0:t,θ1

(
Kkn

θ2,tPθ1,tH − η0:t,θ2Pθ1,tH
)
.

Applying Theorem 6 with µ = δx and ν = η0:t,θ and using the fact that η0:t,θK
ℓ
θ,t = η0:t,θ for all ℓ ∈ N,

we obtain that for all ℓ ∈ N and all θ ∈ Θ,
∥∥∥δxKℓ

θ,t − η0:t,θ

∥∥∥
TV
≤ κℓ

N,t. Note that by A4.1(iii), Kθ,t is

Lipschitz; therefore, for all r ∈ N∗, by Lemma 18, Kr
θ,t is Lipschitz with constant ∥LP

1 ∥∞(1− κN,t)
−1.

Combining all this together, we obtain∣∣∣(δxKkj
θ1,t
− η0:t,θ1

)(
Kkj

θ1,t
−Kkj

θ2,t

)(
K

k(n−j−1)
θ2,t

Pθ1,tH − η0:t,θ2Pθ1,tH
)∣∣∣

=
∣∣∣(δxKkj

θ1,t
− η0:t,θ1

)(
Kkj

θ1,t
−Kkj

θ2,t

){
K

k(n−j−1)
θ2,t

[Pθ1,tH − h(θ1)]− η0:t,θ2 [Pθ1,tH − h(θ1)]
}∣∣∣

≤ ∥LP
1 ∥∞(1− κN,t)

−1κkj
N,tκ

k(n−j−1)
N,t ∥Pθ1,tH − h(θ1)∥∞∥θ1 − θ2∥

≤ σbias∥LP
1 ∥∞(1− κN,t)

−1κ
k(n−1)
N,t ∥θ1 − θ2∥ ,

where the last inequality is due to Theorem 1. Therefore, the first term of the right side of (B.75)

is upper bounded by σbias∥LP
1 ∥∞(1 − κN,t)

−1nκ
k(n−1)
N,t ∥θ1 − θ2∥. The second term of (B.75) can be

written

−
(
δxK

kn
θ2,tPθ2,tH − η0:t,θ2Pθ2,tH

)
+
(
δxK

kn
θ2,tPθ1,tH − η0:t,θ2Pθ1,tH

)
=
(
δxK

kn
θ2,t − η0:t,θ2

)
(Pθ1,tH − Pθ2,tH) ,

and using again the ergodicity of Kθ,t and the fact that θ 7→ Pθ,tH is uniformly Lipschitz by A4.1(iv),
we may conclude that it is upper bounded by ∥LP

2 ∥∞κkn
N,t∥θ1 − θ2∥. Finally, for the last term, using
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the facts that Kk
θ,t is η0:t,θ -invariant and geometrically ergodic and that θ 7→ η0:t,θ is Lipschitz by

A 4.1(iv) yields∣∣η0:t,θ1 (Kkn
θ2,tPθ1,tH − η0:t,θ2Pθ1,tH

)∣∣
=
∣∣(η0:t,θ1 − η0:t,θ2)

{
Kkn

θ2,t [Pθ1,tH − h(θ1)]− η0:t,θ2 [Pθ1,tH − h(θ1)]
}∣∣

≤ Lηκkn
N,t∥Pθ1,tH − h(θ1)∥∞∥θ1 − θ2∥

≤ Lησbias(1− κN,t)
−1κkn

N,t∥θ1 − θ2∥ .

Therefore, we have that

δxK
kn
θ1,t (Pθ1,tH − η0:t,θ1Pθ1,tH)− δxK

kn
θ2,t (Pθ2,tH − η0:t,θ2Pθ2,tH)

≤
{
σbias∥LP

1 ∥∞(1− κN,t)
−1nκ

k(n−1)
N,t +

[
∥LP

2 ∥∞ + Lησbias(1− κN,t)
−1]κkn

N,t

}
∥θ1 − θ2∥ .

Therefore, we obtain∣∣∣Pθ1,tĤθ1(x)− Pθ2,tĤθ2(x)
∣∣∣

≤ |δxPθ1,tH − δxPθ2,tH|+ |η0:t,θ1Pθ1,tH − η0:t,θ2Pθ2,tH|

+

∣∣∣∣∣
∞∑

n=1

δxK
kn
θ1,t (Pθ1,tH − η0:t,θ1Pθ1,tH)− δxK

kn
θ2,t (Pθ2,tH − η0:t,θ2Pθ2,tH)

∣∣∣∣∣
≤ |δxPθ1,tH − δxPθ2,tH|+ |η0:t,θ1Pθ1,tH − η0:t,θ2Pθ2,tH|

+

{
σbias∥LP

1 ∥∞(1− κN,t)
−1(1− κk

N,t)
−2

+
[
∥LP

2 ∥∞ + Lησbias(1− κN,t)
−1]κk

N,t(1− κk
N,t)

−1
}
∥θ1 − θ2∥ .

To conclude, note that by A 4.1(iv), ∥δxPθ1,tH − δxPθ2,tH∥ ≤ ∥LP
2 ∥∞∥θ1 − θ2∥. Furthermore, note

that by Theorem 5 we obtain that for all θ ∈ Θ, η0:t,θPθ,tH = η0:t,θs0:t,θ = ∇V (θ). Therefore, by
A 4.1(i) we obtain that ∥η0:t,θ1Pθ1,tH − η0:t,θ2Pθ2,tH∥ ≤ LV ∥θ1 − θ2∥, concluding the proof.

Proof that AB.6 holds. AB.6 is simply a bound on the MSE of the roll-out PPG estimator, given
by Theorem 1.

Proof that AB.7 holds.

Proposition 12. For all θ ∈ Θ and all ℓ ∈ J1, t− 1K

E
[
∥Ĥθ∥ | Fℓ

]
≤ 2∥s0:t,θ∥∞ + σbias(1− κk

N,t)
−1 .

Proof. Note that for all x ∈ Ek−k0
t and all θ ∈ Θ,

Ĥθ(x) = H(x)− h(θ) + Pθ,tĤθ(x) . (B.76)

Lemma 8 shows that ∥Pθ,tĤθ∥∞ ≤ σbias(1− κk
N,t)

−1. Note that h(θ) ≤ ∥s0:t,θ∥∞ We write

E [∥H∥ | Fℓ] ≤
1

(k − k0 + 1)N

k∑
i=k0

N∑
j=1

E
[
∥βj

t,ℓ[i]∥ | Fℓ

]
.

By Proposition 14, E
[
∥βj

t,ℓ[i]∥ | Fℓ

]
≤ ∥s0:t,θ∥∞, concluding the proof.

AB.7 follows directly by Proposition 12 and by considering supθ∈Θ ∥s0:t,θ∥∞.
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B.2.2 Proof of Theorem 2

We have shown in Appendix B.2.1 that under A 4.1 and B.8, it is possible to apply Theorem 8. To
conclude the proof of Theorem 2 we just have to rearrange the constants. We start by rewriting the
constant in Theorem 9

LPĤ = C1 + σbias(1− κN,t)
−1(1− κk

N,t)
−1C2,

with

C1 =
∥∥LP

2

∥∥
∞

[
1 + κk

N,t(1− κk
N,t)

−1]+ LV

C2 =
∥∥LP

1

∥∥
∞ (1− κk

N,t)
−1 + Lηκk

N,t .

By (B.70) and Lemma 8,

Cγ = σmseL
PĤ + (1 + σmse)L

V LPĤ
0

= σmse

[
C1 + σbias(1− κN,t)

−1(1− κk
N,t)

−1C2

]
+ (1 + σmse)L

V σbias(1− κk
N,t)

−1

= σmseC1 + σmseσbias(1− κk
N,t)

−1 [LV + (1− κN,t)
−1C2

]
+ σbiasL

V (1− κk
N,t)

−1 .

Therefore,

C0,γ := σ2
mseL

V + Cγ

= σ2
mseL

V + σmseC1 + σmseσbias(1− κk
N,t)

−1 [LV + (1− κN,t)
−1C2

]
+ σbiasL

V (1− κk
N,t)

−1 .

In the same way, we can rewrite (B.71) as

Ch = LPĤ [(a+ 1)/2 + aσmse] + (LV + a′ + 1)LPĤ
0

=
[
C1 + σbias(1− κN,t)

−1(1− κk
N,t)

−1C2

]
[(a+ 1)/2 + aσmse] + (LV + a′ + 1)σbias(1− κk

N,t)
−1 .

The constant C0 from Theorem 2 is LĤ = 2 supθ∈Θ ∥s0:t,θ∥∞ + σbias(1− κk
N,t)

−1 which completes the
proof.

B.3 Conditions on the model to verify A 4.1

In our specific application to score ascent, we work with the following assumptions.

A B.9 (Lipschitz). (i) For all t ∈ N, there exists Ls
t ∈ M(Xt:t+1) such that for all (xt, xt+1) ∈ Xt:t+1,

the function θ 7→ st,θ(xt, xt+1) is Ls
t (xt, xt+1)-Lipschitz and Xt:t+1 ∋ (xt, xt+1) 7→ st,θ(xt, xt+1)

is bounded by ∥st(θ)∥∞ for all θ ∈ Θ. Furthermore, ∥Ls
k∥∞ <∞.

(ii) For all t ∈ N, there exists Lq
t ∈ Xt:t+1 such that ∥Lq

t∥∞ <∞ and that for all (xt, xt+1) ∈ Xt:t+1,
θ 7→ qt,θ(xt, xt+1) is L

q
t (xt, xt+1)-Lipschitz.

Lemma 9 (A B.2(i) holds). Assume A B.8 and A 4.1. There exists a constant LV such that the
Lyapunov function V satisfies, for all (θ1, θ2) ∈ Θ2,

∥∇V (θ1)−∇V (θ2)∥ ≤ LV ∥θ1 − θ2∥.

Proof. For all θ1, θ2,

∥∇V (θ1)−∇V (θ2)∥ = ∥η0:t,θ1(s0:t,θ1)− η0:t,θ2(s0:t,θ2)∥
≤ ∥η0:t,θ1(s0:t,θ1)− η0:t,θ1(s0:t,θ2)∥+ ∥η0:t,θ1(s0:t,θ2)− η0:t,θ2(s0:t,θ2)∥ .

By (3.1) and by [Gloaguen et al., 2022, Theorem 4.10] there exists a constant c such that

∥η0:t,θ1(s0:t,θ2)− η0:t,θ2(s0:t,θ2)∥ ≤ ct∥θ1 − θ2∥ supθ supk ∥sk(θ)∥∞ ,
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Using A 3.1 and A 4.1[i], we can write:

∥η0:t,θ1(s0:t,θ1)− η0:t,θ1(s0:t,θ2)∥ ≤
t−1∑
u=0

η0:t,θ1 [∥su,θ1(xu:u+1)− su,θ2(xu:u+1)∥],

≤
t−1∑
u=0

η0:t,θ1 [L
s
u(xu:u+1)] ∥θ1 − θ2∥,

≤ σ+

σ−
supu∈J0,t−1K [L

s
u] ∥θ1 − θ2∥t.

Theorem 10 (Lipschitz continuity of Particle Gibbs with Backward Sampling). Assume AB.9. For
every t ∈ N, θ ∈ Θ and N ∈ N∗

sup
x0:t∈X0:t

∥Kθ1,t(x0:t, .)−Kθ2,t(x0:t, .)∥TV ≤ LK
t,N∥θ1 − θ2∥ ,

where

LK
t,N :=

t−1∑
ℓ=0

τ̄−1ℓ

[
σ̄−1ℓ + (N − 1)

]
∥Lq

ℓ∥∞ . (B.77)

Proof. We know that Kθ,t = Cm,θBt,θ . Therefore, by Lemmas 14, 16 and 19, we have that Kθ,t is
Lipschitz with constant equals LC

t + supθ Ct,θL
B
t .

Corollary 1 (A 4.1(iii) holds.). Assume A B.9. For every t ∈ N, θ ∈ Θ, r ∈ N∗ and N ∈ N∗ such
that N > 1 + 5ρ2t t/2

sup
x0:t∈X0:t

∥∥Kr
θ1,t(x0:t, .)−Kr

θ2,t(x0:t, .)
∥∥
TV
≤ LP

t,N∥θ1 − θ2∥

where
LP
t,N := (1− κt,N )−1∥LK

t,N∥∞ (B.78)

where LK
t,N is defined in (B.77).

Proof. Under B.8, the Particle Gibbs with backward sampling is geometrically ergodic with contraction
rate κt,N and thus LK

t,N is bounded and the result follows from Lemma 18

Corollary 2 (A 4.1(i)). Assume AB.8 and AB.9. For all t ∈ N∗, (θ0, θ1) ∈ Θ2,

∥η0:t,θ0 − η0:t,θ1∥TV ≤ Lη∥θ0 − θ1∥,

where
Lη := LP

t,N∗ , (B.79)

and LP
t,N is defined in (B.78) and N∗ = ⌈1 + 5ρ2t/2⌉.

Proof. Consider the following decomposition, valid for all k ∈ N∗ and N ≥ 1+5ρ2t/2, and all x0:t ∈ X0:t,

∥η0:t,θ1 − η0:t,θ2∥TV ≤
∥∥η0:t,θ1 −Kk

θ1,t(x0:t, ·)
∥∥
TV

+
∥∥η0:t,θ2 −Kk

θ2,t(x0:t, ·)
∥∥
TV

+
∥∥Kk

θ1,t(x0:t, ·)−Kk
θ2,t(x0:t, ·)

∥∥
TV

≤
∥∥η0:t,θ1 −Kk

θ1,t(x0:t, ·)
∥∥
TV

+
∥∥η0:t,θ2 −Kk

θ2,t(x0:t, ·)
∥∥
TV

+ LP
t,N∥θ1 − θ2∥ ,

where we applied Corollary 1. Since the Lipschitz constant of Kθ,t is independent of k, and Kθ,t is
geometrically ergodic for all θ, we obtain by taking the limit when k goes to infinity with N fixed,

∥η0:t,θ1 − η0:t,θ2∥TV ≤
∥LK

t,N∥∞
1− κt,N

∥θ1 − θ2 ∥ ,

for all N ≥ 1 + 5ρ2t/2, where the dependence in N is hidden in LP
t,N . The result follows by choosing

N = ⌈1 + 5ρ2t/2⌉.
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Remark 2. As noted by [Lindholm and Lindsten, 2018], the Lipschitz constant appearing in Corol-
lary 1 possesses an unexpected dependence on N − 1. One would expect it not to be true, in that we
know that Kθ,t converges geometrically fast and uniformly to η0:t and this is faster as N gets bigger.
Therefore, for large N the Lipschitz constant is expected to converge to that of η0:t whose Lipschitz
constant is independent of N .

Proposition 13 (Lipschitz continuity of θ 7→ Kθ,tµ(βt)(id)). Assume AB.9. For every t ∈ N, θ ∈ Θ
and N ∈ N∗,

∥Kθ1,tµ(βt)(id)−Kθ2,tµ(βt)(id)∥∞ ≤ LK
t ∥θ1 − θ2∥ ,

where

LK
t := (N − 1)

t−1∑
ℓ=0

τ̄ℓ∥Lq
ℓ∥∞ +

m∑
j=1

∥L
←−
Q
j ∥∞

[
m−1∑
ℓ=0

s∞ℓ

]
+

m∑
j=1

∥Ls
j∥∞ . (B.80)

Proof. Consider e = (x0:t,y0:t) ∈ Et and fθ(e) :=
∫
Sm,θ(x0:t,dỹt)µ(bt)(id). Then Kθ,tµ(bt)(id) =

Cm,θfθ(x0:t) is a composition of a Markov kernel and a Lipschitz function, therefore Lipschitz.

Corollary 3 (A 4.1(iv) holds.). Assume AB.9. For every t ∈ N, θ ∈ Θ and N ∈ N∗

sup
x0:t∈X0:t

∥Pθ1,tH − Pθ2,tH∥ ≤ LP
2 ∥θ1 − θ2∥ ,

where
LP
2 = LP

t,N + LK
t , (B.81)

with LP and LK
t are defined in (B.80) and (B.78).

Proof. Let f̃ : Ek−k0 ∋ (x0:t[k0 : k],x0:t|t[k0 : k], bt[k0 : k]) 7→ (k − k0)
−1∑k

ℓ=k0+1 µ(bt[ℓ])(id). As Kθ,t

depends only on the path, with a slight abuse of notation, we can define fθ(x0:t) := K�k−k0

θ,t (f̃)(x0:t).

By proposition 13, we have that fθ is Lipschitz with Lf = LK
t . Note that Pθ,tH(x0:t,yt) = Kk0

θ,tfθ(x0:t),

therefore, by lemma 19 Lipschitz with constant LP + LK
t .

C. Lipschitz properties

C.1 Lipschitz continuity of Pθ,

In this section we prove the following items:

• Cm,θ(z0:m, ·) is Lipschitz, see Appendix C.1.1

• Bm,θ(x0:m, ·) is Lipschitz, see Appendix C.1.2

•
∫
Sm,θ(x0:m,dbm)µ(bm)(Id) is Lipschitz, see Appendix C.1.3

The following technical lemma will be useful.

Lemma 10. Let α ∈]0, 1], x ∈ R≥0 and ℓ ∈ N. Then for all λi ∈ R≥0, i ∈ J0, ℓK, such that

α ≥
∏ℓ

i=0(1− λix) it holds that α ≥ 1− x
∑ℓ

i=0 λi.

Proof. Consider first the case where xλi ≤ 1 for all i ∈ J0, ℓK. We prove the result by induction. The
case ℓ = 0 is straightforward. Assume now that the result holds for some r ∈ J0, ℓ− 1K. Then,

r+1∏
i=0

(1− λix) = (1− λr+1x)

r∏
i=0

(1− λix) ≥ (1− λr+1x)(1− x

r∑
i=0

λi)

= 1− x

r+1∑
i=0

λi + x2
r∑

i=0

λiλr+1 ≥ 1− x

r+1∑
i=0

λi .
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Consider now the case where there is a index j ∈ J0, ℓK such that xλj ≥ 1. Then α ≥ 0 ≥ 1 −
(
∑ℓ

i=0 λi)x.

We begin with some important definitions. Let P and Q be probability distributions on some
common measurable space (X,X), and assume that these distributions admit densities p and q w.r.t
some common reference measure λ. Let M [P,Q] denote a maximal coupling between P and Q. As
in [Lindholm and Lindsten, 2018, Theorem 2], it is possible to explicitly construct one such maximal
coupling by

M [P,Q] (d(x, y)) := min{p(x), g(x)}λ(dx)δx(dy)+[
P (dx)−min{p(x), g(x)}λ(dx)

][
Q(dy)−min{p(y), g(y)}λ(dy)

]
1− λ

(
min{p, q}

) . (C.82)

From this definition it follows that for continuous and discrete dominating measures λ,∫
1{x=y}M [P,Q] d(x, y) =

∫
min{p(x), g(x)}λ(dx) .

Moreover, for two Markov transition kernels K1 and K2 on (X,X), which are assumed to admit
transition densities with respect to some common dominating measure, we let, for (x1, x2) ∈ X2,
M [K1,K2] ((x1, x2), ·) denote the maximal coupling between the measures K1(x1, ·) and K2(x2, ·).
Defined in this way, M [K1,K2] defines a Markov transition kernel on the product space (X2,X�2)

The following Lemma will be crucial in what follows.

Lemma 11. (i) Let (µ1, µ2) be two probability measures admitting a density with respect to a com-
mon dominating measure and let (K1,K2) two Markov transition kernels also admitting transition
densities with respect to some dominating measure. Then the probability measure

M [µ1, µ2]M [K1,K2] (d(x1, x2)) =

∫
M [µ1, µ2] (d(z1, z2))M [K1,K2] ((z1, z2),d(x1, x2)),

is a coupling of (µ1K1, µ2K2), and it holds that∫
1x1=x2

M [µ1K1, µ2K2] (d(x1, x2))

≥
∫ ∫

1z1=z21x1=x2
M [µ1, µ2] (d(z1, z2))M [K1,K2] ((z1, z2),d(x1, x2)).

(ii) Let (µ1, · · · , µn) and (ν1, · · · , νn) be probability measures such that for all i ∈ J1, nK, µi and νi
admit densities with respect to the same dominating measure. Then

⊗n
i=1M [µi, νi] is a coupling

of
⊗n

i=1 µi and
⊗n

i=1 νi, and thus

∫ n∏
i=1

1xi=yi
M

[
n⊗

i=1

µi,

n⊗
i=1

νi

]
(d(x1, . . . , xn, y1, . . . , yn))

≥
∫ n∏

i=1

1xi=yi

n⊗
i=1

M [µi, νi] (d(x1, . . . , xn, y1, . . . , yn)).

Proof. It is enough to show that M [µ1, µ2]M [K1,K2] admits µ1K1 and µ2K2 as marginal distribu-
tions. This follows immediately from the fact thatM [µ1, µ1] andM [K1,K2] admit the right marginal
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distributions; indeed,

M [µ1, µ2]M [K1,K2] (X ×A)

=

∫
M [µ1, µ2] (dz1,d2)M [K1,K2] (z1, z2,d(x1, x2))1X×A(x1, x2)1X2(z1, z2)

=

∫
M [µ1, µ2] (dz1,d2)K2(z2, A)

=

∫
µ2(dz2)K2(z2, A)

= µ2K2(A).

The derivation for the first marginal distribution follows similarly. For the second point, sinceM [µ1, µ2]M [K1,K2]
is a coupling of (µ1K1, µ2K2) and M [µ1K1, µ2K2] is the maximal coupling, we have that∫

1x1=x2M [µ1K1, µ2K2] (d(x1, x2))

≥
∫∫

1x1=x2
M [µ1, µ2] (d(z1, z2))M [K1,K2] (z1, z2; d(x1, x2))

≥
∫∫

1x1=x2
1z1=z2M [µ1, µ2] (d(z1, z2))M [K1,K2] (z1, z2; d(x1, x2)).

The proof of the second item follows similarly.

C.1.1 θ 7→ Cm,θ is Lipschitz.

We proceed by a coupling method that is inspired by [Lindholm and Lindsten, 2018, Theorem 2]. The
coupling we consider is that where the selection and mutation steps of the particle filter are respectively
coupled maximally.

Algorithm 6 Coupling Cm,θ

Data: θ1, θ2, ζ0:m
Result: x0:m,1, x0:m,1

23 draw x0,1,x0,2 ∼M [η0⟨ζ0⟩,η0⟨ζ0⟩]
24 for s← 1 to t do
25 draw (xs,1,xs,2) ∼M [M s−1,θ1⟨ζs⟩(xs−1,1, ·),M s−1,θ2⟨ζs⟩(xs−1,2, ·)]

First, let us prove that the one step selection–mutation kernel is Lipschitz.

Lemma 12. For all t ∈ N, xt−1 ∈ Xt−1 and (θ1, θ2) ∈ Θ2,∫
1{x1=x2}M [Φt−1,θ1(µ(xt−1)),Φt−1,θ2(µ(xt−1))] (d(x1, x2)) ≥ 1−

∑N
i=1 λt

(
Lq
t−1(x

i
t−1, ·)

)
Nτ̄n

∥θ1 − θ2∥.

(C.83)
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Proof. By A 3.1(i) and A 4.1(iii),∫
1{x1=x2}M [Φt−1,θ1(µ(xt−1)),Φt−1,θ2(µ(xt−1))] (d(x1, x2))

=

∫
min

(
N∑
i=1

qt−1,θ1(x
i
t−1, x)∑N

j=1 gt−1,θ1(x
j
t−1)

,

N∑
i=1

qt−1,θ2(x
i
t−1, x)∑N

j=1 gt−1,θ2(x
j
t−1)

)
λt(dx)

≥
N∑
j=1

∫
min

(
qt−1,θ1(x

i
t−1, x)∑N

j=1 gt−1,θ1(x
j
t−1)

,
qt−1,θ2(x

i
t−1, x)∑N

j=1 gt−1,θ2(x
j
t−1)

)
λt(dx)

≥ 1∑N
j=1 max

(
gt−1,θ1(x

j
t−1), gt−1,θ2(x

j
t−1)

) N∑
j=1

∫
min

(
qt−1,θ1(x

j
t−1, x), qt−1,θ2(x

j
t−1, x)

)
λt(dx)

≥

∑N
j=1 max

(
gt−1,θ1(x

j
t−1), gt−1,θ2(x

j
t−1)

)
−
∑N

i=1 λt

(
Lq
t−1(x

i
t−1, ·)

)
∥θ1 − θ2∥∑N

j=1 max
(
gt−1,θ1(x

j
t−1), gt−1,θ2(x

j
t−1)

)
≥ 1−

∑N
i=1 λt

(
Lq
t−1(x

i
t−1, ·)

)
Nτ̄n

∥θ1 − θ2∥,

where we have used that∫
max(qt−1,θ1(x

i
t−1, x), qt−1,θ2(x

i
t−1, x))λt(dx) ≥ max

(∫
qt−1,θ1(x

i
t−1, x)λt(dx),

∫
qt−1,θ2(x

i
t−1, x)λt(dx)

)
≥ max(gt−1,θ1(x

i
t−1), gt−1,θ2(x

i
t−1)).

Lemma 13. For all t ∈ N, xt−1 ∈ Xt−1, z ∈ Xt and (θ1, θ2) ∈ Θ2,

∥M t−1,θ1⟨z⟩(xt−1, ·)−M t−1,θ2⟨z⟩(xt−1, ·)∥TV ≤ LMt−1(xt−1)∥θ1 − θ2∥

where LMt−1(xt−1) = (1−N−1)τ̄−1t−1
∑N

i=1 λt

(
Lq
t−1(x

i
t−1, ·)

)
.

Proof. Let us denote by UJ1, nK the uniform distribution on J1, nK. By definition of the kernel
M t−1,θ⟨z⟩, we have that

M t−1,θ⟨z⟩(xt−1,dxt) =

∫
UJ1, nK(dj)

{
Φt−1(µ(xt−1))

�j � δz � Φt−1(µ(xt−1))
�(N−j−1)}(dxt)

and thus, applying the two items of Lemma 11 combined with the fact that M [µ, µ]
(
d(x1, x2)

)
=
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µ(dx1)δx1
(dx2) for any probability measure µ, we get that∫

1{xt,1=xt,2}M [M t−1,θ1⟨z⟩(xt−1, ·),M t−1,θ2⟨z⟩(xt−1, ·)] d(xt,1,xt,2)

≥
∫
1xt,1=xt,2,i1=i2M [UJ1, nK,UJ1, nK]

(
d(i1, i2)

)
×M [Φt−1,θ1(µ(xt−1)),Φt−1,θ2(µ(xt−1))]

⊗i1 ⊗M [δz, δz]

⊗M [Φt−1,θ1(µ(xt−1)),Φt−1,θ2(µ(xt−1))]
⊗N−i1−1 d(xt,1,xt,2)

=
1

N

N∑
i=1

∫ n∏
k=1,k ̸=i

1xi
t,1=xi

t,2
M [Φt−1,θ1(µ(xt−1)),Φt−1,θ2(µ(xt−1))]

(
d(xi

t,1, x
i
t,2)
)

≥

(
1−

∑N
i=1 λt

(
Lq
t−1(x

i
t−1, ·)

)
Nτ̄t−1

∥θ1 − θ2∥

)N−1

≥ 1− N − 1

τ̄t−1N

N∑
i=1

λt

(
Lq
t−1(x

i
t−1, ·)

)
∥θ1 − θ2∥ .

where we have applied Lemma 12 in the penultimate line and Lemma 10 in the last one.

Lemma 14. For every t ∈ N∗, there exists LC
t ∈ M(X0:t) such that

∥Ct,θ1(z0:t)− Ct,θ2(z0:t)∥TV ≤ LC
t (z0:t)∥θ1 − θ2∥ , (C.84)

where LC
t (z0:t) = supθ Ct,θ

[∑t−1
i=0 L

M
i

]
(z0:t). Under AB.9(i), we obtain that ∥LC

t ∥∞ ≤ (N−1)
∑t−1

ℓ=0 τ̄ℓ∥L
q
ℓ∥∞.

Proof. This is a direct application of lemma 20.

C.1.2 θ 7→ Bt,θ(x0:t, ·) is Lipschitz

We start by recalling the definition of Bm

Bt,θ : X0:t ×X0:t ∋ (x0:t, A) 7→
∫
· · ·
∫
1A(x0:t)

(
t−1∏
s=0

←−
Qs,µ(xs)(xs+1,dxs)

)
µ(xt)(dxt) . (C.85)

Lemma 15. For all s ∈ J0, tK, xt+1 ∈ Xt+1, xt ∈ Xt and (θ1, θ2) ∈ Θ2∥∥∥←−Qs,µ(xs),θ1(xs+1, ·)−
←−
Qs,µ(xs),θ2(xs+1, ·)

∥∥∥
TV
≤ L

←−
Q
s (xs+1,xs)∥θ1 − θ2∥ . (C.86)

with L
←−
Q
s (xs+1,xs) = (Nτ̄tσ̄s)

−1∑N
i=1 L

q
s(x

i
s, xs+1). Under AB.9(i), we have ∥L

←−
Q
m∥∞ = (τ̄mσ̄m)−1∥Lq

m∥∞.

Proof. Note that
←−
Q t,µ(xt)(xt+1, ·) =

∑N
ℓ=1

qt(x
ℓ
t,xt+1)∑N

ℓ′=1
qt(xℓ′

t ,xt+1)
δxℓ

t
. Therefore, similarly to the proof of

Lemma 12,∫
1{xt,1=xt,2}M

[←−
Q t,µ(xt),θ1(xt+1, ·),

←−
Q t,µ(xt),θ2(xt+1, ·)

]
d(xt,1, xt,2)

≥
∑N

ℓ=1 max(qt,θ1(x
ℓ
t, xt+1), qt,θ2(x

ℓ
t, xt+1))− Lq

t (x
ℓ
t, xt+1)∥θ1 − θ2∥∑N

ℓ=1 max(qt,θ1(x
ℓ
t, xt+1), qt,θ2(x

ℓ
t, xt+1))

≥ 1−
∑N

ℓ=1 L
q
t (x

ℓ
t, xt+1)

Nτ̄tσ̄t
∥θ1 − θ2∥ .

48



Lemma 16. For all t ∈ N, x0:t ∈ X0:t and (θ1, θ2) ∈ Θ2

∥Bt,θ1(x0:t, ·)− Bt,θ2(x0:t, ·)∥TV ≤ LB
t (x0:t)∥θ1 − θ2∥ (C.87)

where LB
t (x0:t) = supθ Bt

[∑t−1
i=0 L

←−
Q
i

]
(x0:t). Under AB.9(i), we have that ∥LB

t ∥∞ =
∑t−1

i=0(τ̄iσ̄i)
−1∥Lq

i ∥∞.

Proof. Apply lemma 19 and lemma 15.

C.1.3 θ 7→
∫
St,θ(x0:t,dbt)µ(bt)(id) is Lipschitz

Define the backward ancestors kernel

Bθ,t : Xt+1 × Xt × σ(J1, NK) 7→
∫
1A(j̃)

(
N∑
ℓ=1

qt(x
ℓ
t, xt+1)∑N

ℓ′=1 qt(x
ℓ′
t , xt+1)

δℓ(dj̃)

)
.

Lemma 17. (Bθ,t is Lipschitz) For every m ∈ J0, tK, there exists LBK
m ∈ M(Xm:m+1) such that

∥Bθ1,m(xm+1,xm)− Bθ2,m(xm+1,xm)∥TV ≤ L
←−
Q
m (xm+1,xm)∥θ1 − θ2∥ , (C.88)

where L
←−
Q
s is defined in Lemma 15

Proof. Bθ,s is the index version of the kernel (C.85) and thus it is Lipschitz with the same constant.

Proposition 14. For every m ∈ J0, tK, we have that

∣∣ ∫ CmSm,θ(z0:m,dbm)µ(bm)(Id)
∣∣ ≤ m−1∑

ℓ=0

s∞ℓ (C.89)

and ∣∣∣∣∫ Sm,θ1(x0:m,dbm)µ(bm)(Id)−
∫

Sm,θ2(x0:m,dbm)µ(bm)(Id)

∣∣∣∣ ≤ LSµ
m (x0:m)∥θ1 − θ2∥ . (C.90)

where LSµ
m (x0:m) = N−1

∑N
i=1 L

B
m(xk

m,x0:m) and LB
m is defined recursively as

LB
m+1(x

k
m+1,x0:m) = L

←−
Q
m (xk

m+1,xm)

m∑
ℓ=0

s∞ℓ +

∫
Bθ,m(xk

m+1,xm,dJ)
{
Ls
m(x

J
m, xk

m+1) + LB
m(x

J
m,x0:m−1)

}
.

(C.91)

In particular, under AB.9, we have that LB
m ≤

∑m
j=1 ∥L

←−
Q
j ∥∞

[∑m−1
ℓ=0 s∞ℓ

]
+
∑m

j=1 ∥Ls
j∥∞.

Proof. Consider the following kernels,

S̃m,θ(x0:m+1,d(J
i,j
0 , . . . , Ji,jm )N,M

i=1,j=1) :=

m∏
ℓ=0

N∏
k=1

S̃ℓ,θ(x
k
ℓ+1,xℓ,d

(
Jk,jℓ

)M
j=1

) , (C.92)

S̃ℓ,θ(x
k
ℓ+1,xℓ,d(J

k,j
ℓ )Mj=1) :=

M∏
j=1

Bθ,ℓ(xk
ℓ+1,xℓ,dJ

k,j
ℓ ) . (C.93)

Define for all k ∈ [1 : N ], m ∈ N>0,

Bm+1,k : θ 7→
∫

S̃m,θ(x0:m+1,d
(
Ji,j0 , . . . , Ji,jm

)N,M

i=1,j=1
)bkm+1

(
x0:m+1,

(
Ji,j0 , . . . , Ji,jm

)N,M

i=1,j=1

)
,
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where bkm+1

(
x0:m+1,

(
Ji,j0 , . . . , Ji,jm

)N,M

i=1,j=1

)
is defined recursively as

bkm+1

(
x0:m+1,

(
Ji,j0 , . . . , Ji,jm

)N,M

i=1,j=1

)
= M−1

M∑
ℓ=1

b
Jk,ℓ
m

m

(
x0:m,

(
Ji,j0 , . . . , Ji,jm−1

)N,M

i=1,j=1

)
+sm,θ(x

Jk,ℓ
m

m , xk
m+1).

For notational convenience, we henceforth drop the arguments and simply write bkm+1.

We herebelow show thatBm+1,k is Lipschitz with constant LB
m(xk

m+1,xm) and bounded by
∑m−1

ℓ=0 s∞ℓ .
For m > 2 and k ∈ [1 : N ],

Bm+1,k(θ) =

∫
S̃m,θ(x0:m+1,d(J

i,j
0 , . . . , Ji,jm )N,M

i=1,j=1)b
k
m+1

=

∫
· · ·
∫

S̃m−1,θ(x0:m,d(Ji,j0 , . . . , Ji,jm−1)
N,M
i=1,j=1)S̃m,θ(x

k
m+1,xm,d(Jk,jm )Mj=1)

×

{
M−1

M∑
ℓ=1

b
Jk,ℓ
m

m + sm,θ(x
Jk,ℓ
m

m , xk
m+1)

}

=

∫
· · ·
∫
S̃m,θ(x

k
m+1,xm,d{Jk,jm }Mj=1)

[
M−1

M∑
ℓ=1

{
sm,θ(x

Jk,ℓ
m

m , xk
m+1)

+

∫
S̃m−1,θ(x0:m,d(Ji,j0 , . . . , Ji,jm−1)

N,M
i=1,j=1)b

Jk,ℓ
m

m

}]
=

∫
· · ·
∫
S̃m,θ(x

k
m+1,xm,d(Jk,jm )Mj=1)

[
M−1

M∑
ℓ=1

{
sm,θ(x

Jk,ℓ
m

m , xk
m+1) +Bm,Jk,ℓ

m
(θ)
}]

=

∫
Bθ,m(xk

m+1,xm,dJ)
{
sm,θ(x

J
m, xk

m+1) +Bm,J(θ)
}

Applying the induction hypothesis conditionally on Jk,ℓm , Bm,Jk,ℓ
m

is Lipschitz with constant LB
m(x

Jk,ℓ
m

m ,x0:m−1)
and thus the Lipschitz constant of Bm+1,k is

LB
m+1(x

k
m+1,x0:m) = L

←−
Q
m (xk

m+1,xm)

m∑
ℓ=0

s∞ℓ +

∫
Bθ,m(xk

m+1,xm,dJ)
{
Ls
m(x

J
m, xk

m+1) + LB
m(x

J
m,x0:m−1)

}
.

(C.94)
where we have used the fact that Bθ,m and sm,θ are also Lipschitz. Again by induction Bm+1,k is
bounded uniformly by

∑m
ℓ=0 s

∞
ℓ . The induction is concluded by noting that for the base case m = 0,

βk
m = 0 for all k ∈ N and thus the result holds.
It now remains to check that for all θ ∈ Θ, m ∈ J0, tK and k ∈ [1 : N ],

Bm,k(θ) =

∫
Sm(x0:m,dbm)bkm .
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Again, we proceed by induction.∫
Sm(x0:m,dbm)bkm

=

∫
· · ·
∫

Sm−1(x0:m−1,dbm−1)Sm(bm−1,xm−1:m,dbm)bkm

=

∫
· · ·
∫

Sm−1(x0:m−1,dbm−1)

×
M∏
j=1

(
N∑

p=1

qm−1(x
p
m−1, x

k
m)∑N

ℓ=1 qm−1(x
ℓ
m−1, x

k
m)

δxp
m−1,b

p
m−1

(
d(x̃k,j

m−1, b̃
k,j
m−1)

))

×

[
M−1

M∑
n=1

{
b̃k,nm−1 + sm,θ(x̃

k,n
m−1, x

k
m)
}]

=

∫
· · ·
∫

Sm−1(x0:m−1,dbm−1)

×
M∏
j=1

(
N∑

p=1

qm−1(x
p
m−1, x

k
m)∑N

ℓ=1 qm−1(x
ℓ
m−1, x

k
m)

δp(dJ
k,j
m−1)

)[
M−1

M∑
n=1

{
b
Jk,n
m−1

m−1 + sm,θ(x
Jk,n
m−1

m−1 , x
k
m)

}]

=

∫
· · ·
∫
S̃m,θ(x

k
m−1,xℓ−1,d(J

k,j
ℓ−1)

M
j=1)

×

[
M−1

M∑
ℓ=1

{
sm,θ(x

Jk,ℓ
m−1

m−1 , x
k
m) + Sm−1(x0:m−1,dbm−1)b

Jk,ℓ
m−1

m−1

}]

=

∫
· · ·
∫
S̃m,θ(x

k
m−1,xℓ−1,d(J

k,j
ℓ−1)

M
j=1)

×

[
M−1

M∑
ℓ=1

{
sm,θ(x

Jk,ℓ
m−1

m−1 , x
k
m) +

∫
Sm−1(x0:m−1,dbm−1)b

Jk,ℓ
m−1

m−1

}]

=

∫
· · ·
∫
S̃m,θ(x

k
m−1,xℓ−1,d(J

k,j
ℓ−1)

M
j=1)

[
M−1

M∑
ℓ=1

{
sm,θ(x

Jk,ℓ
m−1

m−1 , x
k
m) +Bm−1,Jk,ℓ

m−1
(θ)

}]
= Bm,k(θ)

The proof is finalized by noting that∫
Sm(x0:m,dbm)µ(bm)(Id) = N−1

N∑
k=1

Bm,k(θ)

and thus it is Lipschitz with constant LSµ
m (x0:m) = N−1

∑N
i=1 L

B
m(xk

m,xm−1).

C.2 Lipschitz properties of Markov Kernels

Lemma 18 (Composition of ergodic Lipschitz kernels is lipschitz). Let Pθ be a Markov kernel over
X × Y that is uniformly π-geometrically ergodic for any θ with contraction constant ρ independent of
θ and such that there exists Lp > 0 such that for every x ∈ X

∥Pθ0(x, ·)− Pθ1(x, ·)∥TV ≤ LP ∥θ0 − θ1∥.

Then, for all k > 0 ∥∥P k
θ0(x, ·)− P k

θ1(x, ·)
∥∥
TV
≤ LP

1− ρ
∥θ0 − θ1∥.
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Proof. We use the following decomposition borrowed from [Fort et al., 2011]. For any k ≥ 1,

P k
θ0f − P k

θ1f =

k−1∑
j=0

P j
θ0
(Pθ0 − Pθ1)

(
P k−j−1
θ1

f − πf
)
.

Then, for any f s.t. ∥f∥∞ ≤ 1 and x ∈ X,

|P k
θ0f(x)− P k

θ1f(x)| ≤
k−1∑
j=0

∣∣∣∣∫ P j
θ0
(x,dy) sup

z∈X
|P k−j−1

θ1
f(z)− πf |

∣∣∣∣LP ∥θ0 − θ1∥

≤ LP

( k−1∑
j=0

ρk−j−1
)
∥θ0 − θ1∥

≤ LP

1− ρ
∥θ0 − θ1∥.

Lemma 19 (Composition of Lipschitz kernels is lipschitz). Let Pθ , Qθ be two kernels defined over
X × Y and Y ×Z such that for ever x ∈ X, y ∈ Y there are Lp ∈ M(X), Lq ∈ M(Y ) that satisfy

∥Pθ0(x, ·)− Pθ1(x, ·)∥TV ≤ Lp(x)∥θ0 − θ1∥

and
∥Qθ0(y, ·)−Qθ1(y, ·)∥TV ≤ Lq(y)∥θ0 − θ1∥ .

Then
∥Pθ0Qθ0(x, ·)− Pθ1Qθ1(x, ·)∥TV ≤ Lpq∥θ0 − θ1∥ ,

where Lpq = (supθ PθLq(x) + Lp(x) supy supθ Qθ(y, Z)).

Proof. Let f ∈ M such that ∥f∥∞ ≤ 1.

∥Pθ1Qθ1f − Pθ2Qθ2f∥ ≤ ∥Pθ1 [Qθ1f −Qθ2f ] ∥+ ∥(Pθ1 − Pθ2)Qθ2f∥
≤ (Pθ1Lq(x) + Lp(x)∥Qθ2f∥∞)∥θ1 − θ2∥ .

Corollary 4. Let Pθ , Qθ be two Markov kernels defined over X × Y and Y × Z such that for ever
x ∈ X, y ∈ Y there are Lp ∈ M(X), Lq ∈ M(Y ) that satisfy

∥Pθ0(x, ·)− Pθ1(x, ·)∥TV ≤ Lp(x)∥θ0 − θ1∥

and
∥Qθ0(y, ·)−Qθ1(y, ·)∥TV ≤ Lq(y)∥θ0 − θ1∥ .

Then
∥Pθ0Qθ0(x, ·)− Pθ1Qθ1(x, ·)∥TV ≤ Lpq∥θ0 − θ1∥ ,

where Lpq = (supθ PθLq(x) + Lp(x)).

Lemma 20 (Product of Lipschitz kernels is lipschitz). Let Pθ , Qθ be two markov kernels that are
uniformly Lipschitz with constants LP , LQ. Then Pθ�Qθ is uniformly Lipschitz with constant LP+LQ.

Proof. Let hθ : y 7→
∫
Qθ(y,dz)f(y, z). Then (Pθi ⊗ Qθi)(f) = Pθi(hθi) and the proof is similar to

that of the previous Lemma since hθ is Lipschitz with constant LQ and ∥hθ∥∞ ≤ 1.
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Figure 3: Output of the PPG roll-out estimator for the LGSSM. The curves describe the evolution of
the bias with increasing k for different particle sample sizes N . The left and right panels correspond
to k0 = k − 1 and k0 = ⌊k/2⌋, respectively.

D. Additional numerical results

D.1 PPG

D.2 Learning

For both experiments, all the parameters were initialized by sampling from a centered multivari-
ate gaussian distribution with covariance matrix of 0.01I. We have used the ADAM optimizer
[Kingma and Ba, 2014] with a learning rate decay of 1/

√
ℓ where ℓ is the iteration index, with a

starting learning rate of 0.2. We rescale the gradients by T .

LGSSM For LGSSM we evaluated for fixed number of particles (N = 64) and number of gibbs
iterations (k = 8) the influence of the burn-in phase (k0) over the final distance obtained to the
MLE estimator. Table 3 indicates that configurations with smaller k0 perform better. A possible
interpretation of this phenomenon is that, since between two gradient ascent iterates the conditioning
path is being passed on, this conditioning path from a moment on makes the estimates less biased, so
the importance of having k0 high to have less bias vanishes, but the effect of augmenting the variance
with k0 is still shown, since the fact of having a conditioning particle from the right marginal does not
affect the variance of the estimator, only it’s bias.
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[Cappé et al., 2007] Cappé, O., Godsill, S. J., and Moulines, E. (2007). An overview of existing
methods and recent advances in sequential Monte Carlo. IEEE Proceedings, 95(5):899–924.
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