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Abstract—Medical image segmentation is a critical step for
many medical studies. We address the problem of muscle seg-
mentation on MRI images using Dixon sequences and explore
the impact on the segmentation results when combining the
four Dixon sequences available. Different combinations were put
to test using two UNet-based architectures. One used an early
fusion and input the images in the same encoder, while the other
used late fusion, which learns the features from the images in
separated encoders and then concatenates and decodes them as
a whole. Our results show that the T1 water-only image is the
most appropriate image for muscle segmentation in our database
and that both early and late fusion approaches did not yield
significantly different results. Thus, appropriate check of most
adequate contrast to consider is feasible and recommended to
exquisitely match to the observed population and the early fusion
architecture appears to be the most efficient design to do so when
dealing with such muscle segmentation task.

Index Terms—medical image segmentation, convolutional neu-
ral network, MRI

I. INTRODUCTION

Precise measurements of muscle volume are interesting for
longitudinal studies regarding metabolism [1], the effects of
physical effort, or diet on the body [2], [3]. Those volumes can
be obtained with the segmentation of MRI images of muscles.
As the manual 3D segmentation task is very tedious even for
experts, automatic segmentation approaches are essential for
longitudinal studies of muscles on 3D images on large cohorts
of patients [4]. Deep learning methods have already proven
themselves to be efficient tools for automatic segmentation
[5], [6] and specifically for muscle segmentation [7].

However, the lack of annotated references due to the time
and effort-consuming nature of the manual segmentation pro-
cess is an obstacle to the development of those tools. Data
augmentation [8] or other schemes [9], [10] can be used to
tackle the issue. Nonetheless, we aim to investigate if using
different modalities of the same MRI image, which have the
same segmentation, can improve the results of the methods
already implemented such as U-Net [5].

Our MRI images come from a Dixon acquisition sequence.
Four types of T1-weighted images can be obtained using
Dixon method, as described in [11]. Those images are Water
only (later referred to as T1W), Fat only (T1F), In-phase
(T1I), and Out-of-phase (T1O). Figure 1 shows an example

(a) T1W (b) T1I

(c) T1O (d) T1F

Fig. 1: Example of the 4 sequences of a central slice from our dataset.

of the Dixon images for our dataset. Previous studies [7],
[12] used T1W images to segment muscles. [4] also showed
that when using a registration method on the four images
separately, T1W gives the best results. As the most efficient
recent approaches for medical image segmentation are based
on artificial neural networks [6], our work inspected whether
it was still the case with a UNet-based network [5] and if
information combined from the four types of images could
also bring some improvements. The interest of such a study
can be to save time, reduce the complexity of analysis and the
size of the data handled by performing the segmentation task
without certain image sequences.

To do so, we first focused on a classical way of taking into
account more than one input in networks by working with
one channel per sequence. This is also known as early fusion
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scheme. Then, we studied whether a more dedicated architec-
ture, such as late fusion scheme, could be more appropriate to
handle our MRI sequences. Several works have already studied
the difference between those two types of network for different
applications. Authors of [13] first used the technique for brain
segmentation with T1-weighted, T2-weighted and fractional
anisotropy (FA) images. The works [14], [15] also used it for
brain tumor segmentation, with different types of MRI images.
In [16], authors applied this method on Dixon type images to
segment inter-vertebral discs, but directly used the four Dixon
images altogether while we also try different combinations of
those images, as detailed in II.

These works found that late fusion gave better results than
early fusion. We hypothesize that this is not always true. Thus,
our work intend to investigate statistically whether it is still
the case for segmentation of athletes’ muscles using different
combinations of Dixon type images.

This paper is organized as follows: we first present the
methods tested with the early and late fusion networks. We
then describe our experiments by detailing our data-set and
the metrics used to assess the segmentations obtained. In the
last section, we present and discuss our results.

II. METHOD

The input of the networks was a combination of, at most,
the four Dixon image types. The combinations used were:

• each image type individually,
• all the pairs of image types (for example: T1W and T1I),
• the four images (T1W,T1I,T1O,T1F) altogether, later

referred to as ALL,
In total, 11 combinations were experimented.

Two networks based on UNet [5] were employed. For
the individual images, a regular five-stages UNet was used,
similarly to [7]. When there were more than one type of input,
two options were possible with either an early or a late fusion
network, meaning the network has one or multiple encoders,
respectively.

A. Early fusion network

With early fusion UNet, two or more images are concate-
nated to form a single input of a single-encoder network,
like in [17] and [18]. Figure 2 illustrates the network when
combining T1W and T1I to form the input.

B. Late fusion network

With late fusion UNet, each image is fed to a separate
encoder, as inspired by [13], [15]. Therefore, the network has
2 or 4 encoders with the same architecture depending if 2
or 4 images are used as input. The features resulting from
these encoders are fused at a later step, at the bottleneck of
the network. Figure 3 illustrates this late fusion network when
T1W and T1I are used as input. We notice that the number of
parameters to be trained in the late fusion network is 1.5 and
2.5 times higher than for the early fusion network with 2 and
4 inputs, respectively.

III. EXPERIMENTS

A. Dataset

We used a dataset of MR volumes collected from 48 athletes
during the Tor des Géants Mountain-Ultra-Marathon (MUM)
2014, acquired for the study of [19]. For this dataset, the goal
is to provide segmentation of the quadriceps. We have ground
truth annotations which are manual segmentations provided by
medical experts. The dataset can be separated into two groups,
according to the segmented volumes available:

• 41 subjects who have annotations on both legs for the 2D
central slice only,

• 7 subjects who have the whole right leg annotated (3D),
and the left leg with only the central slice annotated.

Due to the small number of fully annotated 3D volumes,
which production by medical experts is particularly demand-
ing, and in order to have results statistically meaningful, we
decided to work in 2D with central slices.

The 7 subjects of the latter group were used only for
training, while the 41 other subjects were split: 26 subjects
used for training, 10 used for validation, and 5 used for testing.
The right and left legs of a subject were always in the same
set. In terms of number of slices, it made a total of 96 slices
(because there are 48 subjects) with 66 slices used for training,
20 for validation, and 10 for testing. In order to increase the
number of training images, we used more images from the
right leg of the 7 fully annotated subjects. If we note the index
of the central slice used as i, all the slices at index i+5, i+10,
i−5, and i−10 are also used for training. This enabled us to
increase the training set to 94 slices, with 7 × 4 = 28 slices
added. The training/testing process was repeated 40 times in
a cross-validation scheme (for each time, both train and test
sets are randomized) to obtain the results presented in part IV.

Before the extraction of the slices, the MR volumes were
pre-processed. First, an N4 bias field correction was applied
[20]. Then, the intensities were standardized on the first subject
of the dataset. This pre-processing was done on the four sets
of Dixon-type images. Figure 1 shows the four Dixon images
after pre-processing for one subject.

B. Implementation details

Our work is implemented using TensorFlow 2.6.0. To
obtain the best results, each architecture’s hyper-parameters
were manually optimized using an exhaustive search on filter
number (32 or 64), batch size (16 or 32), and batch norm
(with or without). The best results were produced with a batch
size of 16 samples, an Adam optimizer, and a learning rate
of lr = 10−4. Other important networks parameters used are
given in figures 2 and 3. The loss function used during training
is the categorical cross-entropy. Finally, no post-processing
was applied to the segmentations produced.

Training and inference were performed on an NVidia RTX
A5000 GPU. On this GPU, training a network for one com-
bination took around 7 minutes with early fusion, regardless
of the number of modalities we concatenated. Training for
late fusion took around 10 minutes with 2 modalities and 25
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Fig. 2: Architecture of the early fusion UNet with T1W and T1I used as two channels for input.

Fig. 3: Architecture of the late fusion UNet with T1W and T1I used as inputs for the two encoders.

minutes with 4 modalities. The test set inference usually took
approximately 5 seconds for both architectures.

C. Evaluation Metrics

Several evaluation metrics exist in order to evaluate the
quality of a segmentation [21], among which we decide to
use: Dice Similarity Coefficient (DSC), Hausdorff Distance
(HD), and Mean Absolute Distance (MAD).

DSC measures the overlap of a label mask predicted P with
the label reference mask R, and is defined as :

DSC(R,P ) = 2× |R ∩ P |
|R|+ |P |

(1)

The closer to 1 the DSC value is, the better the prediction.
The segmentations we produce are multi-class with four labels
corresponding to the four muscle heads that make up the
quadriceps. The global DSC in this case is the averaged DSC
of the four classes.

HD measures the largest distance between the surface of
the prediction P and the reference R:

HD(R,P ) = max(d(R,P ), d(P,R)) (2)

where d(A,B) = maxa∈A minb∈B∥a− b∥

The closer to 0 the HD value is, the better the prediction. The
global HD in a multi-class segmentation is largest HD value
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among all classes.
Finally, MAD measures the mean distance between the

surfaces of the reference and the predicted regions:

MAD(R,P ) =
d(R,P ) + d(P,R)

2
(3)

where d(A,B) = meana∈A minb∈B∥a− b∥

The closer to 0 the MAD value is, the better the prediction.
The study of the results was mostly done by studying

the DSC results. MAD and HD were taken into account
for confirmation and for better understanding of the way
errors are distributed (i.e. for further ad-hoc post-processing
developments).

IV. RESULTS AND DISCUSSION

TABLE I: Quantitative evaluation of networks

Combination Method DSC HD (mm) MAD (mm)

T1W 0.925± 0.039 16.00± 15.51 1.89± 1.88

T1I 0.900± 0.069 15.71± 13.89 2.18± 1.52

T1O 0.892± 0.081 16.82± 12.25 2.58± 2.47

T1F 0.848± 0.089 19.64± 13.15 3.48± 2.73

T1W,T1I early 0.921± 0.047 14.84± 14.00 1.78± 1.33
late 0.924± 0.040 14.16± 12.73 1.71± 1.41

T1W,T1O early 0.921± 0.041 15.10± 12.07 1.81± 1.46
late 0.920± 0.045 17.11± 16.77 1.97± 1.80

T1W,T1F early 0.920± 0.044 15.04± 12.43 1.86± 1.43
late 0.918± 0.052 18.13± 17.61 2.05± 2.11

T1I,T1O early 0.903± 0.073 16.39± 13.38 2.20± 1.74
late 0.904± 0.072 15.62± 11.38 2.05± 1.46

T1I,T1F early 0.886± 0.096 16.01± 11.41 2.56± 3.28
late 0.889± 0.095 18.98± 17.70 2.86± 6.23

T1O,T1F early 0.884± 0.105 17.16± 14.07 2.99± 5.94
late 0.886± 0.102 16.31± 12.64 2.70± 3.10

ALL early 0.914± 0.054 15.51± 12.12 1.96± 1.42
late 0.919± 0.043 15.13± 11.43 1.81± 1.30

Fig. 4: Boxplot of DSC metric for early fusion UNet

Figure 5 illustrates the segmentation results of the late
and early architectures on a test image slice using different
input sequences. The visual comparison is quite satisfying
and highlights similar mistakes near the separation between

(a) Ground Truth (b) T1W,T1I early
DSC=0.921

(c) ALL early
DSC=0.932

(d) T1W
DSC=0.928

(e) T1W,T1I late
DSC=0.929

(f) ALL late
DSC=0.926

Fig. 5: Example of ground truth and predicted segmentations for
the combinations : T1W, (T1W, T1I) and ALL with early and late

UNet architectures.

vastus lateralis (VL) and rectus femoris (RF). Errors can also
be found for vastus medialis (VM) in the area close to the
femur.

More quantitatively, table I displays the mean metrics for
both methods tested. The first observation we can make is
that the DSC obtained are globally high: ten combinations
out of the eleven have DSC > 0.85. We can also note that
some combinations share similar metrics results, and we can
in particular separate the set of combinations into three groups
of combinations. T1W, (T1W, T1I), (T1W, T1O), (T1W, T1F)
and ALL (i.e. (T1W, T1I, T1O, T1F) ) make up the first cluster
with the best results. Indeed all have a high DSC with DSC >
0.91 and a low MAD, with MAD < 2.0 mm. T1I, T1O, T1F,
(T1I,T1O), (T1I,T1F), (T1O,T1F) make up a second cluster
with intermediate results: DSC is in [0.88, 0.91] and MAD
in [2.0, 3.0]. T1F alone makes up the last group with the lowest
results: DSC < 0.84, and MAD > 3.0.

Figure 4 shows a visual confirmation of these observations.
It indeed illustrates that for the DSC metrics, three distinct
groups can be observed. The first cluster in particular has
higher means and smaller standard deviations, which also
signifies that the results are more robust.

In order to simplify the analysis, we then decide to focus
on the results from the first cluster consisting of the five
combinations previously mentioned, since they give the best
results. We apply a two-sided Wilcoxon signed-rank test on the
DSC values to see if there is a significant difference between
the combinations tested. Tables II and III display the resulting
P-values. Bold values have P<0.05 meaning that the difference
is statistically significant.
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We also want to see if the difference between early and
late fusion is significant for each combination. We therefore
perform another Wilcoxon test: for the applicable combina-
tions, we study the difference between early and late fusion
network. The results are displayed in table IV. Bold values
have P<0.05.

The first result to note is that the best mean DSC and
MAD are obtained for combinations which include T1W: those
combinations make up the first cluster.

Table I shows that using T1W only gives the best mean
DSC. However, the difference between this result and other
combinations is significant only for some of them. Indeed P-
value is greater than 0.05 when comparing T1W and (T1W,
T1I) for both early and late fusion, which means that the
difference between those two combinations is not statistically
significant. It is therefore difficult to conclude on which one
of T1W or (T1W, T1I) gives the best results, especially since
the latter has the lowest MAD.

We then compare the results using the same combination
but with either early or late fusion. From table I, one can note
that metrics are close from early and late architectures, with
no particular emerging rule. Only one combination, the one
using the four images altogether, shows a significant difference
between the two networks tested, which means a P-value<
0.05 (see table IV). Indeed, the late fusion network gives better
result for the four images for the three metrics used. For the
rest of the combinations, early and late fusion give similar
results: Wilcoxon test shows that the difference between the
two is not meaningful, with a P-value> 0.05. Consequently, it
is not possible to conclude whether late fusion is better than
early fusion for our dataset.

On another note, it must be reminded that the results
were achieved for a dataset formed from a very specific
type of subjects who are thin and muscular. While the poor
results from T1F alone show that the fat information is not
sufficient to produce segmentation, we can speculate that the
results could be influenced positively on a dataset where the

TABLE II: Wilcoxon test for early fusion UNet on the first
cluster of combinations

T1W,T1I T1W,T1O T1W,T1F ALL

T1W 0.0599 0.0497 0.0174 0.0009
T1W,T1I 0.9893 0.9037 0.0187
T1W,T1O 0.7368 0.0275
T1W,T1F 0.0231

TABLE III: Wilcoxon test for late fusion UNet on the first
cluster of combinations

T1W,T1I T1W,T1O T1W,T1F ALL

T1W 0.1357 0.0009 0.0438 0.0066
T1W,T1I 0.0348 0.0656 0.002
T1W,T1O 0.9893 0.4200
T1W,T1F 0.5188

TABLE IV: Wilcoxon results comparing early and late fusion
UNet

Combination P-value

T1W,T1I 0.1466
T1W,T1O 0.8297
T1W,T1F 0.9678
T1I,T1O 0.3468
T1I,T1F 0.3678
T1O,T1F 0.7470

ALL 0.0497

subjects are less athletic. Indeed, having more fat outside the
muscles heads could have a positive impact on the results
with combination including T1F, while having fat inside the
muscles heads could on the contrary worsen the results.

V. CONCLUSION

When applying muscle segmentation with UNet based net-
works on T1 weighted Dixon images where Water, Fat, In and
Out of phase are extracted, we showed that the choice of the
network’s inputs is an important step. In particular, T1 water-
only images are crucial, whether they are combined or not
with other sequences. Thus, for our application study involving
athletes, this T1 water-only image can be considered at first
for such muscle segmentation task based on UNet architecture.
However, taking into account the specificity of each database
when choosing the input images could have interesting results,
because some subjects with more fat between muscles could
benefit from using other Dixon images.

We also found that for our dataset, comparing the two major
schemes for mixing input images (the early and late fusion)
with UNet architecture, didn’t give significant results, contrary
to what was demonstrated in previous works. Our work shows
that the choice of early or late fusion for UNet depends on the
given problem and data and, that the increase in the number
of parameters for the late fusion network should also be taken
into account. Working on other annotated datasets with a
similar muscle segmentation task but more diverse subjects
in terms of morphology and muscle tissue quality, or adding
more slices to our own dataset could add more insight to the
current results.

Given the results obtained, we can now study explanatory
methods, as one based on interpretability, to investigate the
importance of each input in the final segmentation without
the necessity of performing exhaustive combinations of tests.
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