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Electron-phonon interaction and phonon frequencies of doped polar semiconductors are sensitive
to long-range Coulomb forces and can be strongly affected by screening effects of free carriers, the
latter changing significantly when approaching the two-dimensional limit. We tackle this problem
within a linear-response dielectric-matrix formalism, where screening effects can be properly taken
into account by generalized effective charge functions and the inverse scalar dielectric function, al-
lowing for controlled approximations in relevant limits. We propose complementary computational
methods to evaluate from first principles both effective charges — encompassing all multipolar com-
ponents beyond dynamical dipoles and quadrupoles — and the static dielectric function of doped
two-dimensional semiconductors, and provide analytical expressions for the long-range part of the
dynamical matrix and the electron-phonon interaction in the long-wavelength limit. As a represen-
tative example, we apply our approach to study the impact of doping in disproportionated graphene,
showing that optical Frohlich and acoustic piezoelectric couplings, as well as the slope of optical lon-
gitudinal modes, are strongly reduced, with a potential impact on the electronic/intrinsic scattering

rates and related transport properties.

I. INTRODUCTION

The electron-phonon interaction (EPI) is one of the
most thoroughly studied topics in solid state physics [T
9] due to the fundamental role it plays in the determina-
tion of a variety of physical properties. The prediction
and interpretation of e.g., transport experiments [6HI6],
excited carriers relaxation [I7THI9] and superconductivity
[3, 20], relies on the accurate calculation of the EPI from
first-principles, which has become possible in recent years
thanks to the development of density functional theory
(DFT) [21}, 22], density functional perturbation theory
(DFPT) [23] and Wannier interpolation technique [24-
20, as well as swift progress of computational infrastruc-
tures [27H29].

In insulators and undoped semiconductors, long-range
Coulomb interactions arise from the charge polarization
and lead to non-analytic contributions to phonons and
EPIs, including the well-known splitting of longitudinal
(LO) and transverse (TO) optical modes [30] as well as
the Frohlich [31] and piezoelectric electron-phonon in-
teractions [32]. In the absence of free carriers and in the
long-wavelength limit, the form of such non-analytic con-
tributions is known exactly, enabling a precise evaluation
of related effects [23] B2H35]. Due to the strong screening
provided by free carriers in partially filled bands, those
long-ranged Coulomb interactions are expected to van-
ish in metals. In doped semiconductors, on the con-
trary, Coulomb-mediated interactions are only partially
screened by the small fraction of added charge carri-
ers. In this intermediate situation between insulator
and metal, the long-wavelength behaviour of phonons
and EPI may be significantly altered, as recently shown
for 3d doped semiconductors [36]. Going beyond semi-
phenomenological corrections of the screened quantities

[37], the formalism developed in [36] proposes a clean
separation between bare quantities and their screening,
thus enabling the evaluation of doping and temperature
effects on both of them. In regimes where doping and
temperature effects on the bare quantities are negligible,
this allows for an efficient yet precise evaluation and in-
terpolation of phonons and EPIs at a given temperature
and doping via the modification of screening only.

Given that electrostatically-doped 2D materials are at
the heart of the quest for high-efficiency electronic de-
vices [38, [39], the same rigorous treatment of screened
Coulomb interactions in quasi-2d systems would be
highly beneficial. However, it is now well established
that dimensionality alters the dielectric screening be-
haviour in 2d undoped semiconductors and insulators,
and consequently any phonon or EPI involving long-
range Coulomb interactions [40]. The implementation
of DFPT in 2d boundary conditions [4I] has allowed to
study those effects; most notably, the LO-TO splitting
breaks down at zone center and increases linearly with
momentum [42], [43], while the Frohlich EPT stays finite
[44] instead of diverging as the inverse of momentum, as
in 3D [32]. Yet, as for 3d materials, the doping effects
on the 2d long-range Coulomb interaction are virtually
always neglected [45H51], and occasionally included via
approximate models [52]. Nonetheless, a direct com-
putation of both phonons and EPIs in the presence of
electrostatic doping, as recently implemented in DFPT
[41], showed that metallic screening causes a vanishing of
the linear-in-momentum LO-TO splitting specific of 2d
semiconductors [43], a sizeable effect that might be de-
tected by momentum-resolved electron energy loss spec-
troscopy in a transmission electron microscope (TEM-
EELS) [63]. The intrinsic dimensionality reduction com-
bined with careful Brillouin-zone sampling allowed to



compute transport properties from the Boltzmann equa-
tion formalism in highly-doped 2d semiconductors with-
out resorting to Wannier interpolation methods [54} 55].
However, such a procedure is intrinsically costly and lim-
ited due to the fine sampling of electronic states needed
to account for a small Fermi surfaces, especially at small
dopings. Thus, as typical DFPT calculations scale like
the cube of the number of atoms in the simulation cell,
small dopings, large systems or multiple doping and tem-
perature conditions of the same system remain out of
reach. This latter shortfall in particular prevents any sys-
tematic study of a material transport properties, which
is of the outmost importance for the development of elec-
tronic devices. Recently, a procedure based on the for-
malism of Ref. [40] has been proposed to deal with some
of the above shortfalls [56], but neglecting the effects of
doping and temperature on bare interactions and on the
local-fields components of the response.

Motivated by the above considerations, we extend the
theoretical framework recently outlined for 3d systems
[36] in order to deal with quasi-2d doped semiconduc-
tors. Using a static linear-response dielectric matrix for-
mulation, we introduce screened and unscreened effec-
tive charges. Along with the inverse scalar dielectric
function, these are used to derive general expressions for
the long-range Coulomb contributions to the dynamical
matrix and EPI. At vanishing doping, they reduce to
well-established formulas, both for 3d and 2d systems.
This allows for controlled approximations of screening
effects in appropriate doping and temperature regimes,
whose range of validity can be assessed within the gen-
eral theoretical framework. At variance with the 3d case,
the presence of a non-periodic direction complicates the
electrostatic problem and enforces the dependence of all
the response functions on the out-of-plane component z.
Nonetheless, a great deal of simplification comes when
the wavelength of the interaction is much larger or much
smaller than the typical out-of-plane thickness of the ma-
terial t. We denote these regimes as the thin and thick
limits, characterized respectively by a wavevector depen-
dence of the in-plane Coulomb kernel being of the form
¢~ ' and ¢~2. In such regimes, for materials displaying
in-plane mirror symmetry, one can integrate out the out-
of-plane variable via layer-averages to a good approxi-
mation. The resulting long-range components (LRC) of
both the dynamical matrix and EPI can then be con-
nected, as in the 3D case, to a properly modified ver-
sion of the well-known phenomenological theory of Born
and Huang [30], involving in-plane effective charges and
the inverse scalar dielectric function e~!. We further
discuss their range of validity for the two-dimensional
case. The layer-averaging procedure is naturally appro-
priate for those single layers materials where the physical
observables are mainly determined by in-plane electro-
statics. Nonetheless, even when out-of-plane perturba-
tions are important (e.g. when considering remote cou-
plings with surrounding materials), our approach allows
for a simple extraction of phonon perturbations that are

macroscopically unscreened both from the in-plane di-
electric response and from the presence of periodically
repeated images. This makes it suitable to be integrated
in frameworks that account for remote screening in het-
erostructures such as the one proposed in Ref. [57], which
proposes a treatment of the out-of-plane electrostatics a-
posteriori.

Operatively, we propose a fast and precise technique
based on first-principles calculations and Wannier in-
terpolation that is grounded in our general theoretical
formulation and supported by the computation of both
screened and unscreened charge responses. Crucially, in
controlled regimes, accurate quantities can be obtained
from ab-initio calculations performed only for the un-
doped setup, while still accounting for the most relevant
doping and temperature effects beyond the state-of-the-
art, and with a great reduction of the computational
workload with respect to brute-force methods. We val-
idate our findings in disproportionated graphene, i.e., a
particular realization of gapped graphene which can be
found in the presence of substrates causing a symmetry-
breaking modulation of potential [58-60] and that has
been recently proposed to host strong polar responses
[61]. Our approach shows that there exists a small doping
regime where the LRCs can be described using the effec-
tive charges value of the undoped setup at zero tempera-
ture and an RPA expression for the screening. The exis-
tence of this regime is expected for any two-dimensional
material. In the strong doping regime, instead, this sim-
plification doesn’t occur and the effective charges are
mostly determined by the appearance of intraband terms
in the electronic polarizability; one shall then resort to
the ab-initio calculation of the macroscopically screened
and unscreened effective charge functions in the doped
setup. As a practical example of the implications of our
developments, we show that electronic lifetimes can be
strongly affected by the presence of free carriers, with
likewise critical implications for physical observables. In
particular, the reduction of the electronic lifetimes with
doping opens the way to the engineering of new upper
limits to the carriers mobility in 2d materials via a fine-
tuned choice of the doping and temperature regimes, with
important consequences for the design of efficient field-
effect transistors.

The paper is organized as follows: in Sec. [[]|we present
the general theoretical framework of our approach, start-
ing from the introduction of the response functions and
of the effective charges for two-dimensional materials to
arrive to the expressions of the LRCs of the dynamical
matrix and of the EPL; in Sec. [[I] we discuss the imple-
mentation of our theoretical considerations into an oper-
ative computational approach; in Sec. [[V] we apply our
developments to the case of disproportionated graphene;
finally, in Sec. [V] we draw our conclusions; the appen-
dices are devoted instead to the treatment of technical
details which integrate the derivations of the main text.



II. THEORY
A. Framework and main formulae

We are interested in the effect of free-carriers on the
dynamical matrix C' and electron-phonon interaction g
as a function of the chemical potential and of the tem-
perature T'. To reconcile with the doped semiconductor
literature, we prefer to use the free carrier concentration
n as a variable, which evaluates to zero in the case of an
undoped semiconductor, rather than the chemical poten-
tial which is more appropriate for metals.

Our aim is to evaluate the expressions of C' and g on
fine grids in reciprocal space at any given (n,T), having
at disposal with a reasonable effort only their value for
the undoped setup at zero Kelvin. Following the same
logic as Ref. [36], we exploit the usual separation of short
and long-range components of C and g

C=C+C% g=¢"+4", (1)
and focus on the description of the long-range compo-
nents since, as we will show, they are the only ones
strongly affected by (n,T). Their description, within
well-defined and controlled regimes, requires the knowl-
edge of two main ingredients: i) macroscopically un-
screened effective charges and ii) the macroscopic inverse
dielectric function. In such regimes, doping and temper-
ature act on the long-range components mostly through
the macroscopic inverse dielectric function, which can
be approximately expressed as a function of quantities
computed in absence of free-carriers. As a result, Eq.
may be described using ab-initio techniques only for
(n=0,T = 0). Outside these regimes, we can still com-
pute long-range components at reduced cost on a few
selected line, exploiting crystal symmetries.

The theoretical approach that we use to deduce the
various components of Eq. [1]is based on the static dielec-
tric matrix formulation of the linear response problem for
quasi-2d materials. Despite the generality of the method
and the possibility to obtain exact results, we find that
employing the static RPA approximation [62] entails a
vast simplification of the derivations at a formal level,
with at the same time the possibility to (carefully) gener-
alize the conclusions even to the presence of exchange and
correlation terms. As done in Ref. [36], we therefore em-
ploy the RPA approximation in order to derive the main
theoretical results. When computing numerical results,
we will reintroduce exchange-correlation effects and de-
fer their theoretical discussion to appendices. In order to
simplify the theoretical treatment, we also restrict our ar-
guments to the in-plane electrostatic of quasi-2d systems
with in-plane mirror symmetry. Such systems do not mix
in-plane and out-of-plane responses at the first order in
the expansion of the EPI, while higher orders (such as the
piezoelectric coupling) may retain information regarding
the out-of-plane components [51]. Nonetheless, the in-
fluence of such terms on e.g. the mobility comes mostly

from the coupling with acoustic modes [51], which may be
screened statically even at low doping since the plasma
and phonon frequencies are comparable. We therefore
prefer to keep only the leading order (yet accurate) de-
scription of the EPI and discuss its modification is pres-
ence of doping.

As anticipated, within these approximations we can
obtain relations for the in-plane long-range components
of the dynamical matrix and of the EPI involving ef-
fective charge functions and the two-dimensional macro-
scopic inverse dielectric function. In particular, we de-
fine the macroscopically unscreened/screened effective
charges Z; »(q)/Zs.o(q) starting from the expression of
the total charge change arising in a crystal following a
collective displacement of the atoms of type s along the
Cartesian direction a modulated via an in-plane wavevec-
tor q

€q
72904 ’ 7T5 2
TZialanT),  (2)

Zs,a(qanaT) = eil(qvnaT)Zs,a(q;an)a (3)

where e is the electric charge, A the area of the primi-
tive cell of the crystal, e ! is the two-dimensional macro-
scopic dielectric function which we will introduce in the
next section and ¢ is the typical scale of the electronic
response along the out-of-plane direction. The above ex-
pressions can be viewed as a generalization of static ef-
fective charges tensors to the case of materials with non
integer electronic statistical occupations. The long-range
components of the dynamical matrix and of the EPI may
then be expressed as a function of the effective charges
as

5/0t0t (q7 n, T) =

ENeY

62q2 _—
Cgs’,aﬁ (qa n, T) = Tv(q)Zs;a' (q, n, T)Zs/)ﬁ (q, n, T)

(4)

where v(q) is the two-dimensional Fourier transform of
the Coulomb potential, and as

L ie’q
ng/,?nm/(k) = Tv(q) <umk+q|um’k> X

M, 1/2
> ZualanDkuie (37) . 6)

S

where e , is the eigendisplacement of the vibrational
mode v and lq, its zero point motion amplitude, while
u(r, z) are the r-periodic part of the Bloch function and
My and M, are, respectively, a reference atomic mass
and the atomic mass of the atom s.

Beside the technical interest regarding an improved ac-
curacy in the description of the phononic properties, at a
deeper level our framework allows a precise understand-
ing of screening mechanisms at a static level. The conse-
quent extrapolation of the bare unscreened couplings at
any given doping and temperature represents a necessary
prerequisite to the inclusion of dynamical effects in the
description of the screened interactions, which may be
of crucial relevance, e.g., in the vicinity of the plasmon
resonances.



B. 2d electrostatic and response functions

Quasi-2d systems are periodic and infinite systems in
two dimensions with a finite extension in the third spa-
tial direction—in the case of monolayers this is on the
order of the atomic scale, whereas for larger thin films
it can reach up to the order of micron. Such systems
present a natural distinction between in-plane and out-
of-plane properties. Indeed, a periodical quasi-2d sys-
tem is naturally described by reciprocal space variables
in the plane of the material, and a real space variable
in the out-of-plane direction. Without loss of generality,
the out-of-plane direction is aligned to the 2 direction of
a Cartesian coordinate system. 2d quasi-momenta are
noted k for electrons and q for phonons. To simplify the
notation, we will not distinguish between 2d and 3d vec-
tors, whose nature can be inferred from the context. The
quasi-2d nature of the problem is reflected in the form of
the Bloch theorem for periodic systems

wmkhyz)::iggumkhyz% (6)

where m is the band index, w,x(r,z) is the r-periodic
part of the Bloch function and N is the number of cells
in the Born-von Karman supercell. The electrostatics
of quasi-2d systems is then formulated as a function of
(q,2). In these variables, the Coulomb kernel reads as
[40, [41] (see App. for the transform conventions and
notations)

—qlz—2'|
e

o(q,z —2') = 47r/ o . (7)

e 2T @ q

00 dq,z el (z—2")

The above kernel is involved in the expression of the di-
electric response, which in turn determines the LRCs of
the dynamical matrix and EPI, as shown in detail in Secs.
and[[TD 2] Therefore, all the response functions re-
lated to the dielectric one (whose definitions are given in
App. need to be expressed as a function of (q, z). In
this spirit, the independent particle polarizability (IPP)
of the Khon-Sham system—i.e. the density-density re-
sponse function of an independent particle system— is
written as [63)

2 2 mk = Jm/
X+ G,q+ Gz ) = — Jke — Ficrq k+q/dr
A €mk — €m’k+q

mm’k

Um/kt+qt-G (T, 2)uss (T, 2) / dr' (v, 2 ) e (U, 21),

®)

where f,x is the Fermi-Dirac occupation of the states
with energy ek, the factor 2 takes in account spin de-
generacy, the spatial integration runs over the unit cell
and we have used that

—iG

’
um’k+q+G(rI7 Z/) =e€ " um’k+q(rlv z/)v (9)

where the G are reciprocal lattice vectors. The depen-
dence of Eq. [8| on the carrier concentration n and tem-
perature T', which is present both in the Fermi-Dirac dis-
tributions and in the periodic part of the Bloch wave-
functions (we disregard the latter in this work), has been
left implicit not to overburden notation. We will follow
the same rule in the rest of this work when possible.

Knowing the expressions for x° and for the Coulomb
kernel, we can express the electronic dielectric response
matrix, in the RPA for the Khon-Sham ground-state [63],
as

e(q+G,q+G',2,2')=06(z — 2 )oga (10)

//€_|q+GHZ_Z”‘ 0 A/

The form of Egs. [§] and [I0] allows for effective approxi-
mations of the z, 2z’ dependence of the response functions.
We first assume that the periodic part of the Bloch’s wave
functions can be approximated as

1t
Umk(r, 2) = umk(r)%ﬂi — 2D, (11)

where 6 is the Heaviside function and ¢ is defined as the
finite layer thickness outside which the electronic cloud
vanishes completely. This approximation corresponds to
consider the quasi-2d material as an electronically com-
pact homogeneous layer along the out-of-plane direction.
One could choose more accurate forms for the z depen-
dence of the wavefunction, but the asymptotic long range
expansions of in-plane quantities, that are the focus of
this work, do not depend on such choice, as elucidated in
App. B
With the approximation of Eq. Eq. [} becomes

1t t
0 _
X (q+ G7q+ G/,Z,ZI) - ﬁe(g - |Z‘)9(§ - |Z/|)X

X’(a+ G,q+G),
(12)

where x°(q + G, q+ G’) corresponds exactly to the IPP
of a two dimensional system [64] 65] (see App. . In
other words, the approximation of Eq. [[I] implies that
the IPP of a quasi-2d material can be modelled for the
2d case and then extended uniformly along the z direc-
tion inside the layer thickness, while the presence of the
1/t? pre-factor assures the correct dimensionality of the
response.

Next, the out-of-plane variables are integrated out of
the response functions, via an average along the out-of-
plane direction. We define the layer averaged dielectric

matrix as (see App. [A 3)

t ds
é(q+G,q+ G’ :/2 dzTZe(quG,quG',z,z’).
-3

(13)



This quantity relates to the 2D IPP as follows (see App.
A 5):
€a+G,q+G') =bca—
i(a+G)xX’(a+G,a+G), (14)

where
- 47
(1 _ 2t Gl gnn(|q + Gt)> .
la+ Gt 2

Eq. and are particularly pleasant because we can
deduce the asymptotic behaviour of the dielectric re-
sponse function in relevant limits where the Coulomb
kernel assumes the simple expression
27
H(q+G) = {q”ﬁl la+Glt <1 (16)
Ta+ Gt |q + G|t >1

The above limits for a quasi-2d material are the afore-
mentioned thin limit—|q + G|t < 1—and the thick
limit—|q + G|t > 1, where q is still intended to be
small in order to allow Taylor expansions. In these limits
Eq. |[16]shows that the dependence of the Coulomb kernel
upon in-plane components of the wavevector assumes the
formal expression typical of, respectively, a 2d and a 3d
system.

This observation is in line with what was already noted
in Ref. [41], i.e. there exists a scale that discriminates
between the two and three dimensional character of the
response functions. The same can be easily shown also for
the interacting polarizability x by considering its Dyson
equation. Of course, for a realistic material there will
be a crossover between the two regimes as a function of
lg| or |G|. For example, if we consider systems where ¢
is of the order of the lattice parameter, as done in this
work, then in the long wavelength limit €(q, q) = e(q)—
called the ‘head’ of the dielectric matrix—will behave as
for the case of a 2d material while ¢(q + G,q+ G')—
the ‘body’—will mostly follow the 3d behaviour (see also
App. for terminology). If instead the lattice pa-
rameter is very large, we can expect the full matrix to
show 2d behaviours. Conversely, if we consider a mul-
tilayer structure with a small in-plane unit cell, then all
the elements of the response are expected to become sub-
stantially 3d with the increase of the number of layers.
When all the relevant elements of the response are in the
thin and/or thick limit, then our layer averaging proce-
dure is well justified, as explained in App. Interme-
diate crossover regimes, existing in ranges that depend
on material-dependant internal parameters, are far more
complicated to treat since general asymptotic formulae
cannot be deduced. Brute-force first-principles methods
then have to be used to evaluate the response functions.

From now on, unless otherwise stated, we drop the tilde
notation for the layer-averaged quantities, which can be
easily recognized from the context.

C. Effective charges

The electrostatic response of materials to external per-
turbating potentials can be effectively described in terms
of the effective charges, which are macroscopic quanti-
ties in the sense that they do not depend on G vectors
explicitly. They do contain, however, all the information
regarding the microscopic response of the material, which
instead explicitly depends on the G vectors components
(the so-called local-fields). To obtain an expression for
the effective charges defined in Sec. [[TA] we first in-
troduce the reciprocal space expression of the screened
Coulomb potential [66]

w(q+G,q+G)=¢'(q+G,q+ G )v(q+ G).
(17)

Explicit formulae relating the matrix elements of w and
its inverse w~! are given in App. the long wave-
length expansion of w is given in[A6a] and the limits for
its macroscopic components are

w(a) = ¢ H(aq)v(a) = {477 e B I )
Tq-B”-q 1€

were B’ and B” are defined from the asymptotic form of
Eq. They are, respectively, the tensorial general-
ization of the effective dielectric screening length r.;y as
defined in Ref. [4I] for a material with egff ~ 1, and of
the electronic dielectric constant €>°.

Then, we consider a collective displacement of the
atoms of type s along the Cartesian direction o mod-
ulated via a wavevector q. From the electronic point of
view, this may be regarded as an external charge den-
sity perturbation, which can be expressed for in-plane
displacements as (see App. and Ref. [67])

Zse

A

where Ze is the atomic charge and 7 indicates the posi-
tion of the atom in the unit cell. Its relation to the total
electrostatic potential 6V %'(q), obtained as the sum of
the induced and the external potentials, in the thin and
thick limits can simply be expressed in terms of the w
tensor (see App. [C) as

OViHa) = Y wla,a+ G oSt (a+ G (20)
G/

As shown in App. [A7 in the RPA, we can define the
macroscopically unscreened density response §p*°t:

t6pT%(q+ G) = —i [(ga + Ga)e 'S ™), (19)

RPN _ ACY
3pe(@) = € H(@)0psn(a), dpa(a) = Tl 2V
and conveniently write
Vi (a) eq -
so W _ %47 (q). 22
A AT (22)



We obtain at last
_ A
Zoala) =i~1 Z

From the above equation it is evident that both Z; (q)
and Z; (q) include the local-fields components of the
response that contribute to the variation of the macro-
scopic potential. They differ in the inclusion of the long-
range, macroscopic components of the screening response
through Eq. As anticipated, the macroscopic charac-
ter of Eq. 22]is evident from the absence of any explicit
reference to the lattice vectors G (see also App. [C] ' As
shown in App. [A7] . 6p5(q) is analytical and allows for
a Taylor expansion. Therefore, Z; ,(q) can be written as
(expliciting the dependence on the doping level n and T
dependence)

D e @) @

Zeola,n,T) = ~M, o(n,T) + £ s )
q
iqp
—§;q7QS aﬁv(n T) + .. (24)

Since the charge density change (and the effective charge
functions) is a real quantity in direct space, Eq. com-
prises alternating imaginary and real terms in the re-
ciprocal space expansion. The coefficients of the expan-
sion are site-dependent tensorial quantities (with rank
proportional to the order in ¢ of the expansion), and as
such they comply with the site symmetries, transforming
as the totally symmetric irreducible representation. The
rank-1 tensor My o(n,T') - a polar vector, transforming
as a force - is strictly zero in insulators/semiconductors
where n = 0, as it arises from intraband terms. In
the presence of free carriers, it is allowed only for those
atoms whose Wyckoff positions are not fixed by symme-
try, i.e., that can be subject to forces that do not lower
the crystallographic symmetries, and it is indeed related
to the presence of a Fermi energy shift (see Eq. (79) of
Ref. [23] and the discussion in Ref. [36]). The second
term corresponds to Born effective charge tensors, the
third to dynamical effective quadrupole tensors and so
on (sums over repeated indexes are intended). In Eq.
we highlighted the doping and temperature dependence
that mostly comes from intraband contribution in the
IPP for n # 0, as shown in App.

D. Long range components
1. Dynamical matriz

We are now ready to provide the asymptotic form for
the LRC of the dynamical matrix of a generic 2d mate-
rial, valid for insulators, semiconductors (doped or not)
and metals, and which becomes exact in the thin and
thick limits. We start from the component of the force
constants matrix that gives rise to LRCs, expressed as

a function of the inverse dielectric screening in an all-
electron formalism [68]

82
IRy + T5)aO(Ry + 7o)

o Z.Z,e?
/dr/ dze_l(Rp + TS,I',TSZ,Z)—| R ¢ |
— 00 r— p Ts/

CSS’,QB(Rpa Rp’) =
; (25)

where s, ' are atomic indexes, a, 3 are Cartesian indexes
and the spatial integration runs over the whole crystal,
while R, and 7, indicate the position of the atom s in
the cell p, as detailed in App. The above expression
is amenable for in-plane derivatives (i.e. for a, 8 = z,y)
while the out-of-plane direction is more cumbersome and
model-dependent. We restrict to the study of in-plane
derivatives, i.e. to in-plane modes. The LRCs of the out-
of-plane modes are generally less important on the final
dispersion [40]; if needed, a more refined approach based
on Ref. [40] should be developed. Further restricting to
single layer materials with mirror symmetry [69], we can
then fix the out-of-plane atomic coordinate 75, = 0 and
can rewrite the LRC, as shown in App. as

Z.Zge?
Css aﬂ( ) - T Z (qa +GO¢) (qﬁ +Glﬂ) X
GG’
wc.c.(q’ q + G) iG-T1s—iG' T
w(q,q+ Q)L LT =) iGr, v (26
( ) (26)

If we now recast Eq. as a function of macroscopic
physical quantities alone, i.e. that do not depend on G,
as firstly done by Born and Huang starting from a phe-
nomenological theory valid only for the case of undoped
semiconductors [70], we end up with Eq. 44 One may also
find useful to rewrite Eq. [4 in a more symmetric form,
i.e. as a function of the screened Coulomb potential as

e2q2

C?s’,aﬁ(qv n, T) = T4 ( )ZCC (q,n T)Zs’,ﬁ(cb n, T)

(27)

Eq. []is non-analytical for semiconductors and insulators
due to the asymptotic form of the dielectric screening
[36]. The non-analyticity is cured by the presence of free-
carriers for metals and doped semiconductors, for which
limg 0 € !(q) = 0. For the latter, however, this happens
in a vanishingly small region around I' in the limit of zero
doping.

To connect to well known formulae, we rewrite Eq.
at the leading order in the q expansion for the case of an
insulator or an undoped semiconductor

DD 7 > Wy Do g (28)
vy v’

one can see that the thin limit of Eq. is equivalent
to the in-plane component of Eqs. 45-46 of Ref. [40]
or to Eq. 4 of Ref. [43], while the thick limit is the
standard textbook version of the LRC of the dynamical

Oss aﬂ(
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FIG. 1: Upper) ab-initio band structure and its Wannier
interpolation in the vicinity of the Fermi level, taken as
energy reference at 0 eV; inset: schematics of
disproportionated graphene, with the cartesian reference
systems used in this work. Lower) Phonon band structure as
obtained from Fourier interpolation.

matrix given by Born and Huang [30] (Eq. 18 of [T1]).
The crossover between the thin and the thick limit of Eq.
can be observed not just as a function of q, where
the crossover scale is simply given by the effective dielec-
tric screening length r.¢¢, but also as a function of ¢ for
those layered materials that can be brought continuously
from the one layer setup to the bulk form (as for exam-
ple increasing the number of layers of h-BN in the AA
stacking [42] 43], [72]). As argued in App. in this case
the crossover scale given by t is to be more appropriately
intended as the dielectric thickness of the material.

2. EPI

After the derivation of the LRC of the dynamical ma-
trix in Sec. we can proceed along the same line
and derive the LRC of the EPI. In this case, we start
from the all-electron expression [5]

gcw(r) Z) = / dI‘/dZIG_l(I', I'/, 2, Z/)ggy (I‘/, Z/)7 (29)

where g is the bare electron-phonon coupling induced by
a unit displacement of wavevector q of the atoms along
a mode v

Gaw(r,2) = eI DGV (1, {Ry, + 7o }), (30)

where

Ve—n( {R +Ts} Z|r_ 96_TS| (31)

Vem is therefore the cell-periodic electron-nuclei interac-
tion and Ay, indicates the variation following a phonon
displacement, as more precisely defined in App. [A4] We
bracket Eq. 29 with the Bloch functions of Eq. lead-
ing to

<¢mk+q‘gqu(r7 Z)|¢m/k> == \/7

/
7d Z uerk+q X

% GG/ G//
Um(Ge H(q+ G — G,q+ G, 2, z')ggy(G”, 2,
(32)
where
2re2 Z.elat G|
g (G 2) =i =7 : (33)
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o G —iG" T v lo | =
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and lq, is the zero point motion amplitude (App. [A 4)).
Following exactly the same procedures as in Sec. |[[I D I
we obtain the LRC as

227T62 i2me?|q]
g{;y,mm’ (k = Z mk+q um’k(G/) X (34)
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Differently from the dynamical matrix case, we haven’t
yet isolated the head of the w tensor in the above expres-
sion. In general, we cannot set G’ = G blindly because
we would lose corrections to the non-leading order ex-
pansion of the EPI due to the dependence of the wings
of w on q. We will however set G’ = G and verify a
posteriori that this approximation is correct. We do ex-
pect the terms coming from G # G’ to be small because
w(q,q+ G’ — G) contributes to a further power of g with
respect to the terms coming from w(q) (see also the dis-
cussion in Ref. [35]). Eq. [34] then becomes Eq. |5, which
may be rewritten as a function of w(q) as

ie?q
A

) M\ V2
Z Zs,a(a,n, T)e; o (a)lqn (M) ) (35)
S

s«

ggu,mm’ (k) = w(q) <umk+q|um’k> X

where we have supposed that the unperturbed Bloch
functions and the phonon polarizations do not change
appreciably with n and T. To connect with well known
formulae, at the leading order for undoped semiconduc-
tors we find

av.mm (%)

gqu,mm

Z qBZ:,aﬁeZ,a(q)qu

s,af

= iw(q) (Umk-+q|Umk) X

EI



One can see that Eq. in the thin limit is equivalent
to Eq. 8 of Ref. [44], while in the thick limit it is equiv-
alent to Eq. 4 of [33]—considering the phase difference
as explained App. and to the long wavelength ex-
pansion of Eq. 9 of [34] once the matrix element between
the periodic part of the Bloch functions is approximated
t0 Omn-

III. COMPUTATIONAL APPROACH
A. Connection with theory and general strategy

The theoretical framework developed in the previous
sections requires the knowledge of the effective charge
functions, whose expression is given in Egs. [3| and
in order to determine the LRCs of the dynamical ma-
trix and the EPI. The central quantity is the layer-
averaged total charge density change per unit surface,
topi°(q,n,T), that in the RPA approximation is con-
nected to the macroscopically unscreened and screened
effective charges Zs o(q,n,T) and Zs o(q,n,T). More
precisely, in App. [A7 we show that in RPA it is pos-
sible to deduce the macroscopically unscreened density
change 6p%% (q), connected to Zs (q,n,T) by Eq.
by simply imposing that the macroscopic component of
the layer-averaged electrostatic potential is zero. We also
remark and stress that in RPA the connection between
screened and unscreened quantities is simply attained
through the macroscopic inverse dielectric function.

To connect to the theoretical derivations with a deeper
insight, we can sum up the above observations saying
that the layer-averaging procedure performed in the the-
oretical section and App. [A7] was engineered to separate
short and long range components of the dynamical ma-
trix and of the EPI, and to mathematically demonstrate
the analiticity of the expansion Eq. which terms can
be deduced from the computation of 655, (q). However,
in ab-initio calculations we can in principle retain the
out-of-plane dependence in the solution of the response
problem for those quantities that we demonstrated to be
analytic functions of in-plane momentum. In fact, the
reintroduction of the z-dependence here does not impact
the analiticity of the expressions.

From an intuitive point of view, this corresponds to
treat our slab of material as a compact layer when
it responds to the long-range macroscopic electrostatic,
but not disregarding its local-field dependence (even the
out-of-plane) when looking at the analyitical unscreened
charges and potentials. We detail in Sec. [[ILC| how this
can be done in practice. We anticipate that within this
treatment, for both in-plane and out-of-plane perturba-
tions, our computational approach can be used to deduce
macroscopic charge densities and potentials with the cor-
rect out-of-plane dependence, which are macroscopically
unscreened both from the in-plane dielectric response and
from the presence of periodically repeated images. This is
of paramount importance if one wants to extract ‘bare’

couplings to be inserted within formalisms to compute
remote EPI and their screening in van der Waals het-
erostructures [57].

We conclude this section by noting that for realistic
DFT calculations we will need to include exchange and
correlation terms; in this case the connection between
screened and unscreened quantities is not as straightfor-
ward as in the RPA case. The procedure of unscreen-
ing itself is not unique, as detailed in App. In the
framework of this work, it suffices to say that a good ap-
proximation for the ab-initio evaluation of the long range
components is attained by computing the inverse dielec-
tric function in the RPA+zc approximation (i.e. RPA
plus the response of the approximated DFT exchange-
correlation functional [5]) and computing the unscreened
effective charge functions by setting to zero the total
macroscopic electrostatic+xc potential—more details are

given in Sec. [[ITC| and App.

B. Evaluation of the macroscopic inverse dielectric
function

A practical way to compute the layer-averaged inverse
dielectric matrix for a given doping and temperature is to
resort to ab-initio calculations. This approach is based
on the methodology developed in Ref. [64], and consists
in evaluating the inverse dielectric screening as

- sytot (a+ G)
1 1

+G,q+G )= =—-, 37
€ (a q ) §Vext( G (37)

i.e. as the variation of the layer-averaged Khon-Sham
potential SV as a consequence of the variation of the
external potential §V <. In 2d-materials the above equa-
tion is valid provided that the Coulomb potential used in
the DFT framework has been modified with the Coulomb
cutoff technique [4I]. Indeed, Eq. correctly takes in
account the local-fields (LFs) corrections to e ~1(q,n,T)
if JVtet(q,n,T) is the total electronic potential change
at the end of the DFPT cycle. If instead we stop the
DFPT cycle after the first iteration, i.e. when the re-
sponse of the system is still non-interacting, and use Eq.
with the corresponding potential change, we obtain
e !(q,n,T) without LFs corrections. We remind that,
typically, LFs corrections are on the order of 10% on >
for 3d materials [73H75] or on the inverse dielectric func-
tion for 2d materials [64]; we will show in Sec. [[V C| that
such corrections are small also in the system under study
in this work.

At the RPA level, the macroscopic dielectric function
can also be obtained (through Eq. from the evalua-
tion of the IPP, which is amenable to simplifying approxi-
mations in the doped case at finite temperature. As done
in Ref. [36], one can split the IPP into two contributions



as:

XO’dOP'((LTL T) _ O,undop.( ) + 5X0(q7"’ T) (38)
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where §f = fdop- — fundop- and ey, €k are taken with

respect to the chemical potential. We can then write

e(q,n,T) ~ Tﬁop-@q) —%v(q)ox (q,n, T), (39)

and approximate e *(q,n,T) ~ 1/e(q,n,T), which cor-
responds to neglecting LFs. We have also used that,
within a rigid-band approximation, band energies and
overlaps can be obtained from DFT calculations in the
undoped setup. A practical simplification comes from ne-
glecting the full q dependence of the dielectric response
and using the asymptotic expressions

1+ regq thin

40
€ thick (40)

1/6_1’und0p'(q) ~ {

Further neglecting the sum over valence/conduction
states in dx° for electron/hole doping, and taking
(k| Umktq) = Omms [64] in 6x°, one finally gets for
the macroscopic inverse dielectric function:

_ 1+ 7erq — 2me? /q6x (q,n, T)] thin
e Ha,n,T)~ [OO e 2 20 a ] .
[ — 472 /q26x%(q,n, T)] " thick
(11)

6fmk 5fmk+q
0x(a.n.T) ~ - Z

€mk — €mk+q

The above equation depends on quantities that can be
computed directly in the undoped case (r.fy and €>) or
that can be evaluated via Wannier interpolation (epk).
For this second case, restricting the sum over m only to
valence/conduction bands is particularly convenient and
allows to consider only a subset of bands which are situ-
ated near the chemical potential. Given the above, the n
and T dependence of Eq. stems only from the occu-
pation functions f,x, which makes it easy to implement.

C. Computation of effective charges

Within the Coulomb cutoff technique of Ref. [41], the
2D system is still replicated periodically along the 2z di-
rection, implying a discrete Fourier transform with re-
ciprocal space vectors G,. Standard DFPT calculations
readily provide all the {G,G,} components of screened
tép*°t(q + G,G,,n,T), from which we select in particu-
lar the macroscopic and layer-averaged G = 0,G, = 0

component. To obtain the macroscopically unscreened
§p*°t(q,n,T) and the related Z(q,n,T), we perform the
DFPT calculation while setting to zero the {G = 0,G,}
components of i) the change of the local part of the pseu-
dopotential and ii) change of the Hartree and exchange-
correlation potentials. This corresponds to the condition
dVtt(q) = 0. In particular, setting all the G, compo-
nents to zero in the DFPT problem (as opposed to dis-
regarding only the G, = 0 component) is coherent with
the procedure of layer-averaging the Maxwell’s equation,
as presented in App. [C] and with the formal derivation
of the effective charge expansion (App. |A 7). We observe
that, even though the theory of Sec. [II| has been devel-
oped from an all-electron perspective, the implementa-
tion of pseudopotentials in the calculation does not spoil
the conclusion regarding the long wavelength expansions
presented in Sec. [} This is because the approximations
introduced by pseudopotentials may in general fail to re-
produce the all-electron results on the response function
in the opposite limit, i.e. for q — oo (when core contri-
butions may become visible).

We stress that we only modify the electrostatic prob-
lem for the {G = 0,G,} component, and not for all
the G. This means that for G # 0 we are still keep-
ing the out-of-plane dependence of the response problem,
which translates in retaining the correct out-of-plane be-
haviour of (unscreened) quantities that we demonstrated
to be analytic functions of in-plane momenta. From a
formal perspective, this may be thought as restoring the
out-of-plane variable when evaluating expressions such as
Eq. an operation that does not spoil the analyticity
of the expressions. Secondly, for in-plane perturbations
pur condition is asymptotically equivalent to the proce-
dure used to deduce in-plane effective charge functions
via DFPT at q = 0, as shown in the results sections.

D. Evaluation of the LRCs

We now discuss the general procedure that shall be
used within our framework to practically implement an
efficient interpolation of the long range components of
the dynamical matrix and of the EPI, for general n and T'.

For insulators and undoped semiconductors Eqs. [4]
and 5| (usually approximated using (Umktq|Umk) ~
dmms) are non-analytical asymptotic formulae in recip-
rocal space deduced in the q — 0 limit and can there-
fore be used only in the neighborhoods of I'. Such non-
analyticity implies that their expression is not prone to be
transformed in real space (in order to be then back inter-
polated on the full BZ) using a finite set of Wannier func-
tions or plane waves. To overcome this problem, within
the state-of-the-art methodology one performs an ansatz
for the real space transform of Eq. [ and [f] that is able to
recover the g — 0 asymptotic behaviours of Egs. [4] and
(up to a certain order) once they are transformed back
in reciprocal space on the full BZ [34] [76]. Notice that



the ansatz is not uniquely determined. Alternatively, one
can perform the ansatz directly in Fourier space by ex-
tending each order expansion of Egs. [f] and f] at q + G
vectors in such a way that periodicity and continuity at
zone boundary is fulfilled [34]. This extended expression
for the LRCs on the full BZ (which we will refer to as
xLRCs or xLs) is then used to perform the following in-
terpolation scheme for a pair of points (kg, qg): one first
interpolates the well-behaved differences CS = C — C*
and ¢% = g — ¢V, where C and ¢ are obtained ab-initio
on a coarse grid defined on the full BZ, via Fourier or
Wannier interpolation [25]; then, the xLRC are re-added
evaluating their closed-form expression at (ko, qo).

For the case of doped semiconductors, as already dis-
cussed, Eq. and [5| are in principle analytical, even
though the extension of the region where the non ana-
lyticity is cured depends on the magnitude of the car-
rier concentration. Practically, for small doping levels
it is not guaranteed that Wannier interpolation can be
performed without isolating the LRCs, but instead we
should repeat the above described procedure for each
n and T. The xLRCs would then be formally ob-
tained from their expression in the undoped setup sub-
stituting ZIM0°P-(q) — Z, o(q,n,T) and 229 (q) —
Zs.o(q,n,T). In practice, for the doping levels and tem-
peratures studied in this work, we will assume (and ver-
ify a posteriori) that the analytical, short-range compo-
nents of the matrix elements are the same as the undoped
setup at zero temperature [77], i.e. that C = CSundop- 1
CXL’dOP'(n,T) and g = gS,undop. + gXL’dOP'(Tl,T). In this
case we can perform only one ab-initio calculation of C'
and g on the coarse grid for the undoped setup at zero
temperature, interpolate CS:1ndop- — ¢ — OxLundop. 54
gSundop. — ¢ gxLundop. o fine meshes, and finally add
CxLodop-(n T) and g*4°P-(n, T') with the correct n and
T dependencies on the fine grid. Notice that if we are in-
terested in obtaining the correct expressions for C' and g
only in a small region in the neighborhood of I', then the
last step of the above procedure can be simplified since
the xLRCs in reciprocal space can be evaluated using
directly the asymptotic expansions Eqgs. [4] and

IV. RESULTS
A. Disproportionated graphene

The sublattice symmetry of graphene can be broken
via the interaction with substrates as, e.g., SiC [G8-
60]. Here, every second carbon atom has a neighbor
in the bottom layer so that a different potential is felt
by atoms belonging to different sublattices, thus break-
ing the equivalence between carbon atoms, with a conse-
quent reported band splitting up to 0.5 eV between the
valence and conduction bands at the K point. In this
setup, so-called disproportionated graphene is equivalent
to monolayer h-BN from a symmetry point of view, and
non-zero Born effective charge tensors and piezoelectric
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coefficients arise in the system [6I]. This system may
be efficiently simulated creating an imbalance of valence
charge between two otherwise equivalent neighbouring
carbon atoms, more precisely by adding/subtracting a
fractional value of valence electrons (and a compensating
ion charge) to their pseudopotentials. The Born effective
charge tensor, defined as

:a 5= é@i’ (42)
’ e Ovu, (0) lE=0

where P, is a Cartesian component of the polarization
vector per unit surface and v, g(0) is the displacement
of the atom s along the cartesian direction 5 (as al-

ready defined in Sec. and App. [A1), is diago-

nal with two independent components Zﬁ‘ and Z7] de-
scribing in-plane and out-of-plane Born effective charges
[78]. Since we focus on the in-plane components of the
Born effective charges only, which are two order of mag-
nitude bigger than the out-of-plane ones in dispropor-
tionated graphene, we will adopt the following notation
Z3 oy = 23y = Z5 = (=1)°Z*. This is consistent with
the charge neutrality condition for the undoped system
(for the doped system, as we will see, the sum over the
atom of the Born effective charges may assume non-zero
values). The piezoelectric tensor

0P,

e (43)

€apy =

)
E=0

with €g, being the strain tensor, has instead a single in-
dependent coefficient €,y = —€yzz = —€ryz = —€zay,
where & and ¢ are the Cartesian directions of the ref-
erence frame of the inset of Fig. In the frozen-ion
approximation, the piezoelectric tensor is expressed as a
function of the dynamical quadrupole charges as [7§]

_ 1
el = —57 2 (Quon + Quns = Qunas) = (44)

) 8(q2575)

_7[ 9(4Zs.y)
A" 0qa0g,

NaZs.a) ]
9qa0qp 1 9=0’

0qs0q,

which accordingly admit the non-zero components

Qs,yyy = _Qs,ywz = _Qs,a:yw = _Qstzxy = @s; notice
that the definition of églﬁv in terms of second derivatives
of Z allows the generalization to the case of finite doping

sFI _ _ZFI _ _FI _
and temperature. We also have e,,, = —€,,, = —€,,, =
_gFl . gFI

wpy =€

In ydisproportionated graphene the values of the Born
effective charges and of the quadrupoles are topological
properties that, adopting a simple tight-binding model
consisting in a graphene Dirac Hamiltonian plus an on-
site energy diagonal term +A, do not depend on the
magnitude of the opened gap [61] and may be expressed
in terms of the Berry curvature of the band manifold.
Nonetheless, it is found that along with the reduction of
the on-site energy and the band gap, the region of k-point
where the Berry curvature is relevantly different from 0 is



closer and closer to K [61]. It follows that for this system,
even for small dopings at finite temperature, important
modifications to the values of Z7 and () may appear,
differently from what found for 3d 3C-SiC [36]. For this
reason, we will study the different qualitative behaviours
of the dynamical matrix and EPI in a weak and strong
doping regimes (WDR and SDR respectively), as well as
intermediate regimes. Disproportionated graphene is a
model candidate to benchmark the whole of our theoret-
ical developments and compare exact results (within the
DFT framework) with controlled approximations.

As a conclusion to this section, we show in Fig. a
schematics of disproportionated graphene and the Carte-
sian reference frame that we adopt in this work, along-
side with its ab-initio electronic band structure (first-
principles and Wannier interpolation obtained with the
computational parameter explained in Sec. [[V BJ) and
with the Fourier interpolated phonon dispersion.

B. Computational parameters

To perform the first-principles calculations we use a
private version of the QUANTUM ESPRESSO (QE)
code [27], firstly developed in Ref. [53] to compute EELS
cross sections via the extraction of the screened density
response to external Cartesian perturbations. We use a
lattice parameter of a = 4.6487 Bohr, PBE-GGA func-
tionals [79] and norm-conserving pseudopotentials where
the valence charge of the two carbon atoms has been al-
tered, respectively by £0.1e, in order to mimic the sub-
lattice symmetry breaking of disproportionated graphene
[6I]. The result is a gap opening at the K-point of around
Eg ~ 0.4 eV, as shown in Fig. [I We sample the BZ with
telescopic grids—following Ref. [80]—that in the densest
region are equivalent to Monkhorst-Pack grids of dimen-
sion 2562 in order to well describe the region around the
chemical potential, and use a energy cutoff for the plane
wave basis set of 90 Ry.

To perform the ab-initio calculations in the doped
setup we simulate hole densities from to n ~ 9.5 X
10%m™2 to n ~ 9.5 x 102cm~2 at finite tempera-
ture. We define an effective Fermi momentum kp as
the wavevector where the hole occupation halves from
its value at the top of the valence band. The doping is
simulated in a double-gate setup where the carrier con-
centration introduced in the graphene layer is compen-
sated by two equally distanced gates that are positioned
48.3704 Bohrs away from the graphene plane along the
Z direction.The Coulomb kernel is treated within the 2d
Coulomb-cutoff technique as developed in Ref. [41], using
an interlayer distance between graphene periodic images
of ¢ = 37.7941 Bohr.

As already anticipated and shown later, the method-
ology developed in this work requires to perform Wan-
nier interpolation of electronic and vibrational quantities
only for the undoped setup. In this case, the Wannier in-
terpolation of the electronic properties is obtained using
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the SCDM method for the determination of the starting
projections [8I, B2] as implemented in Wannier90 [83]
and EPW [29], using 5 Wannier functions and a Gaus-
sian entanglement with p equal to the top of the valence
band and ¢ = 10 eV. Wannierization proves to be of
fundamental importance when describing the electronic
properties of disproportionated graphene. In fact, simple
tight-binding models cannot fully account for the com-
plete orbital composition of the Bloch functions implying
poor accuracy in the determination of, e.g., the angular
dependency of the EPI. The Wannier interpolation of
the electron-phonon matrix elements and of the dynami-
cal matrix is performed using a private version of EPW,
adapted for the study of the current work, using coarse
meshes of 48 x 48 x 1 for the electrons and 12 x 12 x 1
for the phonons. The convergence of the electronic in-
verse scattering times (see Sec. is obtained using
fine grids of q points of dimensions 700? and a Gaussian
smearing for the Dirac delta functions of 15 meV.

C. Inverse dielectric function

The accurate description of the inverse dielectric func-
tion is a focal point of our approach. We first note that
LFs have a quantitatively small effect on the asymptotic
small q value of e 1(q), as shown in Fig. It is evi-
dent that in both doped and undoped cases, LF's have an
impact on €~ ! of the order of some percent for wavevec-
tors smaller than q ~ 0.02Bohr~!. Thus, they may be
neglected in this region, which is the most interesting in
practice. Incidentally, this shows that the inclusion of
zc effects in the inverse dielectric response is of little im-
portance to our aims. Importantly, we notice that the
approximation of the inverse dielectric function via Eq.
works very well.

D. Effective charges

Zs,a Reciprocal space direction
(g,0) (0,9)
(=1)*Z*4+0(q%) 2
Zow | Thraarota®) 0lg")
A 1/2Q:q+0(d?) | (=1)°Z2"q=1/2Q:q+0(a*)
SY | T4repra+O(q?) 1+retra+O(q?)

TABLE I: Reciprocal space expansion of Zs o(q), for the
case of undoped disproportionated graphene along different
directions of the BZ; e '(q) is approximated as in Eq.

Now, we can study the macroscopically screened and
unscreened layer-averaged effective charges, Z; (q) and

Zs.o(q), for undoped disproportionated graphene along a
specific direction in the reciprocal space. We focus on the
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FIG. 2: Upper) Dielectric response, for disproportionate
graphene in the undoped case, from the model of Eq. [46]
compared with the DFT calculation (RPA+zc) obtained
using Eq. [37] with or without the inclusion of local-fields
(LFs) corrections, as explained in Sec. along the
reciprocal space Cartesian line form (g,0). The Cartesian
reference frame used in this work is depicted in the inset of
Fig. Lower) Same quantities for the case of

n~ 9.5 x 10%m™2 and a temperature of 4 meV, compared
with the RPA approximation of Eq. The effective Fermi
wavevector kr, defined in the text, is represented by a black
vertical dashed line.
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in-plane components of the effective charges. Within this
framework, M o(n,T) = 0 by symmetry considerations.

The choice of the line is performed in order to iso-
late the different terms of the expansion of Eq. In
fact, the symmetry properties of the effective charges ten-
sors enforce specific behaviours, as shown in Tab. [[] for
two possible directions. We choose the (g, 0) line since
the leading order coefficients of Z; ,(q) and Zs ,(q) are
respectively the Born effective charges and the dynam-
ical quadrupole tensors. Since there are no lines where
the leading order of the expansion of Z ,(q) is repre-
sented by the octupole term, we stop our expansion at
the quadrupole level. We then plot in the upper panel
of Fig. the real part of Z.(q) and Zs.(q), along-
side with the value of Born effective charges calculated
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FIG. 3: Upper) Real part of the macroscopically unscreened
(‘unscr’) and screened (‘scr’) effective charge for undoped
disproportionated graphene at zero temperature, for the
carbon atom with increased/decreased valence charge
C"/C*. Lower) Same notation for the imaginary part
divided by ¢, summed over the atoms in the lowest panel to
obtain 24&"" (‘piezo’) as intercept with the vertical axis (see
Eq. , In the upper panel, the continuous horizontal lines
correspond to Z%E while in the lower one to the fitted
values of the quadrupoles Qs and of 24&F!. The lines

passing through the screened charge data are, respectively,
z3 9" Qs 24!
(Lt+retrq) ? (1+7otrq) and

i where 7. ~ 97Bohr is
7 Teffd)
computed using Eq. @

from ab-initio DFPT calculation at q = 0, which we de-
note by ZXQE. For small wavevectors, both ReZ; .(q)
and ReZ, .(q) tend to ZXQE. For larger wavevectors
(g ~ 0.02 Bohr—!), the unscreened charge departs from
its asymptotic value. Indeed, the identification of Z; . (q)
with the effective charges starts to degrade because we
are exiting from the thin limit—in fact, if we evaluate
t ~ 6 Bohr, which is the typical interlayer distance in
graphite, at 0.02 Bohr~! we have ¢t ~ 0.1.

As it regards ReZ; ,(q) instead, we notice that it fol-



lows the simple model from Ref. [44]

ReZ,.(q) = e (q) 27" (45)
1
_1 _
€ (q) - 1 + Teﬁq’ (46)
e = (€9~ 1) 7, (47)

way beyond the expected regime of validity, where ¢ >
t is the separation of the periodic images used in the
simulation. Dividing the the Born effective charges with
the simplest thin limit asymptotic expression of e~1(q)
thus works surprisingly well.

This seems to be a feature common to different materi-
als [43] [44], [57], due to cancellation of errors between the
wrong estimations of the effective charge by its asymp-
totic value and of the screening with respect to the local
field inclusion at finite wavevectors. All the above con-
clusions can be drawn also analyzing the quadrupole and
piezoelectric tensors, as done in the lower panel of Fig.
At difference with the Born effective charge case, the ab-
initio calculation of quadrupole from DFPT in QE is not
implemented at the time of writing. We therefore esti-
mate the quadrupole values directly from the asymptotic
values of —Im2Z; ,,(q)/g. In the same way, we estimate
also the value of the frozen ion piezoelectric tensor, as
defined in Eq. We find that e = 6.1 x 1071°€ in
perfect agreement with the values found in Ref. [61] .

‘We now consider the same quantities but in the doped
case, starting with the WDR and SDR at, respectively,
n ~ 9.5 x 10°%m~2 and n ~ 1.9 x 102cm~2. In the
first case, to mimic the zero temperature regime we use
a Fermi-Dirac (FD) occupation with a temperature of
4 meV, while in the second we use a Methfessel-Paxton
(MP) distribution [84] with a smearing of 40 meV—we
will come back on elucidating this choice later. We plot in
Fig. [ the same quantities as Fig. [3] respectively for the
WDR on the left column and for the SDR on the right col-
umn. In the WDR regime we observe a reduction of the
asymptotic value of ReZ; .(q,n,T) with respect to the
undoped case that only slightly impacts on the change
of ReZ; »(q,n,T) at small wavevector, which is instead
mostly determined by the influence of metallic screening.
We also notice that in the regime where metallicity fades
out, i.e. at large q, the charge response returns to the
typical value for the semiconductor response.

The same conclusions cannot seemingly be drawn for
the quadrupole term, since peculiar behaviours arise at
small q. This is not a serious issue since the relevant
macroscopic parameter which enters the EPI in the long
wavelength limit is the piezoelectric tensor, which is well-
behaved. Indeed, in general at the quadrupole order
we see that the added carriers substantially alter the
unscreened part of the response through the C(q,n,T)
term of Eq. which originates mainly from the in-
traband contributions to the IPP coming from partially
filled bands. In the charge expression, this means that
—Im2Z, ,(q,n,T)/q strongly departs from the behaviour
shown in the undoped case. Nonetheless, if we look at
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the value of the piezoelectric tensor in the WDR as de-
fined by the second derivative of the Z quantities (Eq.
44), we notice that this is very similar to !, because
the sum over atoms of the term coming from C(q,n,T)
results to cancel out almost completely. It follows that
—Im23", Z, .(q,n,T)/q ~ 2Ae "' (q,n, T)e"". The inde-
pendence of the frozen ion piezoelectric tensor from dop-
ing in the WDR is interesting since the acoustic EPI is
directly proportional to ! in the long wavelength limit.
This justifies neglecting the complicated doping and tem-
perature dependence coming from the C(q,n,T) term in
the evaluation of the leading orders of the EPI.

In the SDR the situation is very different. The value
of the Born effective charges is completely suppressed
and so is the value of the dynamical quadruple ten-
sors, due to the strong modifications of the wings of
the dielectric response at high doping concentrations.
Notice that now the sum rule for the Born effective
charges > Z% = 0 is strongly broken. This is al-
lowed because the total dynamical matrix is expressed
as a function of Eq. as Ci 5(d) = Csyrap(q) —
dss' o Cssr ap(0), and the relevant translational invari-
ance condition limg0 Y-, Ctor ,5(q) = CLoF ,5(0) [68]
is trivially satisfied in the metallic regime of the dielectric
response even if ) 7% # 0.

To conclude, the qualitative difference between the
WDR and the SDR is that in the first regime the n,T
dependencies of the Born effective charges and of the
piezoelectric tensor can be considered, to a good ap-
proximation, to enter only in the head of the inverse
dielectric screening. This is highly important because
it implies a simple operative procedure to determine the
LRCs of the dynamical matrix and EPIs, disregarding
the effects of doping on unscreened effective charges (the
C term in Eq. . To quantify this observation, Fig.
shows the ab-initio screened charges of Fig. [] together
with the expressions ¢~ '(q,n,T)ZQF, ¢ 1(q,n, T)Q,
and 24 1(q,n,T)e"!, where e 1(q,n,T) is evaluated
via Wannier interpolation of Eq. We also perform
the same comparison in Fig. |§| for ReZ(q,n,T) for sev-
eral different densities, using a MP smearing of 40 meV
to evaluate the statistical occupations. MP smearing has
the drawback of losing the correspondence with a physi-
cal temperature, but it requires coarser samplings of the
BZ in order to get converged results, which is of extreme
importance in order to perform numerous calculations.
In general, we find a good agreement between ab-initio
calculation and the RPA modelling but, as expected, this
increasingly deteriorates while approaching the SDR.

E. Frequencies and EPI

Now that the behaviour of Z;,(q,n,T) and
Zs,o(q,n,T) is understood, we turn to the interpolation
of the dynamical matrix and EPI, using the procedure
exposed in Sec. [[ITD] In principle, Egs. []and 5] are rigor-
ously valid only in the thin and thick limits. Nonetheless,
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FIG. 4: Same quantities and same symbol-colour scheme as in Fig. |3] for the weak and strong doping regimes (left and right
columns). The horizontal lines are the values of the asymptotic quantities deduced for the undoped setup.

we can expect the validity of Eq. [5| to be extended like
that of Z, o(q,n,T) in Eq. For Eq. 4| the considera-
tions are a bit different since the LRC of the dynamical
matrix depends both on the unscreened and the screened
charge density changes. Here, the validity of Eq. [4]is ex-
tended using for Zs (q,n,T) the leading order asymp-
totic value obtained for the undoped setup, i.e. Z:%F.
This is coherent with the fact that at large q the LRC
perform a crossover to the value of the undoped setup.
At sufficiently small wavevectors instead, the correct nu-
merical value of Zs ,(q,n,T) is not thoroughly needed
since the whole LRC is suppressed via screening.

As discussed in the previous section, the evaluation of
Zs o(q,n,T) may be performed exploiting the RPA ap-
proximation of the head of the inverse dielectric screen-
ing. If this is not precise enough, as in the SDR,
Zso(q,n,T) may be evaluated ab-initio. In that case,
we shall perform calculations on the minimum number of
lines that are required by a symmetry analysis to describe
all the relevant independent components of Z; (q,n,T),

and then use symmetry relations to complete the descrip-
tion on the full BZ. Also, we can sample Z; ,(q,n,7") on
each needed line on a relatively coarse set of points and
then perform an inexpensive linear interpolation on finer
sets of points. All the various steps that compose our
strategy carefully avoid to resort to brute-force calcula-
tions of all the matrix elements of the dynamical matrix
and EPI on the full BZ. Of course, for special regimes
which fall very far from the thin or thick limits, our ma-
chinery is no more applicable.

The previous observations are quantified in Fig. [7]
interpolating on the line (¢,0) for the dynamical ma-
trix and EPI for the WDR and SDR (left and right
columns). In both cases the LRCs are evaluated using
directly the Z; o(q,n,T) coming from ab-initio calcula-
tions. The long-range features of the coupling and of the
phonon dispersion are strongly suppressed in the region
near kp, and an excellent agreement between ab-initio
calculations and interpolated quantities is obtained. Fi-
nally, as for effective charges, frequencies and EPI values
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FIG. 5: Same quantities and same symbol-colour scheme as
in Fig. [3] for the weak doping regime, compared to the
results obtained screening Z*%E Q, and &' with the
671(q7 n,T) evaluated via Wannier interpolation of Eq.
(dashed lines).

for different dopings are plotted in Fig. Ab-initio re-
sults are compared with those obtained computing the
LRCs with the RPA approximation to e (q,n,T). As
for the charges, we find that the general trends agree
in the WDR while they are increasingly different while
approaching the SDR.

F. Lifetimes

We can finally quantify the impact that the correct
descriptions of the EPI and phonon frequencies have on
physical observables; in particular, we compute the elec-
tronic inverse lifetimes evaluated in the Self Energy Re-
laxation Time Approximation (SERTA) [12] as

_ 27 dq 9
= = E - vmm (K
Tmk h m/y/ ABZ |gq ,m ( )| X

[(1 - fm’k+q + nuq)§(€mk — €m’k+q — ﬁqu)—l—
(fm’k+q + ”Vq)‘s(emk — €m'k+q T hqu)], (48)
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FIG. 6: Comparison of ReZs »(q) obtained with ab-initio
calculations and the RPA approximation as explained in the
text (upper and lower), for different values of hole
concentration per unit cell, reported in units of 10~ 3¢ units
in the legend.

where Apy is the area of the BZ, and n,q is the Bose-
Einstein occupation factor of the phonon of frequency
Wyq-

We compare the cases where the asymptotic expres-
sions of the LRCs are evaluated using the effective
charges of the undoped setup screened by the undoped
dielectric screening or with correct screening depen-
dence on n and T, within the RPA approximation to
e (q,n,T). We choose a setup tailored to highlight
the differences between the two approaches. We fix the
chemical potential at the top of valence band and set
T = 300 K, so that the numerical difference in the ap-
proaches is only due to screening. We do not take into
account the change in the effective charges values due ton
and T since this is highly material dependent and the cur-
rent aim is to compare the present treatment of screening
with state-of-the-art methods, more than a refined calcu-
lation of the electronic lifetimes. As shown in Fig. [9] dis-
carding the doping dependence of the screening, as cur-
rently done in most state-of-the-art first-principles cal-
culations within the rigid-band approximation, implies a
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FIG. 7: Values for the TO and LO phonon frequencies (upper row) and of the EPI (central and lower rows) for the undoped
(circles) and doped (squares) setups, in the WDR (left column) and in the SDR (right column). The central row shows the
Frolich coupling with the LO mode (LO), while the lower one is relative to the coupling between the TA mode and the
dynamical effective quadrupoles. The continuous and dashed lines represent the Wannier interpolation of, respectively, the
undoped and the doped setups. The TO modes and their EPI are not showed for the doped case as they are substantially left

invariant by doping.

very strong overestimation of the inverse scattering times
in the region near the top of the valence band. This is
mostly attributed to a wrong estimation of the piezoelec-
tric coupling between electrons and TA phonons. For
electronic states that are below 200 meV from the top
of the valence band, we also observe an overestimation
of the scattering times which are mostly determined by
the I' optical phonons, due to the overestimation of the
Frolich coupling. As mentioned before, in the case of dis-
proportionated graphene even stronger reductions of the
electronic inverse lifetimes may come from the change of
the effective charge tensors with doping and temperature,
which are routinely not taken in account in state-of-the-
art calculations. Notice that the value of the scattering
times does not change further relevantly with increasing
the number of carriers. This means that our lifetimes are

one typical of the high doping regime where dynamical
effects are negligible. Also, such dynamical effects may
not prevent the screening of piezoelectric coupling since
plasma and acoustic frequencies may be of the same order
of magnitude.

V. CONCLUSIONS

We analyse the dependence on doping and tempera-
ture of effective charges, EPI and phonon frequencies
in quasi-two-dimensional doped semiconductors, within
a linear-response dielectric-matrix formulation that al-
lows for controlled approximations of the effect of elec-
tronic screening. We further propose a fast and accu-
rate interpolation method based on Wannier functions
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FIG. 8: Same quantities as in Fig. lﬂ compared between ab-initio calculations (left column) and the RPA approach as

described in the text (right column).

that enables a quantitative analysis at a feasible com-
putational cost. We show that neglecting free-carrier
screening on the piezoelectric and Frohlich interactions,
as done in state-of-the-art computational approaches,
leads to a substantial overestimation of scattering rates
in specific doping-temperature regimes, which may have
a strong impact on the determination of transport prop-
erties. However, our general formulation is not limited
to those couplings, but applies to any EPI that are ac-
cessible within DFPT. The proposed approach for deal-
ing with electronic screening lays the foundation for fur-
ther extensions tackling other less conventional types of
EPI, such as the vector coupling or the electron two-
phonon scattering, that may play an important role in
polar metals and doped quantum paraelectrics [85H88].
As a concluding remark, we mention that the extension
to finite-frequencies dependence within a time-dependent
approach can also give access to nonadiabatic effects on
effective charges and, hence, on lattice dielectric proper-
ties [80, [89] which contributes to the shapes of the dy-

namical structure factor probed by EELS [53] and other
inelastic scattering experiments [90].
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Appendix A: Conventions, definitions and
derivations

1. Fourier transforms

We assume Born-von Karman cyclic boundary condi-
tions and consider a supercell made up of N primitive
cells, whose lattice vectors are Ty = Niti, Ty = Noto
with N1 Ny = N, where t1, to are the direct lattice vectors
(and g1, g2 the reciprocal ones). We define the Fourier
transform in the Born-von Karman supercell as

fla+ @)= / F(r)e @@ gy,

£6) = 577 32 fla+ @) e,
qG

where A is the area of the unit cell, the integration is
intended to run over the Born-von Karman supercell and
q = m1/N1g1+ma/Nags where mq, mo are integer num-
bers, while G are defined as reciprocal lattice vectors. In
the case of quantities which are cell-periodic, the above
expression is evaluated at q = 0, and the domain of in-
tegration is reduced to the primitive cell while taking
N = 1. Analogously, the Fourier transform of quantities

dependent on two real space indexes is written as

fla+G,q+G') = ﬁ/drdr’f(r,r')x

e~il(a+G)r—(at+G)r'] (A3)
1
f(r,r') = ~A Z fla+G,q+ G')x
q4GG/
eil(arG)r—(a+&)r'] (A4)

where we have used that q is the same in both reciprocal
space arguments as a consequence of f(r,r') = f(r +
R, + R) for any R belonging to the direct lattice—
when G = G’ = 0 we will often shorten f(q,q) = f(q).
Since we need to transform also along the out-of-plane
direction to obtain the expression for the Coulomb kernel
of Eq. [6] we define

fla+G,q.) = /f(r,Z)e_i(quG)'re_iqudrdz,

(A5)
1 , )
_ i(q+G)r iq.z
102) = iy [ 3 flat G el Simensag.,
qG
(A6)

With these definitions, the 3d transform of the Coulomb
kernel is

4e?

v(q+G,q+G ¢)=—
a+G.q ) la+ GJ? + ¢2

dear, (A7)



from which Eq. [f] follows using the residue theorem on
the antitransform to the z variable.

For the transform of the force constants matrix, we
define

chs aﬁ a P+TS?TSI)7

= N Eq: CSS/,Dzﬁ (q)e

where R, is the vector that identifies the cell p and 7, T/
are the basis vectors of the atoms s,s’ in the unit cell.
Accordingly, a phonon of polarization ey ,(q) induces a
displacement v of the atom s along the direction « in the
cell p that can be written as

ss aﬁ

Css/,aﬂ(R 7iq-(Rp+-rrTS/)7 (A8)

v

VY, () = € o (q)e’ (RrtTe),

(A9)
The above definition differentiates from the one of Refs.
[25] [71) OT], @2] for the explicit presence of 75 at the ex-
ponential, while it is the same of Refs. [67, [68—the
advantage of this definition is that the response to such
monochromatic perturbation behaves as a scalar under a
reference frame change. We also define

U al@) = € p(a) Y el Rt (A10)

2. Definition of charge density change

In general, for the monochromatic linear response
problem we may write the external perturbation on the
atoms as [67] vs.a(q) =2, Ao €' BoFTs) where A is the
dimensional amplitude of the atomic displacement. For a
generic charge density or potential f that depends on the
set of atomic positions {R, + 7, }, we define its variation
in the linear response regime with respect to the external
perturbation vs (q) as

of(r, {Rp + 75}) _
Oy Aa=0
Zéfsaq+G z,{Rp + 75} )e i(atG)r

(A11)

Yadfsald + Gz, {R, + 7s})e'ST is clearly a cell-
periodic function and, using a notation similar to the
one of Ref. [23], may be as well indicated with f9(r);
throughout the text we shorten the notation by defin-
ing 6fsala+ G,z) = éfsala+ G,z {Ry + 75}).

an example, the ionic charge density change induced by
Vs, (q) is written, given the unperturbed expression for
the ionic charge den51ty P (r) = > ps Zsed(r—Ry—75),
as

1on (

L — Z5p10n q-+ G Z) i(q+G)r

(A12)
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Since 0p°h is itself the perturbing external charge density
of the electrostatlc problem, we rename it 6pe"t for clar-
ity. For a 2d material where all the atoms are disposed
on one single layer and are subjected only to in-plane
perturbations of the atoms, which is the matter of study
of this work, we obtain

* [(go + Ga)e "G 8(2),
(A13)

ext Z
0psald+ G, 2) = —i—
which, when layer-averaged as defined in Eq. gives
Eq. [I9 The same definitions may be extended to the
variation of potentials. Notice that in case of the use of
pseudopotentials, following a collective atomic displace-
ment the local part of the pseudopotential produces an
external charge in a form similar Eq. but which in-
cludes a form factor coming from the shape of the pseu-
dopotential. The form factor is though relevantly differ-
ent from zero for g > R , where R, is the core radius of
the pseudopotential; similarly, the non- local part of the
pseudopotential is irrelevant in the ¢ <« Rv limit.

3. Response functions

We define the following linear response functions in
real space:

Ap(r) = / 'y (o, r)AVE), (Al4)
ApHH(p) — / dr'Ti(r, ¥ ) AV (), (A15)
P / dr’y YAVt (), (A16)
N / dr'e (5, ) AV ), (A7)

where AV is an external perturbing potential, AVnd
is the change of potential in the crystal induced by the
external perturbation, AVtotH .= AYyind.H L Ayrext and
AVtet .= AVind L AVext where the difference between
AVIPGH and AVind is respectively the neglect or the in-
clusion of the exchange correlation terms in the response
(we use the same superscript meaning for the charge den-
sity p) [93]. Notice that x° is the IPP of the Khon-Sham
system and is expressed in Eq. [8| with wavefunctions that
have been computed with the inclusion of the zc¢ poten-
tial [63], while IT would not include the zc contributions
in the self consistent field calculation; in our work we use
the RPA approximation in which the total response yx is
approximated as

—1,RPA 0,—-1

—v—Kze > X =x""" —v; (Al18)

from this approximation and e LEPA = T 4 oy BPA it
follows that e~ 1RPAY=LEPANO — T which means that
efPA — 7 —ox0, ie. Eq. see App. |§| for consid-
erations beyond RPA. The definitions from Eq. to



Eq. are given for a general real space perturbation,
and therefore in reciprocal space they can be used with
the substitution A — ¢ where § assumes the meaning
given in App. In this case, to connect the external
perturbation to the external charge change, we use the
electrostatic relation

67|Q+GH27'Z I

SVE (q+ G,z :27r/dz’7
ala ) la + G|

(A19)

Also, to our aims it is useful to define the averaging of a
generic function f(*, z, z’) over the layer width ¢ (defined

in Sec. as

~*>=/idzdf'f(

which we use to get rid of the z, 2z’ dependence of, e.g.,
the response functions. With the above definition, the
layer-averaged response functions satisfy

*,2,2'), (A20)

/dz“Zf q+G,q+G")x (A21)

G

fHa+G".q+G)=dga.

Notice that, from a more formal perspective, the layer-
averaging procedure may be interpreted as keeping the
leading order of the hyperbolic cosine in the appropriate
expressions of Ref. [40].

4. Definition of Aq,

Aqy is defined as in Ref. [5], but with phase convention
coherent with Eq. [AI0] i.e. as

AgV = 9" Ay, v, (A22)
Mo\ 2
Agv =lgy Y. (MO> €/ (@Dsaqvs  (A23)
Dser qU = Ze—zq (r—Rp—7s) 687.V R (A24)

where A, v is a cell-periodic function and again we have
restricted the derivation to be performed wit respect to
in-plane displacements of the atoms. We also define

L}l/%

lgp = A2
@ = i (A25)

Notice that

opSala+ G, 2.
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5. Independent particle polarizability and
dielectric matrix

Starting from the approximation of Eq. Eq.
becomes Eq.

fmk fm’kJrq
+G,q+ G, 2, Z - =
X' 4 At2 Z Emk —Gm/k+q
t t
(Um/k+q+G |Umk) (Umk|Um/kt+q+G') 9(5 - \Z|)‘9(§ =)

1t t
= ﬁg(g - |Z|)9(§ —1ZNx°(a+ G,q+ G).
The brakets stand for integration on the in-plane real
space variables and the expression x%(q + G,q + G’),
as already anticipated in Sec. [ is the IPP of a two

dimensional Khon-Sham system [64, 65]. To obtain an

expression for the dielectric tensor, we plug Eq.
inside Eq. [I0] obtaining
ea+G,q+G,2,7)=0(z—2)ocga+ (A27)
2m P(q +G Z) 0 ’ t /
_ G, GHo(= — ,
T 41 G| X (a+G,a+GHI(; — )
where we have defined
2
Plq+G,z) = X A28
@+G2) = e (A29)
e"q‘*‘G‘zsinh(\q—i—G\%) z > %
x {1 —elatCls cosh(|q + Glz) 2] <
elatGl=sinh(|q + G| %) z<—L
We concentrate on the domain z, 2" € [—5, 5] because it
is the one where we are interested to evaluate e~ '(q +

G,q+G’,2,2'). In this region Egs. and [A28| can be
further simplified using the definition of layer-averaged
dielectric function of Eq. Plugging Eqs. [A27] and
in Eq. we finally obtain Eq. [14] of the main text.

The appropriate long wavelength expansions of Eq.
are obtained analyzing the asymptotic behaviours of xV.
For insulators and undoped semiconductors at zero tem-
perature we can write for the leading orders

QQaQB m’k €mk)
li X
qu}%X m%;k — Em'k
<umk|akaum’k>* <umk|ak5um’k> = qBq, (A29)
. 2¢q 0(€mk) — 0(€mx)
lim x°(q,q+ G') = =2 X
dim, X (@.q+G')=— p——

mm’k
umk|umtrar) = q- A(G'), (A30)
) _ % Z 9(em/k) — 9(€mk) %

€mk — €m’k

<um,k|ak(y um’k>c.C

lim x°(q + G,q+ G’
q—0

mm'’k

“umk|tumrta) = C(G,G),

where it is intended that Eq. is valid for G’ # 0
and Eq. for G # 0 and G’ # 0. To obtain the

<umk|um’k+G>c. (A31)



above expressions we have used that (umx|tumk) = 0
if m is a valence state and m’ a conduction state (or
viceversa) and that there are no intraband transitions
that can vanish the energy denominator, so that the q
dependence of the limits is coming only from the long-
wavelength expansion of the periodic part of the Bloch
functions. For the dielectric matrix we find

1-v(¢)q-B-q G,G' =0
—v(g)q-A““(G) G =0
—-v(G)q-A(G) G'=0 ’
6GG’ - U(G)C(G, G/)

e(q+G,q+G') ==

(A32)

where v is defined in Eq. For metals or doped semi-
conductors the asymptotic limits for the IPP instead read

6fmk 6fmk+q
clllgb X T A Z €mk — €mkiq +a5q,
(A33)
6fmk+q

5 fm
*AZ k

lim x°(q,q+ G')
q—0 €mk — €mk+q

(Umk|Umk+ar) + 9 - A(G),
(A34)

6fmk 6fm’k+
lim X+ G,q+ @) = Ofmie = OJmikta
X’(a+G,q I Z P —

mm'’k
(k[ umk+c) " (Umk|umxtar) + C(G, G),
(A35)
where we have wused the approximation that

(Umk|Um'k+q) = Omms and therefore the sum over
m is restricted to the states whose occupation is
significantly different from 1 or 0. In this case the
response functions depend on the carrier concentration
n and temperature T through the occupation factors,
ie. e(q+G,q+G') = e(q+ G,q+ G',n,T). Using
a purely qualitative argument, the expression of the
dielectric matrix as a function of n can be obtained
in the degenerate limit performing the substitution
q-B-q — k2.(n)+q-B-qin Eq. [A32 where
k%(n) is the Thomas-Fermi screening wavevector of
the material, or using q- B-q — k%(n,T) +q- B-q in
the non-degenerate limit, where kp(n,T) is the Debye
screening wavevector [94]; we are here supposing that the
wings of the dielectric response matrix are not affected
by doping—as shown in Sec. [[V] this is not rigorously
true, but as a matter of fact wings are less sensitive to
doping than the head. The above substitution cures
the non-analiticity of the LRCs of the dynamical matrix
and of the EPI typical of the insulator case (see Secs.
[[ID 1] and [IID 2)), smoothing their singular behaviours
in a small region around I'. Quantitatively, the above
description of the doping effect on the screening is too
rough since this is strongly dependent on the microscopic
details of the material and temperature, and therefore
more refined strategies, as the one proposed in Eq.
have to be implemented.
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6. Inversion of w™!

We define the inverse screened Coulomb potential w™?
as the inverse of Eq.

e(a+G,q+G')
v(q+ Q)

w ' (q+G,q+G') = (A36)

The w~! matrix is Hermitian because of the Hermiticity
of x° and Eq. For a generic Hermitian matrix w™!,

following [67, [68], we write:

_ P

w 1<QT g)a
W X

“’:<XT Z)’

where P = w~!(q) is the head of the matrix, Q =
w™(q,q+G’) is the wing and S = ST = w™ ' (q+ G, q+
G’) is the body, and the same goes for W, X, Z. We have

(A37)

(A38)

W=(P-Qs'Qh™! (A39)
X =-WwQs™, (A40)
Z=85"'4+Xxw-x. (A41)
w may then be rewritten as:
W X
w= (XT Sl XTw—1X> : (A42)
We also define
N w X
w= (XT XTW—1X> : (A43)

which can be rewritten as

W(q,q+ G)i(q+ G,q)
w(q B
N (q,q+ G)

w(q) '

w(q+G,q+G') =

~—

w(q,q+ G

(A44)

For the case of undoped semiconductors, the w tensor
contains all the non-analytical terms that give rise to the
LRCs of the EPI and of the dynamical matrix; notice
that the head and the wings of the w and the w tensors
coincide.

a. Asymptotic expansion of the w tensor

To evaluate Eq. 22] we need to know the asymptotic
expressions of the w tensor, given the inversion formulae
of App. [A6] For insulators and undoped semiconductors



these are
w(q) G,G'=0
CACS (G')} G=0
w(q+ ,q+ ) w(q) [q A/ G)] G =0
L(G,G) +S7HG,G)
(A45)
—2%___ thin
— J ldl+a-B"-q
w(a) {4:1,, thick
q-B”-q

where c.c. stands for complex conjugate and the expres-
sions for A’, L, H, which are different for the thin and
thick limits, can be easily worked out. For metals or
doped semiconductors, the above expressions have to be
generalized to include the terms coming from the expan-
sions Eqgs. [A33] [A34] and [A35] The generalization can be
easily worked out and is not reported here. We though
notice that if we are just interested in the ratio between
the wing and the head of the w entering Eq. and Eq.
then we can can recast it as

w(q,q+G',n,T)
w(q,q,n,T)

1 G'=0
A46
{q.A/C‘C‘(G')—i—C(q,mT) G #£0 (A46)

where the term C(q, n, T') stems formally from the change
of X due to (marginally) the modification of the inter-
band terms and to (substantially) the appearence of an
intraband contribution to " in presence of doping at
finite temperature (see Egs. and for the lim-
iting values); practically, we associate the presence of
C(q,n,T) exclusively to the existence of intraband con-
tributions. Such term can be detected in the density
response in the region where the dielectric response ac-
quires strong metallic features (see Sec. .

7. Proof of Eq.

To prove the expansion of Eq. we consider the elec-
trostatic problem imposing that the G = 0 component of
the change of the total potential, §V{%'(q), is null for any
possible charge density perturbation—notice that we are
considering the electrostatic problem where each term of
the Maxwell’s equation has been layer-averaged indepen-
dently (see also App. . This request can be satisfied
only if in Eq. we have W = 1 and X = 7 where
7 is an infinitesimally small number. We notice that
lim, ,ow = 0, so that we are left only with the short
range components of the w matrix. The total potential
may now be written, for G # 0 as

=> s

G'#0

§Vi%(q+ G) (a+G,q+ G )top(q+ G');

(A47)
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the bar over a quantity is here used to indicate that it is
computed imposing §V % (q) = 0—the bar notation for
Z&a introduced in Sec. [[I]is not casual, as we will see in
a moment. By the definition of X° we obtain

=Y x%a,a+G)S (a+G,q+G')x
G0
G'#0

topsia(a

t5pext (q + G/)
(A48)

To obtain the total charge density change in this partic-
ular setup, 6p%°,(q), we sum dp$*s (q ) to p(q). Using

the asymptotic expressions for w, x° and S~! (for the
first see App. [AGa] for the second see App. while
for the third we just get S™1(G,G’)) both in the thin
and thick limits one finds that 1655, (q) is exactly equiv-
alent to the asymptotic expansion of the left hand side

of Eq. ie.

5pLh () = —i 7 Zua(@).
This means that —i<! Z, (q) corresponds to the Fourier
transform of the total charge density change generated
by t6p$%(q) once that we have imposed the absence of
macroscopic electric fields, i.e. téﬁg"g(q)—exactly as in
the three dimensional case studied in Ref. [36]; the rea-
son for the use of the bar notation for the unscreened
effective charges is now evident. Eq. also shows us
a fundamental property: t5pt°t( ) is manifestly analytic
and as such may be expanded in a Taylor series, therefore
justifying Eq.

From Eqs. [A4922] 2| [3] and the RPA electrostatic
relation between charges and potentials we deduce Eqs.
from which the definition of Z; ,(q) starting from
Zs.o(q) (Eq. |3) is now naturally clear, and is coherent
with Eq. 2l Notice that the relation between screened
and unscreened charges, explicitly deduced here for the
first order of the expansion, is valid at all orders, as shown
by the alternative derivation given in App.

The above argument is fundamental to prove that Eq.
contains the in-plane dynamical effective charges. For
example, the Born effective charge is defined as in Eq.
which in our notation (see App. is equivalent to
write

(A49)

. _Aon,
s, e 8)\5

; (A50)
A=0,q=0,E=0
notice that the star notation here does not mean com-
plex conjugate, but has always been historically used
to identify the Born effective charges, that are properly
real quantities. We now define the cell-periodic layer-
averaged charge density change on a single atom (SA)
exploiting the superposition of the charge density change
in the linear regime for the response

/ dqépQ7t0t (I-)e_iCI'(Rp_Ts_r) ,
(A51)

_ A
6p§,AB(r_RP_TS> = (2,”)



with the inverse transform given by

0pLs"(x) =D opdh(r — Ry — 1)’ ot (A52)
p

Then, we write
0P, 1
= 37 d a R a — Ts,a) X
A=0,g=0,E=0 NA ;/ r(r P = Ts.a)

2y
5psp(r =Ry — 1) =in—0p%(a)|
(A53)

where the integration is intended to run over the whole
crystal. The last equality of Eq. proves the identifi-
cation between effective charges and the expansion of the
unscreened charge density change; the same can be done
also for higher orders. We need to stress here that these
identifications are exact only in the thin and thick limits,
i.e. in the regimes in which the LRCs can be matched
to phenomenological expressions that involve only effec-
tive charges and the head of the inverse screening matrix.
In these cases, these identifications are crucial in order
to have an operative simple method to extract from ab-
initio calculations the value of the dynamical effective
charges without passing from the explicit calculation of
all the structure of the w tensor, which may depend on
the adopted model.

8. Derivation of Eq.

For a single layer we can write for the dynamical matrix
in reciprocal space

27T2525/62 ; . b
Cuapla) = T2 So omsne [ s

A .
GG/
+Ga) (g5 + G) e (a+ G q + G0, z)ﬂ
la + G|
(A54)

To obtain asymptotic formulae, we now wish to get rid
of the z dependence of the above equation. To do so,
we replace ¢ 1(q + G,q + G’,0,2) with its layer aver-
age contextually restricting z € [—£, £]. In fact, we can
approximate ¢! assuming that the induced density is
uniform inside the slab of width ¢, and vanishes outside,
obtaining an expression similar to Eq. [A27}—see App.

for a discussion on this approximation. We also define

47 _ t
Qa+G) = —Gm (1 . ‘q+G|2) . (AB5)
which let us rewrite Eq. as
2525/62
Css’,aB(Q) = T Z (qa + Ga) (L]ﬁ + GZB) X
GG
Qa+G) igr—ic.
G el iGTs—iG Ty
w(q+ G,q+ )U(q+G/)e

(A56)
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In the thin and thick limits we have %((l;l%g,/)‘) — 1; since
we are interested in these limits we can set the ratio of the
two functions to 1, obtaining eventually Eq. when iso-
lating the non analytical terms coming from the w tensor.
For intermediate regimes the behaviour of the dynami-
cal matrix (and EPI) will be, in general, strongly model
dependent and therefore the division into short and long
range components is not well-defined. The evaluation of
Eq. passes through the knowledge of the w matrix;
the inversion of the w™! matrix can be performed sym-
bolically, in line with Refs. [67, [68], as already shown in

App. [A6]

Appendix B: Layer thickness and layer-averaging

The physical working hypotesis assumed in Sec. [[] is
that, in appropriate limits, we can approximate a quasi
two-dimensional system as a electronically compact ho-
mogeneous layer of width ¢ along the Z direction, follow-
ing Eq. [[1] More specifically, we assume that whenever
a z-dependent quantity enters an exact relation, we can
substitute its value with its layer-average given by Eq.
The validity of this approximation is debatable,
and indeed we show in Figs. [I0] and [T1] that the unper-
turbed electronic density along the Z direction is not a
window function, but it decays exponentially on a cer-
tain characteristic length, in contradiction with what as-
sumed in Eq. [IT] Nonetheless, we now argue that even in
the exact treatment of the z, 2z’ dependence of our prob-
lem, we would obtain the same closed forms of the long-
range components involving in-plane effective charges as
if starting from Eq. [TI] with the only assumption that
there exists a scale £ which can be used to define the thin
and thick limits.

We start from the expression of the dielectric tensor

e+ G,q+G',2,2/,n,T)=6(2 — 2 )oqa+ (B1)

//67|q+GHZ7zuI 0 /i
727T/d2 WX (q‘i’G’,q‘i’G,Z 7Z7n,T).

In the thin limit, we can define a scale £ corresponding
to the typical size of the extension of the induced charge
along the out-of-plane direction; with this definition, we
can approximate e~ 1atCll==="l 1 for la+ G|t < 1, to
obtain

E(q + Ga q + le 27Z/7n’T) ~ 5(2 - Z/)(SG G’+

2T
— G+ Gl /dz”xo(q +G,q+G, 2", 2 nT).

(B2)

A similar relation holds between e ! and x~!. Now, since
to get to the formulae of the LRC of the dynamical ma-
trix all the relevant approximations involve products of
e~ with exponentials in the z, 2’ coordinates, that can be
approximated to unity, the final form of the LRC depends
only on the layer-averaged value of the inverse dielectric
matrix that can be defined from Eq. using Eq.



over the length . The asymptotic formal expressions of
the LRC of the dynamical matrix are therefore equal to
the one of our model, since the layer-averaging does not
introduce in general changes to the asymptotic limits of
the inverse dielectric matrix; of course, this is true only
if stick to the in-plane components of the expansions,
otherwise further terms coming from the out-of-plane di-
rection may be present as shown in Ref. [40]. For the
LRC of the EPI modifications of the asymptotic formu-
lae may come from the out-of-plane integration of the
product of the inverse dielectric matrix with the periodic
parts of the Bloch functions at k and k4 q. Nonetheless,
in the general case we expect such integration to tend to
a constant non zero value in the limit ¢ — 0 and there-
fore to recover the form of the LRCs of our model even
in this case. Even if the form of the asymptotic models
are the same, one would need to obtain the correct pref-
actors coming from the different kinds of approximation:
we overcome this obstacle in our work by taking the val-
ues of the effective charges and of the dielectric constants
directly from ab-initio calculations.

Analogously, for |q + G|t > 1 we can use that the
integral of Eq. is relevantly different from zero only
when in the IIP we have 2" = z:

€(q+G,q+G',2,2) ~ (2 - 2 )aa+ (B3)
P(q+ G’Z) 0 / /
—2r————————x"(q+ G, q+ G, z,2") ~
FETCIIR ( )
6(’2 - Z/)(SG G — 4W#X0(q+ G7q+ GI?'ZaZ,)'

la+ G2
(B4)

In the derivation of the LRCs for every occurrence of
the inverse dielectric function under the integration sign
together with e~ latGll==="| we can use the same approxi-
mation of Eq. Again, the asymptotic in-plane limits
are not modified and the LRCs have the same formal
expression as for our model.

From the above considerations it follows that the typi-
cal scale ¢ shall be regarded as the scale where the charge
response of the system is substantially different from
Zero.

Appendix C: Layer-averaged Maxwell’s equations

The Maxwell’s equations are classical equations which
relate macroscopic physical densities and currents to elec-
tromagnetic fields. In this appendix, we discuss the form
of the first Maxwell’s equation in the thin limit within
the RPA approximation. We start from the RPA elec-
trostatic relation between charge and potential

—|q+G||z—2"
e~latGllz—='|

SV (q+ G,z :277/(12
( ) la+ G|

(C1)

We now substitute each term of the above equation with
its layer-average, as defined in App. and discussed in

5p*(a+ G, 2").
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App. Bl we have
SV (q+ G) = v(g+ G)tdp*'(q + G); (C2)

if we now specify 0p** = §p™4+05p°** and use the relation
of Eq. between 6p™d and §V°, we obtain

6vt0t(q+G/)
Gqran) 947 =)
%;e(q+ At @)=
top™*(a+G),  (C3)

which using Eq. [A36] becomes

> w g+ G,q+ GV (q+ G) = t5p™"(q+ G).
" ()

For the thin limit in particular we can write

top™(a+ G)

e(q+ G,q+ GV (q+G') =2r
> vl @) = AL

G/

(C5)

where t6p®™*(q+G) is dimensionally a 2d density and the
left hand side is not explicitly dependent on ¢. The above
relation, which follows from Egs. and relates
the total potential change to the external charge per-
turbation, and includes all the in-plane non-local-fields
component of the response.

The form of the classical Maxwell’s equation instead
follows from the relation between the total potential
change and the macroscopically unscreened total charge
change through the macroscopic inverse dielectric tensor,
as shown in Sec. and in particular in Eq. Such
equation may be rewritten for clarity as a function of the
density as

Ve (@) = w(q)tdpi s (a)-

Notice that if we compare the above expression with
Eq. evaluated at G = 0 we obtain the relation of
Eq. 2] between macroscopically screened and unscreened
charges. Physically, this means that 6p%°%(q) acts elec-
trostatically as an external macroscopic perturbing poten-
tial that has been renormalized by the local fields on the

system under consideration.

(C6)

Appendix D: xc and response functions

The many body theoretical treatment of the response
functions has been performed up to now directly in the
RPA approximation, therefore neglecting any effect stem-
ming from the presence of an exchange-correlation ker-
nel K. in the response. We will now try to extend the
treatment beyond such an approximation. For the sake
of clarity, we will restrict to the thick limit only and will
take t = 1.
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FIG. 10: Heat-maps of the in-plane electronic density of disproportionated graphene, expressed in atomic units, for several
values of the z coordinate. The graphene layer is situated at z = 0. The heat-maps are taken at (upper left) z = 0 Bohr,
(upper right) z = 0.4648 Bohr, (lower left) z = 0.9297 Bohr and (lower right) z = 1.3946 Bohr.
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FIG. 11: Slice of electronic density for a line along the z
direction whose projection on the graphene layer is situated
at the point r = (2.3244,0) Bohr.

In absence of K., the screening function and its in-
verse are written as

E—I,RPA =7+ 'UXRPA, (D].)
eftPA =7 — oy, (D2)

We define the screened Coulomb interaction as
w = e LEPAy, (D3)

if we now take Eq. [A47] and [A48] using Eq. [A40] we

obtain

—in ex w(q,q + G’ ex
spizi(a) + o) = 32 AT G g 4 @),
< w(a)
(D4)
Now, one uses Eq. (where it is only used that V¢ =
vp®t) and eventually it follows
Vo (a) = w(a)opa(a), (D5)
Spe(a) = € H(a)dpsn(a), (D6)
Zs,a(q) = eil(q)Zs,a(q)- (D7)

A first crucial observation is that, numerically, in the
undoped case the value of the unscreened Born effective
charges is the same when computed in the RPA or in
the RPA+zc with an LDA kernel, while this is not true
for the value of e~!(q) [95]; with Eq. in mind, we
use this finding to state that at small q the values of all
S~! elements are fairly independent of zc effects in the
undoped case [96].

In presence of K., the screening function and its in-
verse (which cannot be called ‘dielectric’ anymore) are
written as

5_1 =T+ ('U + KIC)X?
e=7Z—(v+ ch)xo;

(D8)
(DY)
properly speaking K. should present a long-wavelength

behaviour proportional to 1/¢?, in the most common ap-
proximations K. is independent of q (in LDA) [97] or



dependent on positive powers of q (in GGA) [98]. We
still define the screened Coulomb interaction as

w=e o, (D10)

even though the matrix is now not Hermitian and the

rules for inversion change. For a generic non Hermitian
-1

matrix w™!, we write [68]:
_ P
wl = (R g) (D11)
w X
w = <Y Z) , (D12)
where the inversion rules are now
W=(P-QS'R)! (D13)
X =-wQs 1, (D14)
Y = -S™'RW, (D15)
Z=S"1t+Yw X, (D1

where we notice that Eq. is equal to Eq. [A40] The
wing of w™?! is now (assuming local K. with no local field
dependence for the sake of simplicity of the argument)

_v(a) + Kuc(q)
v(q)

As already discussed before, in the undoped case the pres-
ence of K. in the response affects mainly the terms of
w which depend on W. Also, zc terms are not expected
to cure the non analytical behaviours typical of the RPA
case, so that we are still induced to split the w matrix in
a short range component involving only the body S,
which is mainly RPA-like, and a remainder which is non
analytical. To isolate the short-range component, we are
therefore induced to adopt the same prescription of the
RPA case to nullify the total macroscopic potential, com-
prised now also of the xzc component; this explain the
procedure described in Sec. [ILC] Also, within our inter-
polating procedure explained in Sec. [[ITD] this splitting
means that in the doped case we are approximating S~*
as the one of the undoped case; the goodness of the ap-
proximation is therefore connected to the magnitude of
zc contributions to the local fields in presence of doping.
With the above prescription, Eq. [A4§ can now be written
as

X’(a,q+ G).

Q(a,a+G) = (D17)

—ind B v(q)
6psoc( )_ GZ#O v(q)Jer(q)Q(q’q—’_G)x
G'#0
S a+G,q+G)6p(q+ G'). (D18)
We use Eq. [A40] obtaining
5—1nd( ) — Z w(q7q+ G/) 5 cxt( + G/)
ProtU = 2 e Hq)o(@) + Koe(a)
20
(D19)
7% (a) = 67 @) + 3952 a)
(D20)
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As evident, in principle we lose the correspondence be-
tween the above equation and Eq. and therefore
barred quantities are no more related to the unbarred
ones simply via the screening function. In practice, for
the undoped case or small dopings and for the ordinary
approximations to K., we find that the correspondence
is respected to a satisfactory precision. Notice that our
considerations imply the well-known consequence that in
the undoped case the Born-Huang formulae works even
when their ingredients are computed in a RPA+zc ap-
proach; in fact, ! in the above equations now contains
the effects due to the the presence of K. in the response,
while as already mentioned the effective charge functions
are fairly insensitive to zc effects. Notice also that, for-
mally, with the current prescription the definition of, e.g.,
the Born effective charge tensors of Eq. has to be in-
tended as evaluated at total macroscopic field equal to
zero, and not only the electrostatic one.

In a more general treatment, we find it interesting to
rewrite the responses as

=T+vy e=T—vx,

W+ Kpelx X°=v""o+ KX’

(D21)

x=v"1 (D22)
In this case, we can interpret ¥ as the polarizability
response that enters in the Maxwell’s equations. We now
define a new induced density, namely

(@) = > X(6,9+G)SH(q+ G,q+ G)x
G#0
G'#0

Sk (a+ G
(D23)

summing the above expression to the external density,
we obtain

5pmd( )+5pext( ):Z (q;uct(—l’_)G)(s ext( +G)
N (D24)

and therefore we can identify it with Eq. we therefore
have
Vi (a) =

(@) Zs.a(q). (D25)

w(@)dph(a) = —ilw
Interestingly, the expression of g" is the same as Eq. I
with the replacement Z — Z, while in the expression for
cr we can approximate Z at its undoped value and send
Z = 7.

We end this section noting that the definition of effec-
tive charges given in presence of zc in the context of this
work, i.e. in the context of interpolation of short and
long range components of the dynamical matrix and of
the EPI, is not physical for the case of doped semicon-
ductors or metals. The physical value would be in fact
obtained defining the effective charges from the total den-
sity change obtained at null macroscopic electrostatic po-
tential, leaving the xzc component of the total potential



unaltered; such density would be automatically analyti-
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cal and would respect translational invariance. We leave
the investigation of such effective charges to future works.
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