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This paper shows that traditional traductology examples can be used to carry out a
longitudinal analysis of Google Translate and DeepL outputs over a five-month time span,
enriching the probe technique (Isabelle et al., 2017; Isabelle & Kuhn, 2018).

One of the ways of evaluating MT systems’ outputs is the integration of Isabelle’s
Challenge Sets, which aim at probing the systems’ function when translating difficult linguistic
features. To give an example, proper use of subjunctive mood is considered to be troublesome
and systematically tested on several toolkits. Translating the English source text, He will come
provided that you come too, the Google translation has the indicative mood venez instead of
veniez (Isabelle et al., 2017: 15). Four major categories are constructed based on the
divergences between the two languages at morpho-syntactic, lexico-syntactic, syntactic, and
lexical levels.

We have supplemented Isabelle’s initial challenge sets with selected examples taken
from the traductology tradition (Chuquet & Paillard, 1989; Soulié, 1991; Vinay & Darbelnet,
1995; Celle, 1997; Guillemin-Flescher, 1998; Salkoff, 1999; Loock, 2016) which analyses
notoriously difficult areas of translation from English into French? (and vice versa®). This can
be beneficial to the professionals-to-be in industry, since it enriches them with “MT literacy”
(Bowker & Buitrago Ciro, 2019; Loock & Léchauguette, 2021).

We will discuss seven series of observations:

1. NMT translations seem to align with textbook examples of transpositions, such as Ils
I'emballaient avec prudence. Vinay & Darbelnet [1995] initially translated with a prepositional
phrase by Google and then rendered with the expected category shift carefully.

2. Using frequency in reference corpora as a proxy for the analysis of “training data”
(Sennrich et al., 2016), we realized that some observed changes were consistent with
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idiomaticity, judging by frequency. It seems to suggest that the toolkit ends up with the
linguistic phrase or segment that has the highest frequency in the applied training data.

3. A certain form of “‘convergence” between the two translation toolkits can be observed
over time in 40 examples out of 292. For example, Depuis cing ans, Paul a lu trois livres.
Salkoff [1999] initially translated by Google as In the past five years, Paul has read three books
was later translated Over the past five years, Paul ...., which was DeepL initial translation. In
all “convergence” cases, the second version of Google and both versions of DeepL converged.

4. In initial outputs, gender bias was prevalent (Stanovsky et al., 2019). For Max le lui
a donné. Salkoff [1999], lui was initially translated as him and then rendered with the feminine
indirect object her in the second version. This may reflect changes in training data or fine-
tuning as Google released a specific dataset for gender in August 2021 (Garnerin et al., 2021;
Stella, 2021).

5. The choice of register is consistent in the outputs. Translating the ST, It makes a lot
of noise and we cannot tolerate it. Vinay & Darbelnet & Salkoff [1999], Google suggested
informal register in its first output Ca fait beaucoup de bruit et on ne peut pas le tolérer, and
seemed to use a more formal register in its second translation Cela fait beaucoup de bruit et
nous ne pouvons pas le tolérer.

6. There is a drawback in challenge sets as they are based on a single sentence. This
may bring about incorrect and sometimes reverse outputs. For example, in the French ST Elle
s'engage a tatons dans I'escalier. Guillemin-Flescher [1981], the French verb contains dual
meaning, which leaves the illative case ambiguous. That is why the toolkits chose different
illative cases (up or down) in their translations.

7. The machine output is better than the reference translation in certain cases. To give
an example, we compare the English ST people on drugs suffer. Salkoff [1999] with its
translation Les gens prenant de la drogue souffrent. The subject in the reference translation
actually sounds like English (take drugs). The first version of Google is les personnes
droguées, which is quite akin to a transposition strategy. The second output is even better since
the system produced Les toxicomanes, which seems to apply the linguistic strategy of
“nominalization”.

The remainder of our paper will discuss more observations that will be seen in the July
version of the toolkits. As a case study, we will also try to show that the challenge sets can be
used to teach how to analyse a translation model. We will illustrate this with an experimental
model we designed with Systran Advanced Model Studio.
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