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Abstract

The dynamic retention of deuterium in a full-tungsten JET-like tokamak is investigated thanks to the
Dynamics of Wall Elements (DWE) code. DWE is a wall model coupled to the SolEdge-EIRENE edge-
plasma transport code. It is composed of two internal codes: (i) WE-temp, which determines the wall
temperature, and (%) MHIMS, which determines the transport, trapping and desorption of hydrogen
isotopes in the wall material. In this work, four consecutive discharges are modeled and analysed with
DWE. These discharges are identical and present a transition from a H-mode phase to a L-mode phase,
which induces strongly different plasma-wall interactions. The main results are as follows. (i) A release
of deuterium is observed at the vicinity of both strike-points at the end of the H-mode phase. This
dynamics is explained by an increase of the wall temperature at both strike-points due to the strong
plasma heat flux received there, leading to detrapping from trap with low detrapping energy. On the
contrary, during the subsequent L-mode phase, the wall temperature at the strike-points decreases,
leading to retention by filling the trap emptied during the H-mode. (ii) A release of deuterium from
the first-wall is unexpectedly observed at the transition between the H-mode and the L-mode. This
release is a consequence of a decrease in implantation energy between the two phases, as it entails a
shallower implantation of deuterium. Despite the different material considered in the simulation, the
latter result offers a possible explanation of the strong transient release of deuterium experimentally
observed in the JET-ILW at the NBI cut-off during high density H-mode discharges.

1 Introduction.

The study of Hydrogen Isotopes (HI) retention in the wall of nuclear fusion reactors has attracted
lots of attention over the past few decades, mainly due to the safety issue related to the long-term
retention of radioactive tritium [1]. The tritium worldwide stock is also limited and its loss in the wall
will have to be limited during the operation of the ITER fusion device. Another aspect of retention
is the so-called short-term/dynamic retention, i.e. the fuel uptake in the wall during discharge and its
release in the vacuum vessel, mostly between discharges, but also during the discharge itself. Although

*See the author list of ”Overview of JET results for optimising ITER operation” by J. Mailloux et al 2022 Nucl.
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it is harmless in terms of safety, as the released HI are retrieved by the reactor pumping system, the
dynamic retention can directly impact the discharge control. It can have a positive effect during the
discharge start-up phase as the wall acts as a pump, allowing a better control of the plasma density
[2]. On the other hand, it can represent a real risk for the discharge control, as the quantity of HI
stored in the wall is much higher than the one in the plasma. As an example, in the JET ITER-Like
Wall (JET-ILW) tokamak, composed of a tungsten (W) divertor and a beryllium (Be) first-wall, the
quantity of HI dynamically retained in the wall is 4 to 24 times higher than the quantity of HI ions in
the plasma depending on the plasma scenarios [2]. A release of this retained particles into the plasma
can induce an uncontrolled increase of the plasma density if it is not removed by the pumping system,
which can ultimately lead to the abrupt termination of the discharge. This loss of density control
has already been observed during long plasma operation in present tokamaks with inertially-cooled
Plasma Facing Components (PFCs). In the Tore-Supra tokamak with Multilimiter Configuration made
of carbon (C), a slow and continuous rise of the density has been detected during such operation, which
entailed a disruption of the discharges [3]. The higher the input power, the faster the density raised
and the quicker the disruption occurred. This loss of density control was attributed to the outgassing
of water from inertially cooled PFCs located in remote areas of the vacuum vessel which were heated
by the radiated power from the plasma. In the JT-60U tokamak made of a C wall, a transient release
of particle from the outer divertor plate heated by the plasma was observed during long and high-
power-heated discharges [4], leading to the creation of a high radiative area called MARFE close to
the X-point. A similar discharge was conducted at higher initial wall temperature, leading to an earlier
release of particle and to an earlier MARFE formation, resulting in a disruption of the discharge. Such
phenomenon has not been observed in JET-ILW due to the short duration of the discharges (< 30 s).
Still a large dynamic retention is observed during high density H-mode discharges, since up to 1023
deuterium (D) atoms are retained in the wall (a factor of 24 higher than the plasma D ion content) [2].
70% of this quantity is already released during the discharge, at the transition between the H-mode
phase and the L-mode phase when Neutral Beam Injection (NBI) heating is switched-off. A slight
increase of the plasma density is also observed at the same time, without impact on the discharge
itself. This transient release of particles cannot be attributed to material heating as the input power
decreases between these two phases.

The experimental study of these dynamic retention is challenging. Only gas balance analysis provides
global retention quantities [2, 4, 5]. However, it is known that these dynamics are local, with some areas
of the wall which pump particle while others release particles to the plasma [4]. This local retention
behaviour could be assessed via numerical modelling tools. Among them, the SolEdge-EIRENE edge-
plasma transport code [6] has the ability to simulate plasma-wall interaction up to the wall with
complex geometry, assuming a wall toroidal symmetry. It can provide the local implantation quantities
for both ions and atoms all along the wall, allowing the modelling of retention dynamics at the scale
of nuclear fusion devices. An extension of this code, called Dynamics of Wall Elements (DWE), was
developed for that purpose. DWE uses the SolEdge-EIRENE outputs to simulate HI implantation,
transport and retention in the materials composing the vacuum vessel. DWE was previously used
to model a sequence of four similar discharges in the JET tokamak [7]. Due to the incompleteness
of the available models to describe the HI-Be interaction, a full-W wall model was used to perform
these simulations. Nonetheless, the analysis of the results revealed that DWE was able to qualitatively
reproduce experimental trends observed in the JET-ILW [7], i.e. (i) the decay of the retention flux
experimentally observed during plasma discharge (a retention flux on the order of 10%! D.s~! which
decays within several seconds [2]), and (%) the pressure drop measured between discharge (with a
t=0-7 trend in the simulation DWE, a ¢t =989 in the experiment). However, the quantity of desorbed D
between discharges (and therefore the dynamic retention reservoir) was clearly underestimated in the
simulation. The differences in terms of amplitude and dynamics with the experiment were attributed
to the consideration of a full-W wall, as Be is known to store a higher amount of HI in the implantation
zone than W [8, 9] and to desorb HI at lower material temperature [10, 11, 12].

The present paper specifically focuses on the retention dynamics during discharges obtained from the
same simulation as in reference [7]. The discharge of interest presents two stationary phases, an initial



H-mode phase followed by a L-mode phase, leading to different implantation conditions. The next
section focuses on the experimental JET plasma discharge used as baseline scenario for the modelling
presented in this article. In section 3, the modelling of both stationary phases of the discharge with
the SolEdge-EIRENE code is presented and the variation of the implantation quantities is studied.
The DWE code is presented in section 4 while section 5 is dedicated to the simulation of dynamic
retention during the four consecutive discharges with DWE. This simulation exemplifies retention
dynamics during the H-mode to L-mode transition, which are explained in section 6 via an analytical
model. The article ends with a discussion about a possible explanation of the retention dynamics
experimentally observed in JET-ILW [2] and in JT-60U [4].

2 Experimental plasma discharge.

In order to simulate relevant discharges with a H-mode to L-mode transition, we based our modelling
on a real device discharge, i.e. the JET pulse number 89044 (#JPN89044, pure D plasma, By = 2.4 T,
I, = 2 MA), which was performed during the JET-ILW 3 campaign (2015-2016). The time evolution
of the discharge parameters are plotted in figure 1. The plasma is run in diverted configuration with
inner and outer strike-points located on the top of vertical tile 3 and on the horizontal tile 5 Stack C
respectively (cf. figure 2). This configuration is maintained during 24.9 s while the total pulse duration
is 26.9 s. This indicates that the two inner limiter phases (at the beginning and at the end of the
pulse) have a negligible time duration.
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Figure 1: Time evolution of pulse parameters for #JPN89044: (a) plasma current I,, (b) gas puff
injection rate Qinj, (¢) input and radiated powers, (d) line-integrated electron density (n.), (e¢) inner
strike point vertical position ZSIL and outer strike point horizontal position RSOL (cf. figure 2 for
the JET coordinates). Two steady-state phases, labelled H (for H-mode) and L (for L-mode), are
identified. They are characterised by constant pulse parameters.

From figure 1, the two steady-state plasma phases are clearly identified. They are defined by constant
magnetic equilibrium (X-point configuration and strike-points location), particle injection rate, heating



power and plasma density:

(1) H-mode phase: from 8.3 s to 10.3 s. 15 MW of total heating power is injected in the plasma. The
Neutral Beam Injection (NBI) contribution, Pypr, is 12.5 MW, the Ion Cyclotron Resonance Heating
(ICRH) contribution, Picra, is 2 MW and the Ohmic contribution, Ponm is 0.5 MW. The plasma is
fuelled from the bottom of the inner divertor with a puff injection rate, Qinj, of 4.1 x 10! D.s™'. The
NBI also fuels the plasma from the core with an injection rate, Qngi, of 1.5 x 102! D.s™! (not shown
in figure 1, constant injection during this phase). The upstream line-integrated electron density (n.)
is 1.2 x 10?2 m~2. In the following, only the inter-ELM plasma conditions will be considered.

(2) L-mode phase: from 12 s to 19 s. 2.9 MW of total heating power (Picrg = 1.6 MW and Popm, =
1.3 MW). Deuterium is injected from the tokamak outer midplane with an injection rate of 4.1 X
10*! D.s7! and from the top of the machine with an injection rate of 6.9 x 10*! D.s™! (both with
density feedback). The upstream line-integrated electron density (n.) is 9.2 x 101 m~2.

Due to the impossibility to simulate the plasma ramp-up and ramp-down phases with SolEdge-
EIRENE, only the H-mode and L-mode phases will be assumed to be relevant in estimating the
overall plasma-wall interaction of this discharge. Please notice that this assumption is strong and
probably wrong. Indeed, both of them only represent 35 % of the pulse duration (65 % of the duration
of the plasma current flat-top phase). However, almost 60 % of the total integrated ion fluence on
the divertor measured by Langmuir probes is deposited during this two phases [13]. This percentage
increases to 72 % if only the flat-top phase is considered. This indicates that most of the integrated
fluence of the discharge is deposited during the H-mode and L-mode phases. Thus, the considered
assumption seems reasonable.

3 Backgrounds for the two plasma phases and evolution of the
implantation conditions.

The SolEdge-EIRENE edge-plasma transport code has the capability to calculate the plasma conditions
at the wall in complex geometry. It can provide, among others, the local implantation quantities all
along the wall of fusion devices, i.e. the flux density of implanted HI I, [m~2.s71], their mean impact
energy FEinp [€V], their mean angle of incidence w.r.t. the surface aimp [°] and the net heat flux density
Pt [W.m™2]. Such quantities are provided as a function of the curvilinear coordinate s defined in
figure 2 in the case of the JET device.

In the following, the two H-mode and L-mode phases are simulated with SolEdge-EIRENE. The
settings for both simulations are detailed in Appendix A. For the H-mode, only the inter-ELM plasma
is simulated since the modelling of the ELM transients is not conceivable due to its computational cost.
These simulations converged to a stationary state, providing the plasma profiles at the wall required
by DWE. The profiles of the implanted particle flux density Iimp, the impact energy Ein,p and the net
heat flux density &, are plotted in figure 3 for the H-mode and L-mode phases along the wall of the
JET tokamak versus the s curvilinear coordinate. As the angle of incidence does not clearly change
between the two phases (it remains around 70° and 45° for the ions and atoms), no clear impact of
Oimp is expected on the wall dynamics and it is not displayed in the following. The main results are:

o Implanted particle flur density Iimp: interestingly, it displays no significant difference in the
first-wall between the H-mode and L-mode phases, and Iy, is of the same order of magnitude
for both ions and atoms. In the divertor, Iy, is one to two orders of magnitude higher than on
the first-wall; the ionic contribution is higher than the atomic contribution during the H-mode
phase, while the reverse situation occurs during the L-mode phase. A sharp increase of the atom
flux density is noted everywhere in the divertor during the L-mode phase as the divertor is in
detached regime. For both phases, I, varies along the curvilinear coordinate s, notably at the
strike points where two peaks are observed for ions during the H-mode and for atoms during the
L-mode. These variations are analysed later on in this section.
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Figure 2: Poloidal cross-section of the JET tokamak with the different PFCs considered in the sim-
ulation presented in this article. Points 1 and 2 indicate the boundary between the two regions of
the vacuum vessel: from 1 — 2 clockwise the first-wall, from 2 — 1 the divertor. The curvilinear
coordinate along the wall, s, is introduced. Six zones in the wall are also defined: the Inner Divertor
zone (IDiv), the Tile 5 zone, the Outer Divertor zone (ODiv), the Outer PFCs (OPFCs), the Upper
PFCs (UPFCs) and the Inner PFCs (IPFCs). In the following, these zones will be used to display
integrated or mean simulation results. Three zones are made with Saddle Coil PFCs. They will be
referred to as Inner Lower Protection, Quter Upper Protection and Inner Upper Protection.

o Impact energy Fimp: the impact energy of D atoms and ions is notably lower in the L-mode. This
is a consequence of the decrease in injected power with respect to the H-mode. This difference
is stark at the divertor where iy, is one to two order of magnitude higher in the H-mode than
in the L-mode as the divertor regime goes from attached to detached. This difference is even
more pronounced at the strike points for the Dt ions which impact energy can reach up to
~ 600 eV during the H-mode as the result of the high plasma temperature there. Again, the
spatial variations of Ejy, are analysed below.

o Net heat flux density Ppey: during the H-mode, one can note excursions of @ye¢ up to 4.2 MW.m ™2
and 5.9 MW.m~2 at the inner and outer strike-points, respectively. As a consequence, strong
heating of the surface material is expected there. Otherwise, the heat flux density remains below
0.1 MW.m~2 on all the first-wall, the outer vertical target and the private flux region, with
moderate excursions up to ~ 0.3 MW.m~2 in the inner far Scrape-Off Layer. Similarly in the
L-mode, @, remains below 0.1 MW.m~? except at the strike-points where nevertheless it does
not exceed 0.2 MW.m~2. It follows that no heating of the PFCs materials is expected in these
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Figure 3: SolEdge-EIRENE simulation results for both H-mode phase and L-mode phase: distribution
along the wall of (a) the implanted particle flux density Iimp, of (b) the impact energy Eiyp and of
(c) the net heat flux density @ne;. These quantities are required as inputs for the DWE module. The
first two quantities are plotted for both deuterium ions and atoms. The definition of the s curvilinear
coordinate can be found in figure 2.

To verify the consistency of the plasma conditions at both divertor targets, these simulations have been
confronted to the experimental measurements available (cf. reference [13]). The simulated saturation
current density Js,¢ profiles at the divertor are consistent with the experimental ones measured by
Langmuir probes, except for the H-mode phase where the inner experimental profile is higher. The
simulations provide a good estimate of the incident ion flux at the divertor during the plasma current
flat-top phase of #JPN89044. However, no conclusion can be drawn on the resulting implantation
quantities (flux density and impact energy) in the experiment due to the lack of estimation of the
electron temperature from Langmuir probes data. Moreover, no measurements were performed in the
first-wall during this campaign.

As it was observed in figure 3, the H-mode and the L-mode phases induce strongly different plasma-
wall interactions. Moreover, these interactions exhibit strong variations along the s coordinate on the
tokamak wall. This implies different wall dynamics depending on the location at the wall and on the
plasma phase. In order to help in the analysis of these dynamics, the JET wall is arbitrarily divided in
six different zones below (cf. figure 2) (three zones for the divertor, three for the first-wall). For each
zone, the mean values of the ion and atom contributions to Iim, and Ein, are given in table 1, 2, 3,
4 and commented below:
e Implanted particle flur density I'jpe™: the ion flux density I::l;n ¢ is of the same order of
magnitude between the H-mode and the L-mode in all the zones of the tokamak. Overall, it is

lower in the L-mode phase with ratios Ij;pmfan / Ijrflpmﬁan ranging from 0.49 to 0.67 at the divertor

(table 1), and from 0.63 to 0.81 at the first-wall (table 2). The atom flux density I*""**" is higher

imp



in the L-mode with [?rfj;“ o/ I‘i:l;n o ratios ranging from 2.8 up to 19 at the divertor (table 1)

and from 1.5 to 3.0 at the first-wall (table 2). Overall, once both ionic and atomic contributions

to Iy are considered, the global particle ratio 13,57,/ 1 Temains close to unity.

e Impact energy Eii": EE™ displays the same trend for its ionic and atomic contributions in
all six zone of the tokamak. The ratio By /Eii™ below one is also very similar for each zone
between both ionic and atomic contribution. Overall, it can be concluded to a significant drop

of " from the H-mode to the L-mode everywhere on the tokamak wall.

Inner Divertor Tile 5 Outer Divertor
Total Ions Atoms Total Ions Atoms Total Ions Atoms
H-mode 98.9 &85.9 13.0 92.9  84.0 8.88 175  11.0 6.49

@8 102 D.m2.s~ ]

imp L-mode 118 55.7 62.8 211 41.3 170 49.3 7.34 42.0
DL,
0] 1.2 065 48 2.3 049 19 2.8 067 6.5
imp,H

Table 1: Mean implantation flux density (Iina") in the three different zones of the divertor (defined

imp
in figure 2) during both H-mode and L-mode phases. The ions and atoms contribution to the total
implantation flux density is reported. The ratio between the L-mode and the H-mode flux densities,

ean ean s : :
imp.L/ Limp.1i»> 18 also indicated.

Outer PFCs Upper PFCs Inner PFCs
Total Ions Atoms Total Ions Atoms Total Ions Atoms
H-mode 1.92 1.52 0.408 2.52 1.97  0.548 6.70 5.11 1.59

Ieean 11029 Dam?.s71)

imp L-mode 1.56 0959 0.605 3.26 1.62 1.64 6.85 4.04 2.81
FmpL

oan 0.81 0.63 1.5 1.3 0.82 3.0 1.0 0.79 1.8
imp,H

Table 2: Mean implantation flux density (Iimg) in the three different zones of the first-wall (defined

imp
in figure 2) during both H-mode and L-mode phases. The ions and atoms contribution to the total
implantation flux density is reported. The ratio between the L-mode and the H-mode flux densities,

ean ean : : :
imp L/ Limp 1, is also indicated.

Inner Divertor Tile 5 Outer Divertor

Ions Atoms Ions Atoms Ions Atoms
H-mode 164 52.6 247 77.4 136 114
L-mode 18.6 6.46 7.55 4.04 50.3 19.5

E_mean [ev]

imp

Fmean
imp,L

E'Hlea,l’l

imp,H

0.11 0.12 0.031 0.052 0.37 0.17

Table 3: Mean impact energy (E{5") in the three different zones of the divertor (defined in figure 2)

during both H-mode and L-mode phases. The ratio between the L-mode and the H-mode energies,
imp.L/ Eimp s is also indicated.

As a summary of this section, the transition from the H-mode phase to the L-mode phase induces

almost no changes in the overall particle flux densities while it is accompanied by a significant drop in

the impact energy. In the following sections, the impact of such variation on the wall dynamics will

be analysed through modelling via the DWE code.



Outer PFCs  Upper PFCs Inner PFCs
Tons Atoms Ions Atoms Ions Atoms
H-mode 133 107 115 68.4 115 62.6

Bp" V] Lmode 762 411 505 246 658 285
Ercan
;ﬁiﬁ 0.57 0.38 0.44 0.36 0.57 0.46
Eimp,H

Table 4: Mean impact energy (Ei") in the different zones of the first-wall (defined in figure 2)
during both H-mode and L-mode phases. The ratio between the L-mode and the H-mode energies,

B/ B 1s also indicated.

4 The Dynamics of Wall Elements module.

The DWE wall module is developed to communicate with SolEdge-EIRENE. DWE is based on two
internal codes, WE-temp and MHIMS [13]. WE-temp determines the wall temperature based on
the heat flux density @,o; on the wall surface, while MHIMS models the implantation, transport,
trapping of hydrogen isotopes in the materials and their desorption based on I7, . B . of  and the
temperature of the wall element. Here the superscript j denotes the nature of the interacting particle
(ion or atom). _ _ _
How DWE operates is briefly sketched in figure 4: EIRENE provides ®net, I3y, Eiyp, and of
as input data to DWE. These input data are provided depending on the time ¢ and location s at
the wall surface of the tokamak. At every time step, WE-temp and MHIMS are run on each wall
element/cell. DWE’s outputs are the wall temperature (also used as input by MHIMS), the density
of mobile particles n,,, the density of trapped hydrogen isotopes ny; (where the lower-script ¢ denotes
the type of trap), and the outgassing flux density Iyt.

In addition to the communication between the different codes, DWE also manages their parallelisation
through OpenMP. As WE-temp and MHIMS consider only one dimension perpendicular to the s
coordinate, two neighbouring elements on the wall are independent. This enables both codes to be
numerically parallelised in the § direction and to run DWE on several CPUs. As an example, for the
case presented in this article, the wall is made of 691 elements.

In the following, the WE-temp and MHIMS internal codes are briefly described.

4.1 Thermal model: WE-temp

The WE-temp thermal model is based on the following assumptions:

(1) The complex geometry and the design of the PFC are approximated by a multi-layer slab geometry.
(2) The material thermal properties are assumed to be constant with the temperature and to be
isotropic.

(3) Thermal radiation from the PFC surfaces is neglected and the lateral surfaces are considered
insulating.

(4) The net heat flux density @t is considered uniform.

A sketch of the considered slab geometry is shown in figure 5. The slab is defined by the L,, L, and
L, lengths. Due to the moderate L, length, the PFC ¥ direction is aligned with the local SolEdge-
EIRENE wall curvilinear § direction. As the heat flux density is considered uniform over the PFC, a
calculation of the mean temperature in both ¢ and 2z’ directions is performed. Actively-cooled PFCs
are modeled by considering a convective boundary condition with a coolant at a temperature Tcoo1 at
the rear surface (at © = L, ). For inertially-cooled PFCs, a similar boundary condition is imposed with
a very low heat convection coefficient to mimic the PFC cooling due to heat diffusion into the tokamak
structure. In that case, the initial uniform PFC temperature at the beginning of a day of operation,
Ty, is considered for the boundary condition.
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DWE outputs:
- Density of mobile hydrogen isotopes [m3]: ny, (s, x, t)
- Density of trapped hydrogen isotopes [m3]: n. ;(s, x,t)
- Outgassing flux density [m2.s2]: Ty, (s, t)

- Wall temperature [°C]: T_l(s, x,t) <

Figure 4: Architecture of the interaction between DWE and SolEdge-EIRENE.

The temperature profile in the PFCs is computed by solving the 1D heat equation in the depth material
through the so-called Duhamel integral of superposition [14]:

TP (s, 2, —7)
ot

t
Ti(s,2,8) = Ti(s,2,0) + / Boes (5, 7) dr (1)
0

where T;(s,z,t) is the temperature in the material layer number i averaged in the toroidal direction
[°C] and T;(s,,0) is the initial layer temperature [°C]. T7*°P is the PFC temperature response to a
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Figure 5: Schematics of the PFC simplified slab geometry considered in WE-temp. The PFC is made
of a superposition of material layers (three different layers in this example). Actively-cooled PFCs are
modeled by considering a convective boundary condition with a coolant at a temperature T, at the
rear surface (at x = L,). For inertially-cooled PFCs, a similar boundary condition is imposed with a
very low heat convection coefficient to mimic the PFC cooling due to heat diffusion into the tokamak
structure. In that case, the initial uniform PFC temperature at the beginning of a day of operation,
Ty, is considered for the boundary condition.

unit heat flux density step [°C.(W.m~2)~!], solution of the following auxiliary problem:

O (s, 2,t) | OPTP
picy, 0 2k (2a)
step
B.C.atx=x9=0: — )\ 533 (5,0,t) =1 (2b)
step
i<N —)\i#(s,xi,t) =R X [Tit P(s,24,t) — Tifrlp(s,mi,t)]
BC atx=uz;= Z ej: : step (2¢)
= _)\i-i-l%(‘%xht)
B.C.at z =an: — Ay . (8, Ly, t) = RT{P (s, Ly, t) (24)
= _[/z
LC.: T7*P(s,2,0) = 0 (2¢)

where B.C. are the boundary conditions and I.C. is the initial condition. All the parameters and
variables of the system 2 are given in table 5.

Now the net heat flux density @y, provided by SolEdge-EIRENE, is decomposed in a series of Ny (s,t)
step changes Agy [W.m~2] at time #;:

N¢St

net 5 t Z A(;bk t _tk(s)) (3)
where H is the Heaviside step function. After some algebra, detailed in Appendix B, the general
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Variable or parameter Definition Units

s Wall coordinate m

T Material depth m

t Time S

Ti(s,x,t) Temperature in the material ¢ averaged in the toroidal direction °C

T;(s,z,0) Initial PFC temperature °C

Dt (8, 1) Net heat flux density W.m ™2
TZ.“ep(s7 x,t) PFC temperature response to a unit heat flux density step °C.(W.m—2)~!
i Thermal conductivity of material ¢ W.m~1.°C™!
Cp, Specific heat of material 4 Jkg 1oCT
Di Mass density of material ¢ kg.m~3

R, Contact resistance of the interface between material i and material i +1 °C.(W.m~2)~!
€; Thickness of material layer ¢ m

Table 5: Variables and parameters of the heat equation 1 and its auxiliary problem equation 2.

equation of WE-temp is obtained:

Ny (s,)
Ti(sv Z, t) - E(Sv €, 0) + Z A¢k(5)TiStep(sa z,t— tk(s)) (48“)
k=1
T;(s,x,0) = Teool(s) for actively-cooled PFCs (4b)
T;(s,x,0) = Tp(s) for inertial PFCs (4c)

In equation 4a, the initial temperature T;(s, z,0) is equal to the cooling temperature T for actively-
cooled PFCs. For inertial PFCs, T;(s,z,0) is equal to the PFC temperature at the beginning of a
day of operation, Tj. Please note that in equation 4, T.o01, Ty and T;teP are function of the variable
s as they depend on the PFC which is in the position s on the wall. In the end, provided that an
analytical or semi-analytical calculation of the PFC step response is possible, equation 4 gives the
temperature profile in the zone simulated in MHIMS (limited to the material layer at the surface)
without calculating the temperature profile in the whole PFC. Indeed, this profile, as well as the PFC
design (material layers and cooling technique), are accounted in the calculation of the step response.
This calculation is made using the so-called quadrupole method [15, 16] and is detailed in appendix
C. This method gives the temperature in the Laplace space, equation 41, which is then inverted using
the inversion formula 10 to go back to the time space. This integral cannot be calculated analytically
but can be estimated numerically using an appropriate algorithm. In WE-temp, such inversion is done
using the De Hoog’s algorithm [17].

4.2 Hydrogen isotopes — Material interaction model: MHIMS.

In DWE, the model of HI-Material interaction is based on the code MHIMS (Migration of Hydrogen
Isotopes in MaterialS) [18]. This code relies on the so-called Reaction-Diffusion system of equations
to describe the transport and trapping of HI in the bulk of materials originally introduced by McNabb
and Foster in 1963 [19]. Since then, it has been widely used and the MHIMS code has also been largely
described in previous publications [18, 20]. In brief, two HI populations are considered: the mobile
HI, which can diffuse in the material through interstitial sites, and the HI which are trapped in the
lattice defects. These defects, also called traps, are considered as saturable and can only accommodate
a single HI. They can be intrinsic (i.e. due to the manufacturing process) like grain boundaries and
impurities, or extrinsic, i.e. due to the plasma or neutron irradiation, like vacancies or bubbles. The
Reaction-Diffusion model expresses the time evolution of the density of mobile HI, ny, [m™3], and of
the density of trapped HI at the trap of kind i, ny; [m~3]. It couples a diffusion equation for the
mobile particles, equation 5a, to trapping-detrapping equations in various traps of kind i according to
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the reaction HI,, + Trap, = HI; ;, equation 5b:

Nrmp S)
Onm(s, x,t) 0 Onm ony;
o500 “ | D(s. T _
ot o ( (:71) 5, ) 2 o (5a)
S;:t(s x,t) + S (s, 2, 1)
8” i\9 at % RN AGE) - i el
% — Vt,i(&Tl)W w — Vae.i(s, T )ne. (5b)
B.C. at x = 0: ny(s,0,£) =0 (5¢)
Nm(s, L, t) =0
B.C. at = = L: or (5d)
D(s, )2 (5, 1) = 0
s 5 &

All the parameters and variables of this system of equations are given in table 6. In DWE, it is solved
in the surface materials.

Variable or parameter Definition Units

s Wall coordinate m

T Material depth m

t Time S
Ti(s,x,t) Mean temperature in the surface material °C
nm(s,z,t) Density of mobile HI m~3
D(S,Tl) = Dy(s) eXp(—Ediﬂ‘(S)/(kBTl)) Diffusion coefficient of HI in the material m2.s~!
Eqig(s) Activation energy of diffusion eV

kg Boltzmann constant ev.eCc!
Nirap(8) Number of traps in the material

ngi(s,x,t) Density of trapped HI at the trap of kind 4 m—3
vii(s,Th) = v(s) exp(—FEhi(s)/ (ksTh)) Trapping attempt frequency in the trap of kind ¢ s—!

Ei i(s) Activation energy of trapping eV

n;(s, ) Density of trap of kind ¢ m~3
nis(s) Density of interstitial sites for HI m-3
Vat,i (s, Th) = Vai.i(s) exp(—Eat,i(s)/(ksT1)) Detrapping frequency st
Eaqy.i(s) Activation energy of detrapping eV
St (s, x,t) Implantation source of HI ions m~3.s!
Sat (s, @, t) Implantation source of HI atoms 3571

Table 6: Variables and parameters of the MHIMS equations.

One can note that the following parameters are function of s: D, Ntvap, Vg ;, Vat,is T, and nis. Indeed,
these quantities are all material dependent and the s dependence of these quantities is here to indicate
the different materials considered along the wall.

In equation 5a, implantation of ions and atoms from the plasma are given by two volume source, S’;{t

and S2%, respectively:
Sext(s €T t) [?mp( ) nnp(ElJmp( ) amup(s t)) (6)
where Ffmp is the particle implantation flux density provided by SolEdge-EIRENE and lmp is the

implantation profile. It is considered as a gaussian defined by a mean implantation range of particles

and a standard deviation. Both parameters depend on the impact energy Elmp and on the angle of

incidence o] mp- M MHIMS, these gaussian parameters are given by tables calculated with the Binary
Collision Approxnnatlon code SRIM [21].
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The system of equations 5 is solved considering Boundary Conditions (B.C.) at both front (x = 0) and
rear (x = L) surfaces. We here consider that HI recombination and desorption are instantaneous at
x = 0, yielding to the Dirichlet B.C equation 5c. On the rear side, either Dirichlet or Neumann B.C.,
equations 5d, is assumed depending on the material.

The MHIMS equations considered in DWE are based on several approximations. First, the diffusion
of HI is one-dimensional in equation 5a. This approximation is appropriate since, in fusion devices,
the gradient length of the plasma flux density at the surface of materials (of the order of millimeters
to centimeters) is larger than the characteristic depth of diffusion of HI in the depth of the materials
on the time scales of usual plasma discharges in present machines (typically of order of micrometers to
millimeters). Therefore, the transport of HI in materials remains one-dimensional, in the direction of
the depth of the materials . One can also note that the traps density n; is not function of time. n; can
evolve with time due to the creation of traps, their diffusion and their annihilation. The modelling of
all these processes would require solving other partial differential equations with new free parameters
(diffusion coefficients, reaction rates, etc.) that would add complexity to the model. Therefore one
assumes that the traps creation has saturated, or that the characteristic time of the creation is high
w.r.t. the time of simulation. One also assumes that traps are immobile and cannot annihilate.
According to the DWE coupling architecture, figure 4, IT (s,t), Ef, (s,t) and of  (s,t) are pro-
vided to MHIMS by SolEdge-EIRENE (cf. figure 4). Moreover, diffusion, trapping and detrapping are
thermally-activated processes. To calculate the diffusion coefficient, the trapping frequency and detrap-
ping frequency, the temperature profile in the surface materials calculated by WE-temp is considered
in MHIMS (cf. section 4.1).

5 Simulation of retention dynamics during four consecutive
similar discharges with H-mode to L-mode transition with
the DWE code.

SolEdge-EIRENE simulations allow to determine the two sets of input parameters (Iimp, Eimp, Qimp,
and @) to DWE for each of the H-mode and L-mode phases. The duration of each phase is 2 s for
the H-mode and 7 s for the L-mode, as in the experimental discharge #JPN89044 presented in section
2. The initial D density in the wall is set to zero. Four successive pulses followed by 30 min resting
time are simulated. Figure 6 exhibits the time evolution of the total implantation flux on the JET
wall, Qimp, tot [at.s™!], during this simulation. The four peaks indicate the plasma discharges. A zoom
on the first discharge is also shown in inlet to focus on the Qimp, ot behaviour during the H-mode phase
and the L-mode phases.

Only four discharges are simulated as it was shown that the retention dynamics was similar from the
third discharge (cf. reference [7]). Such a behaviour is consistent with experimental observations in
metallic tokamaks like JET-ILW [1, 2]. It indicates that the wall is initialised in terms of dynamic
retention: the traps responsible for long-term retention, initially empty, are being saturated up to a
sufficient depth so that their impact on the retention during discharge is negligible.

5.1 Plasma facing components and materials considered in DWE.

The parameters used in the DWE simulation are defined in the following.

Parameters for WE-temp:

JET-ILW tokamak is composed of inertially-cooled PFCs. In WE-temp, such PFCs are simulated like
actively-cooled PFCs with a very low heat convection coefficient (100 W.m~2.°C™"). This enables
the model to mimic the cooling of the PFCs by radiation and by heat conduction into the tokamak
structure between the discharges, while keeping their inertial behaviour during plasma exposure. JET-
ILW has 19 different PFCs which are distributed in 22 different zones in the vacuum vessel (cf. figure
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Figure 6: Time evolution of the total implantation flux Qimp,tot considered in the following simulation.
The four consecutive peaks represent the different discharges. A 30 min resting time is considered
between each discharge. A zoom on the first discharge is shown in the graphic window. The two plasma
phases identified in figure 1 have the same duration as in the experiment, i.e. 2 s for the H-mode phase
and 7 s for the L-mode phase.

2). Each PFC is defined by the following material layers and initial temperature Tj(s) which are
consistent with the JET ones:

— The first-wall PFCs are made of massive Be, with Ty(s) = 200 °C.

— The inner and outer divertor tiles are made of a thick layer of CFC with on top of it a W-coating
layer of 15 pm, with Tp(s) = 50 — 70 °C.

— The different stacks of tile 5 are made of massive W, with Ty(s) = 50 °C.

The choice of material thicknesses and of initial temperatures are detailed in Appendix D.

Parameters for MHIMS:

After two campaigns, JET-ILW exhibits a complex pattern of surface materials: massive W, W-coating,
massive Be, etc [22]. As a consequence, defining the distribution of materials for MHIMS is a difficult
task to achieve. Additionally, no complete Reaction-Diffusion equations-based model exists for the
HI-Be interaction at the temperature of the Be first-wall in JET-ILW, which operates around 200 °C
/ 473 K. Two models are however available in the literature for HI implantation at room temperature:
a model including the interaction of HI with increased Be surface specific area [23], and a model
that includes Be hydride formation [24]. Both aim to describe the low-temperature desorption peak
observed in thermo-desorption analysis after room temperature implantation. But at a temperature of
implantation in the range of the Be first-wall in JET-ILW, the HI-Be interaction behaves differently.
Indeed, Reinelt et al. have reported different desorption spectra after implantation at 47 °C and at
257 °C. At the later temperature, no low-temperature peak is observed anymore while desorption
peaks at higher temperature emerge. These results are consistent with reports by Anderl et al. [25].
As a consequence, we are left with no model for Be at the temperature of the ILW, and we opted
for a simplified approach that considers a full massive W wall configuration. The free-parameters of
the MHIMS equations for D-W interaction are given in Appendix E. A W with three kinds of traps
labelled 1, 2 and 3 is considered, characterised by detrapping energies of 0.85 eV, 1.00 €V and 1.50 eV,
respectively. They are supposed to model (i) intrinsic defects like dislocations or iron impurities, (i)
grain boundaries, and (%ii) ion-induced defect like vacancies, respectively. Detrapping energies and
trap densities were determine by fitting of thermal desorption spectrometry made by Ogorodnikova et
al. [26]. Two sets of trap distribution were used to model massive W in MHIMS: one in the divertor
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region and one in the first-wall region (cf. figure 2). The difference between the sets lies in the definition
of the plasma-induced trap 3 to account for different plasma-wall interactions in the two regions. The
traps profiles are presented in detail in Appendix E.

To summarise, it must be noticed that all the parameters related to the wall materials in SolEdge-
EIRENE and in the thermal model WE-temp are consistent with JET-ILW materials. This applies
respectively to the calculation of the reflection coefficient and of the wall temperature. It follows that
not only the implantation conditions but also the thermal dynamics of the wall are consistent with
JET-ILW. Only the input parameters considered for MHIMS are not consistent with the JET-ILW
materials since they only consider tungsten.

5.2 Temperature dynamics.

The time evolution of the mean and maximum surface temperatures for each zone of the JET wall
defined in figure 2 are displayed in figure 7 for each of the four discharges. The temperature evolution
during a discharge is reproducible starting from the second discharge. This indicates that an equi-
librium has been reached between the energy accumulated by the tiles during the discharge and the
energy evacuated between discharges into the tokamak structure.

The evolution of the surface temperature in the divertor zones presents an increase during the H-
mode phase as the result of the strong heat flux it receives. It is followed by a decrease during the
L-mode phase due to the drop of the heat flux densities when the plasma detaches from both divertor
targets. The heat accumulated at the surface of the material during the H-mode is conducted in the
depth of the material during the L-mode phase, thus cooling down the surface. The two divertor
zones hosting the strike-points undergo the strongest temperature excursions during the discharges,
reaching 520 °C in the tile 5 stack C (outer strike-point) and 358 °C in the tile 3 (inner strike-point)
at the end of the H-mode phase of the fourth discharge (cf. figure 7.b). During the L-mode phase, the
maximum temperatures decrease up to ~ 167 °C at the outer strike-point and up to 207 °C at the
inner strike-point. The mean temperature of each zones of the divertor exhibits little increase during
the H-mode. This indicates that the majority of the divertor remains at the initial temperature and
that the temperature increase is limited to the strike-points vicinity.

Concerning the first-wall, it exhibits very limited temperature increases during the discharge, reaching
a maximum of ~ 208 °C at the end of the fourth discharge (cf. figure 7.d). The maximum temperature
increases during both plasma phases. This increase is linear during the L-mode phase (for ¢ > 2 s),
which is characteristic of inertial PFCs.

5.3 Retention dynamics.

Traps 1, 2 and 3 exhibit different retention dynamics depending on their location on the wall as the
implantation conditions and the wall temperature vary. These dynamics affect the D wall inventory
Nyan,i [D] hosted by these traps. Nyan,; is obtained by spatial integration of the density of trapped
particle ng; along the material depth z, the curvilinear coordinate s and the toroidal direction (as-
suming toroidal symmetry). Nyan,; dominates the total wall inventory as the inventory of mobile D is
several orders of magnitude lower.

Figure 8 displays the time evolution of Ny, for the traps that present a retention dynamics at the
transition from H-mode to L-mode, i.e. trap 1 in the divertor region (cf. figure 8.a) and traps 1 and
2 in the first-wall region (cf. figure 8.b). The other traps with higher detrapping energies have their
inventory continuously increasing during the whole discharge, without impact of the H-L transition.
Such inventory increase is characteristic of D diffusion and filling of traps in the bulk material (cf.
reference [7]). The difference of behaviour of the traps between the two regions is due to their different
initial wall temperature. In figure 8.a, Nyan,1 in the divertor is plotted in light-blue and increases
during all the discharge, without any clear impact of the H-L transition. However, if we look at
the contribution of the different zones of the divertor defined in figure 2 and plotted in red, we see
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Figure 7: Time evolution of the mean and maximum PFC surface temperatures in the divertor zones
((a) and (b) respectively), and in the first-wall zones ((c) and (d) respectively) calculated by the
thermal model WE-temp during each of the four plasma discharges (indicated by their number). The
considered zones of the JET wall are displayed in figure 2. The H-mode phase occurs for 0 s <t <2's
while the L-mode phase occurs for 2 s <t <9 s.

that, in the zones hosting the strike-points (inner divertor and tile 5), the inventory increases at the
beginning of the discharges and drops during the H-mode phase (from ¢ = 0 s to ¢ = 2 s), and then
it increases again during the L-mode phase. However, these retention dynamics are very local and
are not observable on Ny,i1,1 in the whole divertor region. This decrease is more visible in discharges
1 and 2 as, for the following discharges, its amplitude is much lower than the total retention of the
considered zone of the divertor.

In figure 8.b, Ny, in traps 1 and 2 in the first-wall region is plotted in dark blue. A sharp decrease
of their inventory is observed at the H-L transition during all four discharges. The loss of D reaches
25 % of the inventory during the fourth discharge. Those detrapped D mainly refuel the plasma via
outgassing. However the amplitude of this outgassing (~ 0.3 x 102 D) is very negligible w.r.t. the
plasma D content (~ 7x 102° D7 in the zone simulated with SolEdge-EIRENE, which does not account
for the plasma core): no strong impact of this outgassing is foreseen on the plasma discharge. The
contribution of the different zones of the first-wall defined in figure 2 is also plotted in figure 8.b. The
drop of the inventory occurs in all zones of the first-wall.

Figure 9 displays the variation in areal inventory Invy,; [D.m™2] of trap 1, trap 2 and trap 3 between
t = 2 s (end of H-mode phase) and t = 9 s (end of L-mode phase) versus the s coordinate for the
fourth plasma discharge. Inv; is obtained by integration of n:; along the material depth z. A
negative variation of Inwv,; indicates that trap ¢ has emptied in the considered time period while
a positive variation indicates a filling of trap . In the divertor, Inwv;; of the three traps increases
everywhere, which results in the increase of the inventories observed in figure 8 during the L-mode
phase. In the first-wall, the areal inventory of trap 3 increases between the two selected times. On
the contrary, the traps 1 and 2 exhibit a depletion of their areal inventory. The black ellipses in figure
9.a-b indicate the locations where such depletion occur. These drops of Inv; of traps 1 and 2 result

in an overall decrease of the inventory of these traps in the first-wall zones as it was observed in figure
8.b.
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Figure 8: Time evolution of the D wall inventory Nyan of the trap 1 in the divertor (with Egy1 =
0.85 €V) (a) and of the traps 1 and 2 in the first-wall (with E4y1 = 0.85 €V and Eq42 = 1.00 V)
(b) during each of the four plasma discharges (indicated by their number). The inventories are also
differentiated according to their location on the JET wall (cf. the different zones of the JET wall
defined in figure 2).

6 Analysis of the retention dynamics during discharge n°4.

To understand the retention dynamics observed in section 5.3, an analytical model of hydrogen in-
ventory saturation in the subsurface (several micrometers depth) under plasma implantation will be
applied to the simulation. This model will be shortly introduced in the following.

6.1 Analytical model of hydrogen inventory saturation.

The analytical model has been described in reference [27] and was compared to non-linear Reaction-
Diffusion simulations of D implantation in W at three different material temperatures. A good agree-
ment was observed between the profiles of mobile/interstitial deuterium and trapped deuterium at
the subsurface given by the analytical model and by the Reaction-Diffusion simulations for the three
considered temperatures. Even though this model considers simplifying assumptions (steady-state,
point sources for implantation, etc.), the maximum error on ny, and on ny; is of 5% in the subsurface
region. Moreover, in the same reference, it was demonstrated using the analytical model that the hy-
drogen isotopes subsurface inventory is dominated by trapped hydrogen for tungsten in all the range
of material temperature found in fusion devices.

It results that, using the analytical model, the subsurface density profiles of trapped hydrogen in the

trap 1, nEZULK(:c), is expressed as function of the trap density profile, n;(x), and of a parameter called
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Figure 9: Distribution along the JET wall of the variation of the areal inventories Inuv; of trap 1 (a),
trap 2 (b) and trap 3 (¢) between ¢t = 2 s (end of H-mode phase) and ¢t = 9 s (end of L-mode phase) for
the fourth plasma discharge. The black ellipses indicate locations where the areal inventory of traps
decreases between the end of the H-mode phase and the end of the L-mode phase.

the bulk filling ratio of the trap at steady-state, 33{‘}(, as follows: nBULK (z) = ggtLle(:c), with:
BULK _ n?}JLK(x) o 1
stat,? n; (l’) . R Vdt.i (T) nig
Vi (T) TRV .
BULK _ 1
stat,? . Vat i(T) nIsD(T)
+ v ( ) [iJr X1+ Iﬁt Xat
t,4 imp<*imp + imp“*imp

where nBULK defines the value of the density of mobile extending in the bulk direction (flat profile

up to several micrometers). X:;gp and Xﬁgp are the mean implantation depths of ions and atoms

BULK
stat,?

which implies v{,(T) = D(T)/A* with A the distance between two interstitial sites for HI, as in the
DWE simulation shown in this article (cf. Appendix E):

respectively [m]. The expression of is simplified assuming that only diffusion limits trapping,

BULK _ 1
stat,s T 2
Vae,i (T) N\ nig

1+
+ i+ t at
[:melmp + Zﬂ?mp)(lmp (8)
BULK __ 1
stat, s T iT
1+ Vdt ( )

BULK(PJr X1+ Iat Xat

imp’ “*imp’ * imp> 1mp)
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BULK

This expression allows to determine if trap ¢ is filled or empty. fi,i

presents a ratio between the
detrapping frequency from trap ¢ (vg4t,;), which only depends on the material temperature, and VtBULK
or maximum bulk trapping frequency, which only depends on the implantation conditions (flux densities
and mean implantation ranges). The comparison between vg;,; and VtBULK enables to highlight the

process that dominates the interaction between HI and traps:

e when vgy; > vBULK " detrapping is more efficient than trapping, fS]%gthiK tends to 0 and the trap
¢ remains empty.

e when vg; = PV, fBELK s equal to 0.5 and the trap i is half filled with HI.

e when v ; < vBYE trapping is more efficient than detrapping, S]?SE%K tends to 1 and the trap
1 saturates.

6.2 Analysis of the discharge.

BULK
6.2.1 fBULK,

The parameter fE5F is now used to provide a more detailed analysis of the wall inventory during

the fourth discharge, enabling the understanding of the retention dynamics shown in figure 8. The
distribution along the JET wall of fEULK is plotted for trap 1, trap 2 and trap 3 in figure 10. The value

stat,:

of SEt‘;JthiK are calculated at t = 2 s (end of H-mode phase) and ¢t = 9 s (end of L-mode phase) for the
fourth plasma discharge. igtLlK is calculated using equation 7 for each cell on the wall, considering the

surface temperature calculated by WE-temp, the implantation flux density of ions and atoms provided
by EIRENE and the mean implantation ranges of ions and atoms given by SRIM tables. One can note
the following

— Divertor, strike-points vicinity: for trap 1 and trap 2, SI?SJEK is higher at the end of the H-mode

than at the end of the L-mode (orange ellipses in figure 10.a-b). This results in the increase of

the inventory in the zones hosting the strike-points which was previously observed for trap 1 in

figure 8.a. For trap 3, S%;J,CLBK = 1 and this trap saturates. One can notice a little increase of

SEESCI"?)K at the outer strike-point (cf. orange ellipse in figure 10.c).

— Divertor, away from the strike-points: the three traps are fully saturated for the two considered

: : BULK _
times, with 5" = 1.

— First-wall: the areas where I'nvg 1 and Inv, 2 decrease between the two selected times (identified

with black ellipses in figure 9) correspond to locations where S;{LIK and fs}%gth decrease (cf.

black ellipses in figure 10). S‘%;{PIK ranges between 0 and 0.1 in all the first-wall which means

that this trap is almost empty. S%;{Pf ranges from 0 to 0.8 which indicates that this trap is partly

filled. Concerning trap 3, it remains saturated in the time period with S}f;{%K = 1 everywhere in
the wall (cf. figure 10.c): the trap saturates and is filled by diffusion and trapping in the depth

of W.

BULK
6.2.2  wvgp; VS. U .

To find out the cause for these evolutions, the evolution of both frequencies involved in the expression
of S]%EtrjiK, equation 7, is analysed. In figure 11, the distribution along the JET wall of the detrapping
frequency vqy,; for trap 1, trap 2 and trap 3 are plotted for the two considered times (¢t = 2 s and

t =9 s) during the fourth plasma discharge.

— Divertor, strike-points vicinity: during the H-mode, the wall temperature raises from initial
temperature to ~ 350 °C at the inner strike-point and to ~ 500 °C at the outer strike-point as
it was shown in section 5.2. Thus, v4; raises for the three traps as it can be seen in figures
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Figure 10: Distribution along the JET wall of the bulk filling ratio of traps at steady-state, fs‘%;{%iK, of
trap 1 (a), trap 2 (b) and trap 3 (c) calculated at t = 2 s (end of H-mode phase) and at t =9 s (end
of L-mode phase) for the fourth plasma discharge. The black ellipses indicate locations where s%gtL;K
decreases between the end of the H-mode phase and the end of the L-mode phase, leading to a release
of D from the corresponding traps. The orange ellipses highlight two spots in the divertor (the vicinity
of both strike-points) where fBULK increases between the two selected times, which implies a filling of

stat,s
traps.

11.(a-c), respectively for 2.0 m < s < 2.2 m and for 2.8 m < s < 3.0 m. vg;,; is higher at the
end of the H-mode than at the end of the L-mode due to the cooling of the surface during the
L-mode (cf. figure 7.b). This decrease of vg;; between the two considered times is tremendous,
from three orders of magnitude for trap 1 up to six orders of magnitude for trap 3 at the outer
strike-point (where the highest surface temperature is found).

— Divertor, away from the strike-points: vq¢ ; does not evolve between the two times for the three
traps as these areas do not exhibit strong temperature excursion during the discharge due to the
low heat flux density (cf. section 5.2).

— First-wall: the first-wall stays almost at the initial temperature of 200 °C during all the discharge
due to low heat flux in this region. Therefore vq; ; does not evolve between the two times for the
three traps. One can note that vq;; are higher in the first-wall than in the divertor due to the
higher base temperature of the first-wall (200 °C, 50 — 70 °C for the divertor).

Then the distribution of 2K along the JET wall for the two considered times is displayed in figure
12. This frequency is the same for the three traps. Everywhere in the vacuum vessel, v2YK decreases
between the two phases, except in some shadowed region of the divertor and in the private flux region.
Comparing v4;; in figure 11 and v2YMK in figure 12, the retention dynamics in traps induced by the
change of plasma phases can be understood:
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Figure 11: Distribution along the JET wall of the detrapping frequency vqy; for trap 1 (a), trap 2 (b)
and trap 3 (c) calculated at t = 2 s (end of H-mode phase) and at ¢ = 9 s (end of L-mode phase) for
the fourth plasma discharge.

— Divertor, strike-points vicinity: During the H-mode, at the beginning of the discharge, the tem-
perature at the strike-points is low and traps 1 and 2 are filled with D atoms as vg¢; < I/PULK.
Then the temperature increases due to high heat flux densities, entailing the increase of vgs 1
which becomes higher than vEUEK: trap 1 releases D as observed in figure 8.a. At the end of the
H-mode, the temperature at both strike-points is high (350 °C at the inner strike-point, 500 °C
at the outer strike-point), and both traps 1 and 2 tend to empty completely as vqg;; > vEUEK
(cf. orange ellipses in figures 11la-b and 12a-b). At the same moment, the value of vg; 3 is of
same order of magnitude as v2VMK at the outer strike-point, and f:%,gtLSK decreases to 0.95 (cf.
orange ellipse in figure 10.c): the trap 3 starts to release D. A longer H-mode would have in-
duced higher temperatures at both strike-points and therefore a complete release of D trapped
in trap 3. During the L-mode, the heat flux densities decrease strongly and the surface of the
tiles hosting the strike-points is cooled by heat conduction in the depth of the tiles as observed
in figure 7.b: vg;; decreases for the three traps. vBULK also decreases by one order of magnitude
at both strike-points due to the decrease of the impact energy by a factor of 8 to 32 in both tiles
inducing a drop of Xjn,p, of both ions and atoms. For trap 2 and trap 3, the detrapping frequency
is 1 to 6 orders of magnitude lower than v2UMK at the end of the L-mode: S%,BCIQK and s%'gt%(
are equal to 1. The trap 2, which was empty in the vicinity of both strike-points at the end of
the H-mode phase, got completely refilled during the L-mode phase leading to a pumping of D.
For trap 1, vge,1 is of same order of magnitude as v2YI¥ at both strike-points. Its filling ratio
increases from 0 at the end of the H-mode up to 0.5 and 0.2 at the inner and outer strike-points
respectively at the end of the L-mode: the trap 1 pumps D during the L-mode phase as observed

in figure 8.a.
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Figure 12: Distribution along the JET wall of the bulk trapping frequency v2YMK calculated at t = 2 s

(end of H-mode phase) and at ¢ = 9 s (end of L-mode phase) for the fourth plasma discharge. This
characteristic frequency is similar for the three traps and only depends on the implantation conditions.
The expression of BV is reported in equation 7. The black ellipses indicate locations, identified in
figure 9, where the areal inventory of trap 1 and trap 2 has decreased between the end of H-mode phase
and the end of the L-mode phase, leading to a release of D from the corresponding traps. The orange
ellipses highlight two spots in the divertor (the vicinity of both strike-points) where g‘gtLlK increases
between the two selected times as indicated in figure 11.

— Divertor, away from the strike-points: for the three traps, vg:,; is two to fourteen orders of

magnitude below vBULK, S;&K is equal to 1 for the two phases even though the implantation
BULK

conditions evolve (leading to a decrease of v; ): the three traps remains saturated and the
wall keeps on pumping D from the plasma through diffusion of D in the depth of the material
and filling of the traps.

— First-wall: for the three traps, v4¢; remains constant during the two phases as the temperature
variation is moderate during the discharge. On the contrary, vBULK evolves in all the first-wall
between the two phases. For trap 1 and trap 2, vBUMK is of the same order of magnitude as
Vae,1 and vge 2 in most of the first-wall (101 - 10% s_l). In the areas indicated with black ellipses
in figure 12, a decrease of VFULK between the two phases is noted, which entails the decrease
of fRUH and B that has been observed in figure 10a-b. The inventory in those two traps
drops between the two phases due the change of implantation conditions. It was seen in section
3 that the mean implantation flux density in the three zones remains almost constant between
the two phases (with variation by a factor of 0.81 to 1.3 depending on the zone). Thus, the drop
of vBULK i5 attributed to the decrease of the impact energy of both ions and atoms between the
two phases (by a factor of 1.8 to 2.8) which entails a decrease of their mean implantation range.
For trap 3, the drop of vBULK has no impact as vqq 3 is three to six orders of magnitude lower

than yPULK, S]%g%( is equal to 1 during the two phases and the trap remains saturated.

6.3 Main conclusion.

To summarise, the retention dynamics observed in traps at the transition from H-mode to L-mode
during the DWE simulation of full-W JET discharges were explained by the analytical model based

on the filling ratio of traps fggtLlK The following retention dynamics are pointed out:

(i) The retention dynamics resulting from variation of temperature for constant implantation
conditions are summed up in table 5.1.
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At constant implantation conditions ST N T
Detrapping frequency vq (1) [s7!] S Y
Filling ratio of traps fBUEK N Ve
Traps areal inventory Inv;; [Hl.m™?] N\ S
Retention dynamics Fuelling | Pumping

Table 5.1: Retention dynamics as a function of temperature for constant implantation conditions
(implantation flux densities, impact energy and angle of incidence). This table applies to materials for
which the hydrogen recombination at the surface is not the rate-limiting step.

The fuelling effect at constant implantation conditions is observed in the DWE simulation in the
vicinity of both strike-points during the H-mode phase: the high surface temperature reached
at the end of this phase leads to a detrapping of D from traps with low detrapping energy.
This explains the decrease of the trap 1 inventory observed at the end of the H-mode phase.
During the L-mode phase, the decrease of the surface temperature at both strike-points leads to
decrease of the detrapping frequency of this trap resulting in an increase of the local inventory
and therefore a pumping effect from the plasma point of view.

(#i) The retention dynamics resulting from variation of implantation conditions at fixed temper-
ature are summed up in table 5.2.

At constant temperature Va (ﬂ$pr$p + I?rfleﬁflp) N (F;rtleii;gp + [ﬁglef*ntqp)
Max trapping frequency SV [s71) Ve AW

Filling ratio of traps fSULK A N

Traps areal inventory Inuv; [HL.m?] s e

Retention dynamics Pumping Fuelling

Table 5.2: Retention dynamics as a function of implantation conditions for constant surface tempera-
ture. This table applies to materials for which the hydrogen recombination at the surface is not the
rate-limiting step.

7

Such retention dynamics is also observed in the DWE simulation in the first-wall. A release of D
is observed after the transition from the H-mode phase to the L-mode phase while the first-wall
temperature variation remains moderate during all the discharge. This release of D is attributed
to the decrease of the impact energy of both ions and atoms between the two phases (by a factor
of 1.8 to 2.8) which entails a decrease of their mean implantation range and consequently a

decrease of the stationary filling ratio of traps 35}1}(

Discussions.

Tables 5.1 and 5.2 are consistent with the retention dynamics observed in tokamaks and mentioned in
the introduction. The transient release of particle from the outer divertor plate observed in JT-60U
during long and high-power-heated discharges [4] is due to the temperature increase in the vicinity of
the strike-points due to the strong plasma heat flux. This temperature increase leads to an increase
of the detrapping frequency of the traps. According to table 5.1, the traps inventory depletes leading
to a fuelling of the plasma. This transient release is also observed in the simulation presented in this
article at the vicinity of both strike-points for the trap 1 with low detrapping energy. This detrapping
occurs at a relatively low temperature (~ 500 K). However, this phenomenon is observed at a higher
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temperature of ~ 900 K in JT-60U as hydrogen is know to desorb at higher temperature in C [28, 29]
than in W [11, 26].

On the contrary, the transient release of D observed in JET-ILW at the transition between the H-mode
and the L-mode phases during high-density H-mode discharges [2] cannot be attributed to material
heating as the input power decreases between these two phases. Table 5.2 could explain this fuelling
effect by a decrease of the product between the implantation flux density and the mean implantation
range of ions and atoms. This phenomenon also occurs in the simulation at the transition from H-
mode to L-mode in the low energy traps of the first-wall and has been attributed to the decrease of
the impact energy of both ions and atoms between the two phases. Such decrease of the impact energy
could be responsible for the experimental release of particles in JET-ILW as the power injected into
the plasma strongly decreases due to the NBI power cut-off.

However, the amplitude of the D release in the simulation (~ 0.003 x 10?2 D in figure 8.b) is way
below the one experimentally observed! (~ 9.0 x 1022 D). This is due to the low detrapping energy of
the traps involved in the dynamics observed in the simulation (trap 1 with Eg;1 = 0.85 €V and trap
2 with F4¢2 = 1.0 €V) which entails almost empty traps in the first-wall during both phases. Also
these traps cannot store such amount of D due to their very low trap densities (< 0.1 at.%). Even the
trap 3, with Egt 3 = 1.5 ¢V and a trap density of 15 at.% in the implantation zone, does not retain
sufficient D in the first-wall (~ 4.0 x 10?2 D at the end of the fourth discharge). This indicates that
the JET-ILW first-wall may have traps with detrapping energy between 1.0 eV and 1.5 eV, and with
a higher density in the implantation zone. Beryllium may contain such traps as:

(i) it is known to store hydrogen up to a concentration of ~ 30 at.% in the implantation zone
[8], i.e. a density four times higher than the one considered in the simulation.

(i4) almost 75 % of this inventory desorbs at low temperature (between 400 and 500 K) as
observed in thermo-desorption spectrometry of hydrogen-implanted beryllium [10, 11, 12]. This
low-temperature desorption peak has recently been qualitatively reproduced by a desorption
model of hydrogen adsorbed at the beryllium surface, with recombination activation energy of
1.0 eV [23].

Please note that the dynamics observed in the simulation would not have been modified by such kind
of traps. Indeed, the parameter fggtLlK does not depend on the trap density (cf. equation 7). As a
consequence, the trap retention dynamics (pumping or fuelling of D) observed in the simulation are
independent of the trap density. However, the amplitude of these dynamics as well as their kinetic
strongly depend on that density. Only simulations with DWE can give an idea of both amplitude and

rate of these dynamics.

8 Conclusions.

The Dynamics of Wall Elements (DWE) code is able to simulate the hydrogen isotopes retention at the
scale of fusion devices, during and between discharges. The architecture of DWE has been introduced
as well as its interaction with the SolEdge-EIRENE code, which provides the implantation quantities to
DWE along the device wall. DWE is composed of two internal codes: (i) WE-temp, which determines
the wall temperature, and (i) MHIMS, which determine the transport, trapping and desorption of
hydrogen isotopes in the wall material.

In this work, four consecutive pure deuterium discharges are modeled and analysed with DWE. These
discharges are identical and present a transition from a H-mode phase to a L-mode phase, which induces
strongly different plasma-wall interactions. A 30 min resting time (without plasma) was also simulated
between each discharge. Each phase of the discharge was simulated with SolEdge-EIRENE, providing
the implantation quantities as fixed inputs to DWE during the duration of each phase. Due to the

!The amplitude of the D release experimentally observed in the JET-ILW in reference [2] may be overestimated by
the underestimation of the effective pumping speed of the divertor cryopump which is know to be pressure-dependent.
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lack of suitable retention model and parameters for deuterium-beryllium interaction, this simulation
has been performed in the JET tokamak considering a full tungsten wall.

For the thermal dynamics, the temperature evolution is similar from the second discharge which
indicates that an equilibrium has been reached between the energy accumulated by the tiles during
the discharge and the energy evacuated between discharges. The highest temperatures are found in
both strike-points during the H-mode phase (350 °C at the inner strike-point, 500 °C at the outer strike-
point), where high heat fluxes are deposited. During the L-mode phase, the plasma is detached, the
heat flux is lower at both strike-points and the wall temperature strongly decreases by heat conduction
in the PFC depth. The first-wall and the remote areas of the divertor remain at their base temperature
(200 °C and 50 — 70 °C respectively) during all the discharge due to the low heat flux density to which
they are exposed.

The simulation reveals retention dynamics in traps with low detrapping energy. These dynamics were

explained by a simple parameter, the bulk filling ratio of the trap at steady-state, fs]%gt{“iK, which was

BULK

stat;  presents a ratio between the detrapping frequency from trap

i (Vay.i), which only depends on the material temperature, and v2Y“8 or maximum bulk trapping
frequency, which only depends on the implantation conditions (flux densities and mean implantation
ranges). The comparison between vq, ; and vBULK enables to highlight the process that dominates the
interaction between deuterium and traps (trapping or detrapping). The retention dynamics observed
in the simulation are the following. (i) First, a release of deuterium is observed at the vicinity of
both strike-points at the end of the H-mode phase. This dynamics is explained by an increase of the
wall temperature at both strike-points, leading to an increase of vq;; during this phase: detrapping
from trap with low detrapping energy becomes more favourable than trapping and this trap releases
deuterium. On the contrary, during the subsequent L-mode phase, the wall temperature at the strike-
points decreases, vgt; decreases leading to retention by filling of this trap. Such transient release
of deuterium has been observed in JT-60U with a carbon wall during long and high-power-heated
discharges [4]. However, it occurred at a higher temperature of ~ 900 K in JT-60U as deuterium
is know to desorb at higher temperature in carbon. () Secondly, a release of deuterium from the
first-wall is observed at the transition between the H-mode and the L-mode. Such dynamics cannot
be attributed to change of wall temperature as the first-wall remains at its base temperature (200 °C)
during the whole discharge and v4 ; remains constant. This dynamics has been attributed to a decrease
of the implantation energy of deuterium between the two phases, as it entails a shallower implantation
of deuterium and therefore a decrease of vBVME: trapping becomes less favourable than detrapping
and traps with low detrapping energy release deuterium. This offers a possible explanation of the
strong transient release of deuterium experimentally observed in the JET-ILW at the NBI cut-off
during high density H-mode discharges [2]. The quantity of detrapped deuterium in the simulation
(~ 0.003 x 10?2 D) is below the one experimentally observed [2]. This underestimation is attributed to
the consideration of tungsten first-wall as beryllium is known to host traps with densities four times
higher than the one considered in the simulation. It suggests that beryllium may be responsible for
the strong dynamic retention observed in the JET-ILW

introduced in reference [27].
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Appendix A: SolEdge-EIRENE simulations set up.

The H-mode and L-mode stationary phases of discharge #JPN89044 are modelled with the SolEdge-
EIRENE edge-plasma transport code to obtain plasma backgrounds representative of the experimental
ones. The simulation inputs for both phases are consistent with the experimental values. First, the
cross-field transport coefficients for particle and energy are automatically set up to fit experimental
reference upstream profiles of density and temperatures (taken at the JET outer mid-plane) obtained
with Thomson Scattering measurements during each phase of #JPN89044. For the H-mode phase,
only inter-ELM profiles are considered since the modelling of the ELM transients is not conceivable
due to its computational cost. The profiles of density and temperature are also automatically shifted
with respect to the magnetic separatrix in order to force the Scrape-Off Layer (SOL) input power
(PsoL) to match the experimental one (Psor, = Pin — Prad,core With Py, the input power and Prag core
the radiative power in the plasma core. Psoy, is equal to 10 MW for the H-mode phase and 2.5 MW for
the L-mode phas). The experimental fuelling rates and locations (cf. section 2) are respected and the
NBI fuelling is considered during the H-mode phase. A Be first-wall (from 1 — 2 clockwise in figure
2) and a W divertor (from 2 — 1) are considered for particle reflection properties. A Be surface is also
assumed on the top of HFGC tile and tile 1, in agreement with post-mortem analysis that revealed
the presence of a thick (up to 40 pm) Be co-deposit layers in this zone of JET-ILW [30]. A molecular
recycling coefficient (R, cf. reference [27]) of unity is considered everywhere in the wall (under the
assumption that plasma conditions are weakly dependent on R,,), except in the two divertor throats
(where the pumping ducts are located). A specified value is set there in order to force the pumping
flux, Qpump, to ensure a stationary particle balance (Qinj + @NBr = Qpump) in the simulations.

Appendix B: General equation of WE-temp and example of
calculation of a PFC temperature.

We herein demonstrate the general equation of WE-temp, equation 4. One will focus on the resolution
of the Duhamel integral 1 (the PFC step response calculation will be addressed in appendix C). To solve
this convolution integral, one will use the property of Laplace transform w.r.t. that type of integral.
First the Laplace transform F(p) of a function f(¢) has to be introduced:

+oo
LU =Fe) = [ e 9)
0
where p is the Laplace transform variable (complex number). The inversion formula is:
1 1 TR
LW =0 =5 [ (10)
UK y—1%-00

where v is a real number so that the contour path of integration is in the region of convergence of

F(p).
First, from equation 1, we can define the temperature variation AT;(s,x,t):

t
ATi(S,.’E,t) :Ti(svxvt) - Ti(S,.’E,O) = /@net(sa’r)
0

o

; S, &t —1T)

ot

dr (11)

We can then calculate the Laplace transform of AT; using the properties of the Laplace transform
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w.r.t. convolution and derivative of function [14]:

LAT (s, 2,1)] = L [buei(s,1)] - & [W}

12
— 2 lbus(sst)] - (2[5 (5,2,1)] + T224550) ) .

= &L [bnet(s, )] - pL [T P (s, 2, t)]

where the initial condition 2e has been accounted.
The Laplace transform of @, defined in equation 3, can easily be obtained from Laplace transform
table [14]:

N¢(s t)
L [ Bet(s,1)] Z Adr(s)L [H(s, t — ti(s))]
13
N¢(S t) 7tkp ( )
Z Ay (s
Equation 13 can be introduced in equation 12.
N¢ S t) —t
Z [ATi(va’t)] = Z A(z)k pZ [Tistep(&x’t)]
14
N¢(S,t) ( )
- Z (Agr(s)e™ P L [T P (s, 2,t)])
k=1
AT; can be obtained by inverting equation 14 using table of inversion [14]:
Ng(s,t)
ATy(s,z,t) = L1 Z (A(bk(s) t’“pi”[ SteP(s,x,t)])
k=1
N¢(S,t)
= Z (Agy(s)L ! {e g [Tftep(s,x,tﬂ } (15)
k=1
Ny (s:t)

Z Ay (s)T7"P (s, 2, — tr(s))
Equation 15 can be inserted in equation 11 to recover WE-temp equation 4a.

To illustrate the calculation of the temperature using equation 4, an actively-cooled ITER-like monoblock
made of three material layers is considered (cf. figure 5). The PFC material specifications are shown
in table 9. The different layers are assumed to be in perfect contact (R., = 0). The considered heat
convection coefficient is h = 36352 W.m~2.°C~* [13].

This PFC is submitted to a uniform net heat flux density ¢ne; displayed in figure 13.a in black solid
line. Due to its uniformity, ¢net is not function of s, and the s coordinate will be omitted in the
following. ¢net can be decomposed in three step changes (cf. figure 13.a): A¢; = +2 MW.m~2

t1 =1 s (red area), Agy = +1 MW.m™2 at t = 3 s (green area) and Agpz = —0.5 MW.m 2

t3 =4 s (blue area). According to equation 15, the surface temperature variation, ATy (0,t), is equal
to the sum of the surface temperature variations AT} (0,t), ATZ(0,t) and AT{(0,t) respectively due
to the three step changes A¢p1, Ags and Agps:

ATy(0,t) = ATE(0,t) + ATZ(0,t) + AT3(0,t)

16
ATy (0,1) = AG TSP (0,1 — 1) 4+ ApoT5P(0,t — to) + AdsTIP(0,t — t3) (16)
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Layer number ~ Material ~ Thickness e; (mm) \; (W.am='.°C™") ¢, (Jkg='.°C™") p; (kg.m™?)

1 W 11 165 132 19279
2 Cu OFHC 1 377 387 8720
3 CuCrZr 1.5 320 376 376

Table 9: Technical specifications of the PFC considered in the example of surface temperature calcu-
lation. The material thermal properties are taken at 100 °C.

where the step response values Tftep(O, t — ti) are calculated through inversion of equation 36. This
calculation is illustrated in figure 13.b.

35 T T T T T T 300 T T T T T T
— A¢1 (a) - AT:(O,t) (b)
___A¢ —ATA
N _A¢2 250l ATHOH
5 3 —AT0H
— Pnet — AT, (0
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Figure 13: (a) Time evolution of the net heat flux density ¢ner (black solid line) imposed to a PFC
made of three material layers (cf. table 9 for the layer specifications). ¢net is decomposed in three step
changes A¢y, depicted in colored areas in (a). The corresponding temperature variations AT (0, ) are
displayed with the same colors for an actively-cooled PFC in (b). The overall temperature variation
at the PFC surface AT;(0,t) (black solid lines) is the sum of these three temperature variations.

Appendix C: PFC step response calculation through the quadrupole
method.

This appendix focuses on the calculation of the PFC step response 15" (s, x,t — t4(s)) in the general
equation of WE-temp 4. For the sake of clarity, the s coordinate will be omitted in the following
derivation as it only refers to the considered PFC. To calculate it, the auxiliary system 2 needs to be
solved.

First the heat equation in one given material layer i, equation 2a, is solved. To simplify the calculation,
the following change of coordinate X; = x — x;_1, which depend on the considered material layer, is

used:
aT,istep(Xi, t) B )\ aZEstep

iCp; i 1
p Cp; ot aXi2 ( 7)
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One can now apply the Laplace transform to that equation:

Fore ‘ |
e (Xup) = o (1 (Xi.p) —~ T270))

aZe:tED D ,ste
W(me) = ;eit p(Xz‘ p)

(18)

where 65" is the Laplace transform of 77" and a; = \;/(picp,) is the material heat diffusivity. The

initial condition 2e has also been accounted. Such differential equation has the following solution:
05"P (X, p) = k1(p) cosh(c; X;) + ka(p) sinh(a; X;) (19)
where a; = y/p/a; and k; and ko are two functions of p. Now one will remember the Fourier law of
heat conduction, which relates the mean heat flux density in the material ¢; with the temperature:
step
i
0X;

Gi(Xit) ==\ (Xi,p) (20)

The Laplace transform can also be applied to that law:

00;*P

Bi(Xi,p) = =\
(Xi,p) e

= =Xk (p) sinh(a; X;) — M ka(p) cosh(a; X;) (21)

where @; is the Laplace transform of ¢;. Both equations 19 and 21 can be written at X; =0 (z = x;_1)
and X; = ¢; (v = x;):

0:"?(0,p) = k1(p)
2;(0,p) = —Aiaika(p)

05"P(e;,p) = k1(p) cosh(aze;) + ko (p) sinh(aye;)
Pi(ei,p) = —Aiaiki(p) sinh(cie;) — Aiaikz(p) cosh(ae;)

(22)

After some algebra, one can eliminate k; and ko to obtain the following expression relating Oftep and
@, at the boundaries of the material layer (at ¢ = 2,1 and = = x;):

1
<9§tep(93i—1,p)> _ | cosh(ases) S~ sinh(ase;) (Gitel)(fﬂi,p)> (23)

Pi(wi-1,p) Aia; sinh(ae;) lcésh(aiei) i@, p)

Mmat,i
Minat,i is called the quadrupole matrix of the material layer [15].

The same method can be used to treat the interface boundary condition between two adjacent layers
(equation 2c). Applying Laplace transform, this equation becomes:

eitep(l’iap) = ej_t‘_ef(x“p) + Rci¢i+l($i7p) (24)
P(x,p) = Piv1(wi,p)
which can be written in the following matrix form:
(ajtep(mi, p)) _ (1 Rci> <9jff(xi, p)) (25)
P;(zi,p) 0 1 Div1(zi,p)
————

Minterﬁi
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Mintersq is the quadrupole matrix of the interface [15].

Now the N successive material layers of the PFC will be addressed. First the equation 25 can be
inserted in equation 23:

G:tep(xi,l,p) = Mynar.i Mint i :f{)(x )
éi(xi—lzp) mat,t interf,i dsz-i—l(m ) (26)
(L, ()
Di(xi-1,D) . Pit1(zi,p)
Miqy,i is the generalised quadrupole matrix of a given material layer:
hose) - sinh(oe;) + Re, cosh(age) P
cosh(a;e; —— sinh(aye; . cosh(a;e;
Miay,i(p) = i ' Y (27)
iy sinh(aiei) COSh(Oéiei) + Rci i sinh(aiei) ai
One can note that if R., = 0, Mqy,; is equivalent to M,,q¢;. Therefore, if one sets R., = 0, an

expression between 65 and ®; at the boundaries of the PFC (at = 0 and = = L,) is obtained
through matrix multiplication of the N matrices Mjqy ;:

01(0,p)) _ , 08" (Ls,p)
< @1(0727) - Mlay,l Mlay,2 Mlay,z Mlay,Nfl Mlay,N ¢N(Lz7p) (28)

Equation 28 is a general expression stating the heat transfer through the whole PFC. It does not
depend on the type of heat exchange with the surrounding. To do so, one needs to address the B.C.
at the top and rear surfaces of the PFC. First, to address the rear B.C (at z = L,), equation 2d must
be detailed. If one notes ¢, the heat flux density evacuated in the cooling system, this equations
becomes:

(bN (Lfbv t) ¢cool( ) Tbtep(Lm t) (29)

By applying Laplace transform and considering .., as the Laplace transform of ¢..;, equation 29
becomes:

ste 1
01\t/ p(Lzap) = Egzjcool(p)

@N(anp) = gpcool (p)

which can be written in the following matrix form:

() - (; %) (srm) (31)

—_———
Mcool

(30)

where M,y is the quadrupole matrix of convective B.C. [15]. One can note that M., is equivalent
t0 Minterp,n by setting R., = 1/h. Therefore a quadrupole matrix of the whole PFC with N layers
can be defined:

S| =

A BN N
Mo (p) = (PFc(p) %Fc(p)) [ My R = (32)
=1

CPFC () Dprc(p)

M ch links the Laplace temperature and heat flux density at the top surface of the PFC with the
Laplace temperature and heat flux density of the cooling system. By considering equations 28, 32 and
31, this yields to:

(o) = tve (0, 50) = (el DRel) o)
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By developing equation 33 and eliminating @.,0;(p), one also obtains a direct relation between the
Laplace temperature and heat flux density at the PFC top surface:

N
70.0) = PR B 0.0 (34)

Eventually, @1 (0, p) can be obtained from the B.C. at the PFC top surface (equation 2b) and Laplace
transform tables [14]:

1
which can be substituted in equation 34:
1 BY
Hitep(a )= - I;Fc(p) (36)
p Dppc(p)

Therefore, to obtain the temperature at the PFC surface, the values of the step response at the PFC
top surface in the general equation of WE-temp (equations 4), 77" (s,0,t — t,(s)), can be calculated
by inverting equation 36 using the inversion formula 10. This integral cannot be calculated analytically
but can be estimated numerically using an appropriate algorithm. In WE-temp, such inversion is done
using the De Hoog’s algorithm [17].

The previous analytical development was focused on the calculation of the surface temperature. To
obtain the temperature profile in the first material layer (the layer where the temperature is needed
for MHIMS), one only has to consider a first material layer with a thickness e} (xz) = e; — z. In that
case, the quadrupole matrix of the first material layer is:

for0 <z <es:

cosh (a1 € (z)) la sinh (a1€) (x)) + Re, cosh (ay €} (z)) (37)

Ml/ay,l(x’p) = 1
Araq sinh (€)(z))  cosh (a1€)(x)) + R, A1 sinh (o €) ()

and a quadrupole matrix of the whole PFC can be defined:

for0 <z <es:

N
1
MgFC,l('rvp) = Migy 1 (z,p) + HMlay,i » Rey = h (38)
i=2

N _ AgFC,l(xvp) B]Pchtl(‘rvp)
MPFCJ(%p) B (Cchg(xap) DgFC71(x7p)>
One can note that this quadrupole matrix is equivalent to the one of the full PFC, M gFCv when z is
set to 0.
Now the Laplace temperature at a depth z, 65" (z, p), will be obtained by analogy with the analytical
study for the Laplace surface temperature 6P (0, p). MD, rc.1 (2, p) links the Laplace temperature and
heat flux density at the depth z with the ones of the cooling system:

(iiéﬁf)ﬂ)) _ Mppc,(,p) (qscogz(p)>

(eitep(xap)>: (Achg(x,P) Bch,l(x,p)>< 0 )
P1(x,p) DBpca(x:p) DEpca(,p)) \Peoot (1)

By developing equation 39 and eliminating ®...;(p) using equation 33, one also obtains a direct relation
between 03P (x, p) and the Laplace heat flux density at the PFC top surface 1(0, p):

(39)

BgFC,l(x’p)

eitep (x, p) = DgFC (p)

®41(0,p) for actively-cooled PFCs (40)

31



One can substitute the expression of @1(0,p) (equation 35) in equation 40 to obtain the general
expression for 6P (x, p):

1 BRpeq(,
for 0 <z < ey Hitep(:c,p) = 713?/0,71(?)
p DPFC(p)

(41)
Again, to obtain the temperature at a depth z, the values of the step response at a depth z in the
general equation of WE-temp (equations 4), T5*P (s, x, t—t4(s)), are calculated by inverting numerically
equation 41 using the inversion formula 10. As in the case of the surface temperature, theses inversions
are done using the De Hoog’s algorithm [17].

Appendix D: Thickness of PFC materials and initial PFC tem-
perature considered for the DWE simulation.

The JET PFCs have complex geometries. In WE-temp, they are modelled assuming a simpler slab
geometry. To recover thermal characteristics of this type of PFCs, we can adjust the thickness of the
materials. An equivalent slab geometry of the PFC is set by defining an effective thickness for the
main material layer (Be for first-wall PFCs, CFC for inner and outer divertor tiles and W for the tile
5 stacks). This effective thickness, e, is calculated as follows, et = Viile/Awetted, Where Vije is the
tile volume and Ayetteq is the wetted surface of the tile [13]. For each PFC, Vijo and Ayetted are taken
from Computer Assisted Drawings. The values of e, range from 2 to 5 cm. This procedure enables
the different zones where the heat flux density is uniform to experience a good inter-pulse temperature
increase plasma after plasma (provided that the energy accumulated by the tile, given by the SolEdge-
EIRENE simulation, is correct) [13]. In tile 3 and tile 5 Stack C hosting the strike-points, the heat flux
density is peaked and reaches a high value. To avoid inter-pulse over-heating, their effective thickness
has been increased to 20 cm for the CFC layer and for the W layer respectively [13].

Moreover, the initial temperature of the different PFCs, Ty(s) in equation 4, is taken at the start of
the day of operation from thermocouple measurements for the divertor region, leading to temperatures
ranging between 50 and 70 °C. Such measurements are not available for the first-wall PFCs. They are
considered at the minimum working temperature of the JET-ILW first-wall, i.e. 200 °C. Eventually,
the value of the material thermal properties (thermal conductivity, specific heat and material density)
have been considered at the closest temperature to the initial temperature of the different regions of
the vacuum vessel [31].

Appendix E: Materials set-up for the DWE simulation.

The free-parameters of the MHIMS equations considered for the DWE simulation of D plasma dis-
charges in a full-W JET tokamak are summed up in table 10.

A Dirichlet boundary condition at the rear surface is considered (cf. equation 5d) as the simulated
depth of the material (0.1 mm) is high enough to ensure that no mobile deuterium reaches this surface
in the time period of the simulation.

Regarding the W traps that can accommodate D, the detrapping energies and trap density profiles
defined by Hodille et al. [20] are used. They were obtained through fitting with the Reaction-Diffusion
code MHIMS of the experiment of D implantation in W followed by thermal desorption spectrometry
made by Ogorodnikova et al. [26]. Three traps are considered: two intrinsic traps and one trap induced
by plasma irradiation. Their profiles and respective detrapping energies are displayed in figure 14. The
intrinsic traps 1 and 2 have a flat depth profile and were respectively attributed to dislocations and/or
iron impurities and to grain boundaries. The plasma-induced trap 3 presents two damaged zones: a
highly damaged zone in the implantation zone, attributed to thermodynamic formation of vacancies
[35] and often referred to as super-saturated layer, and a damaged zone extending in the depth of
the material, which could be attributed to vacancies filled with light impurities originating from the
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DIFFUSION

Parameter Value From
Dy 1.9 x 1077/v/Am?s~' Density Functional Theory [32]
Eaitr 0.2 eV Density Functional Theory [32]
A= mD/mH 2 —
TRAPPING

Parameter Value From
v, Do/Aw” —
Aw 111.7 pm Experiment [33] and Density Functional Theory [32]
.. 0.2 eV —
ns 6pw Density Functional Theory [32]
P 6.3382 x 10% m 3 [34]

DETRAPPING
Parameter Value From
o 107 51 -

Table 10: Parameters of the Reaction-Diffusion equations considered for the DWE simulation of D
plasma discharges in a full-W JET tokamak.

plasma (carbon, oxygen) as suggested by experiments [36, 37]. Two sets of trap distribution were
used to model massive W in MHIMS: one in the divertor region and one in the first-wall region (cf.
figure 2, from point 2 to point 1 clockwise). The difference between the sets lies in the definition of
the plasma-induced trap 3 to account for different plasma-wall interactions in the two regions. For
both wall regions, we consider that the damaged implantation zone has reached its saturation value
defined by Hodille et al. [18], i.e. 15 at.% of W. However, the extent of this damaged zones differs in
the two regions of the wall. In the divertor, it is considered that the implantation zone extends up to
30 nm which corresponds to the maximum implantation range of 1 keV D in W. Such implantation
conditions can be found in the divertor during ELM events. For the first-wall region, this damaged
region extends up to 20 nm which corresponds to the maximum implantation range of 0.5 keV D in
W. One can expect that, during H-mode plasma, charge exchange neutrals with such energy escape
from the pedestal region and hit the first-wall. Regarding the bulk part, its depth extent is linked to
diffusion of impurities in the depth of the material. The higher the W working temperature is, the
deeper the impurities diffuse and the deeper trap 3 is created [20]. In this simulation, it was assumed
that the divertor had experienced a working temperature of 1000 ‘C during plasma operation while the
first-wall was maintained at its base temperature of 200 “C. This difference of working temperature
leads to a deeper trap 3 density profile in the divertor than in the first-wall (cf. figure 14). Such traps
definition is representative of W that has experienced hours of plasma operation.
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Figure 14: Density profiles of traps and related detrapping energies used in the DWE simulation of D
plasma discharges in a full-W JET tokamak. The densities are expressed in atomic fraction of W (%).
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