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Abstract

For finite size Markov chains, the Donsker-Varadhan theory fully describes the large de-
viations of the time averaged empirical measure. We are interested in the extension of the
Donsker-Varadhan theory for a large size non-equilibrium system: the one-dimensional sym-
metric simple exclusion process connected with reservoirs at different densities. The Donsker-
Varadhan functional encodes a variety of scales depending on the observable of interest. In
this paper, we focus on the time-averaged two point correlations and investigate the large
deviations from the steady state behaviour. To control two point correlations out of equilib-
rium, the key input is the construction of a simple approximation to the invariant measure.
This approximation is quantitative in time and space as estimated through relative entropy
bounds building on the work of Jara and Menezes [JM18].

1 Introduction
For a fluid in thermal equilibrium, spatial correlations are expected to have fast decay, in such a
way that, roughly speaking, each macroscopic portion of the fluid is basically independent from
the rest. For fluids driven out of equilibrium, e.g. by contact with reservoirs at two different
temperatures, the picture is quite different: the fluid settles in a steady state where heat and/or
matter are transported at a macroscopic level. The transport induces long-range correlations,
which can be modelled by a variety of approaches and that have been observed experimentally,
see [Spo83][Gar+90] and references therein. These general predictions are part of the results of the
Macroscopic Fluctuation Theory (see the review [Ber+15]), which proposes a framework to study
out of equilibrium fluids at a macroscopic level.

The derivation, from a microscopic model, of the steady state correlations, which are of a gen-
uinely dynamical nature, is usually a difficult problem. Rigorous results are mostly obtained for
certain simple interacting particle systems on a lattice. The Symmetric Simple Exclusion Pro-
cess connected with reservoirs (henceforth open SSEP) is a paradigmatic example for which this
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correlation structure can be analysed [Der+05][LMO06]. In the open SSEP, defined in Section 2,
particles follow symmetric random walks interacting by an exclusion rule on a finite subdomain
of Z. Reservoirs pump particles in and out of the system, fixing a certain density of particles in
their vicinity. When reservoirs are at the same density, the open SSEP dynamics is reversible.
However, when connected with reservoirs which enforce a different density of particles, this dy-
namics settles in long time in a non-equilibrium steady state, characterised by a macroscopic
current of particles. The strength of this current is proportional to the density difference between
the reservoirs [Spo83][ELS90][FLM11]. Two-point correlations in the steady state are known ex-
actly [Spo83], as well as all higher cumulants [DLS07][Der07][DR13] in dimension one. The cor-
relation structure of the steady state of the open SSEP is conjectured to be representative of a
large class of out of equilibrium systems [Spo83][Ber+15]. However, much less is known rigorously
about steady state correlations for general lattice gases.

Our goal is to estimate the asymptotic probability of observing a correlation structure that
is different from the one of the steady state, thereby also gaining information on this invariant
measure. When the value N of the scaling parameter is fixed, this question has already received
a comprehensive answer by Donsker and Varadhan [DV75]. For a general, irreducible Markovian
dynamics on a finite state space ΩN , they study the time empirical measure π̃T , defined for each
T > 0 as a probability measure on the configuration space ΩN by:

∀η ∈ ΩN , π̃T =
1

T

∫ T

0

δηtdt. (1.1)

The quantity π̃T (η) then corresponds to the proportion of time spent at a configuration η ∈ ΩN .
A full large deviation principle with speed T and rate function INDV is then provided in [DV75]
for the time empirical measure π̃T , in the sense that, if µN is a probability measure on ΩN and P
denotes the probability associated with the dynamics:

lim
T→∞

1

T
logP

(
π̃T ≈ µN

)
= −INDV (µN), (1.2)

where ≈ means proximity in the weak topology of probability measures on ΩN . The rate func-
tion INDV vanishes only at the invariant measure πNinv of the dynamics, and is defined through a
complicated variational problem involving the generator L of the Markov chain:

INDV (µN) := sup
h:ΩN→R

µN
(
e−h(−L) eh

)
. (1.3)

We are interested in the macroscopic behaviour of the system, i.e. the large N limit of the
probability in (1.2). To obtain these asymptotics, one possibility is to study the limit of (1.3) when
N → ∞. When the underlying dynamics is reversible, this can be carried out: the variational
problem (1.3) can be solved, and INDV is expressed in terms of the Dirichlet form of the dynamics
(see Section 2.2 below). Such computations are carried out in Section 2.2, in the case of the open
SSEP with reversible dynamics (where the scaling parameter N is roughly the number of sites in
the model). These computations highlight an important fact: one cannot naively take the large N
limit in (1.2) without losing information, because not all the information contained in a measure
µN is stored at the same scale in N . By this we mean e.g. that observing a macroscopic density

2



different from that of the steady state, or observing different two point-correlation but with the
same density, are not events that have the same scaling in terms of N . Informally, it is shown
in Section 2.2 that observing a macroscopic density profile different from the one of the invariant
measure in the reversible open SSEP has a probability that scales like e−TN−2·N in the large T , then
large N limit, up to sub-exponential corrections. In contrast, changing the two-point correlation
structure only requires a cost of order e−TN−2 . To study the scaling limit of (1.2), one therefore
has to choose a scale. Out of equilibrium, the rate function INDV is not known explicitly, and the
equilibrium heuristics cannot be used, but we prove in Theorem 2.3 below that scales are still
separated in the same way.

In this article, we focus on the scale corresponding to two-point correlations, and quantify the
probability of observing anomalous two-point correlations in the one dimensional, out of equilib-
rium open SSEP in the large T,N limits. We establish a large deviation principle for the time-
averaged two-point correlation field, in Theorem 2.3 below. We do not start from the Donsker-
Varadhan asymptotics, but instead provide quantitative estimates on the dynamics, as a function
of time and the system size. Note that density large deviations are well understood since the
seminal paper [KOV89] (see also Chapter 10 of [KL99] for a review). The main difficulty of the
article is to generalise these ideas to the estimate of two-point correlations, that are objects living
on a much finer scale than the density. To illustrate this, recall that the two-point correlations
in the steady state of the open SSEP are long range, and scale like O(N−1), compared to ON(1)
for the density of particle at a given site. For this reason, and while model-dependent estimates
on correlations have been obtained e.g. in [Spo83][Der+05][LMO06][Gon+20], to our knowledge
there is no general method to study the out of equilibrium behaviour of the two-point correlation
field in the long-time, large N limits.

The proof of our result on two-point correlations, Theorem 2.3, builds upon a refinement of the
relative entropy method obtained by Jara and Menezes [JM18]-[JM20]. This method, originally
introduced by Yau [Yau91], consists in quantifying, at each time and in terms of the relative
entropy, the proximity of the law of the Markovian dynamics in an interacting particle system
with a known reference measure. The idea behind the method is that, locally, the dynamics in
large microscopic boxes equilibrates much faster than the typical time-scale at which the system
evolves macroscopically. If one has an ansatz for the evolution of macroscopic variables of interest,
say, henceforth, the density in a lattice gas; one then expects that the corresponding microscopic
variables, when averaged over a sufficiently large microscopic box, are close to their macroscopic
counterpart. This property, known as local equilibrium, has recently been shown quantitatively
even for mesoscopic boxes, see [Gon+22].

From the local equilibrium heuristics, one can build a reference measure in terms of the evolution
of the macroscopic density only. If one is interested in the evolution of the macroscopic density or
its fluctuations, it can be shown that local equilibrium holds and this reference measure is indeed
a good enough approximation of the law of the dynamics, see Chapter 6 in [KL99], [JM18] and
references therein. In particular, the reference measure does not need to contain any information
on correlations.

To study two point correlations, however, the reference measure has to also contain informa-
tion on the dynamical correlations. Adding such a correlation term in the reference measure is
our key input. In the case of the open SSEP, since density fluctuations around the typical density
profile at each time (and in the steady state [LMO06]) are known to be Gaussian [JM18], our
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candidates for reference measures are discrete Gaussian measures, see (2.58). One expects that
a good choice of discrete Gaussian measure will contain all leading order information about two
point correlations. This statement is made precise in Theorem 2.6 where we obtain, for a family of
exclusion dynamics that occur in the proof of the large deviation result of Theorem 2.3, a charac-
terisation of long time, large N correlations as the solution of a certain partial differential equation.

The approach used in this paper is not restricted to the symmetric simple exclusion process.
Much like the usual relative entropy method, it can be used for a large class of one-dimensional
diffusive interacting particle systems satisfying the so-called gradient condition (see Section 8
in [JM18]). There are however some technical difficulties to be expected when generalising the
present approach. All these points are discussed further in Section 2.6.
Let us however mention that, at equilibrium, the behaviour of various n-point correlation fields
has come under much scrutiny in the past few years. In [Ass07], a two-point correlation field is
studied in the SSEP on Z. It is not the same object as in [GJ19], where two point correlations
are studied on the one-dimensional torus as a means to defining squares of distributions arising
in certain ill-posed stochastic partial differential equations. In [ACR21] and [CS21], interacting
particle systems enjoying a self-duality property are investigated in all dimensions. In that context,
equilibrium fluctuation fields involving n-point functions are investigated for any n.

In the same direction but using different techniques, long time large deviations for the density
and the current have recently been considered in [BGL21]. Both the long diffusive time limit start-
ing from the dynamical large deviation functional, and the long time, then large N limits using
Donsker and Varadhan’s formula are investigated. This last limit is the same as the one studied in
the present article at the level of two point correlations. The approach is however different: here,
we provide a quantitative (i.e. non asymptotic) control on the dynamics at the microscopic level.
On the other hand, in the case of the density and the current, the microscopic model considered
in [BGL21] may have dynamical phase transitions. To capture this very subtle phenomenon, the
Donsker-Varadhan variational principle (1.3) in [BGL21] is solved indirectly in the large N limit,
by looking at large deviations at process level (so-called level 3 large deviations), then using a
contraction argument. A related paper by the same authors [BGL22b] uses a similar approach in
the settings of diffusions with small noise. Note that different kind of asymptotics for the Donsker-
Varadhan functional have been considered, e.g. to study metastability [BGL22a; Lan22].

The rest of the article is structured as follows. In Section 2, we present the model and results.
Section 3 gives the main microscopic tool for the study of two-point correlations: the relative
entropy estimate when the reference measure is a certain discrete Gaussian measure. Proper-
ties of these measures are established in Appendix A. The relative entropy bounds allow for the
computation of the Radon-Nikodym derivative between the open SSEP and the tilted processes
introduced to estimate rare events. This requires sharp estimates collected in the appendices. The
large deviations are then established, in Section 4 for the upper bound, and 5 for the lower bound.
For the lower bound, control of the open SSEP dynamics in long-time is obtained via the study of
certain Poisson equations. Well-posedness of these equations is investigated in Appendix F, while
Appendix E gathers useful topological facts.

Acknowledgements: This work has been motivated by many discussions with Bernard Derrida
on the structure of correlations in non-equilibrium particle systems. We are extremely grateful to
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him for sharing his insights. We would also like to thank Stefano Olla for very useful suggestions
and discussions at various stages of the writing process.

2 Notations and results

2.1 Notations and definition of the microscopic model

2.1.1 The microscopic model.

For N ∈ N∗, let ΛN := {−N + 1, ..., N − 1} and ΩN = {0, 1}2N−1. Elements of ΩN , denoted by
the letter η, will be called configurations. We say that there is a particle at site i ∈ ΛN if ηi = 1,
and no particle if ηi = 0. The variable ηi is called the occupation number (of site i). On ΩN , we
consider the dynamics given by the Symmetric Simple Exclusion Process connected to reservoirs
at position ±N (henceforth open SSEP), which we now describe. For a survey of particle systems
in contact with reservoirs, we refer to [Der07; Ber+15].

Let ρ− < ρ+ ∈ (0, 1) be the densities of the left (for ρ−) and the right (ρ+) reservoirs. The
open SSEP is defined through its generator N2L := N2(L0 +L−+L+). It is made up of two parts,
the bulk and boundary dynamics, corresponding to L0 and L± respectively. The operators L0 and
L± act on f : ΩN → R as follows:

∀η ∈ ΩN , N2L0f(η) =
N2

2

∑
i<N−1

c(η, i, i+ 1)
[
f(ηi,i+1)− f(η)

]
, (2.1)

N2L±f(η) =
N2

2
c(η,±(N − 1))

[
f(η±(N−1))− f(η)

]
. (2.2)

Above, the jump rates c are defined, for each η ∈ ΩN , by:

c(η, i, i+ 1) = ηi+1(1− ηi) + ηi(1− ηi+1), i < N − 1,

c(η,±(N − 1)) = (1− ρ±)η±(N−1) + ρ±(1− η±(N−1)), (2.3)

and for i, j ∈ ΛN and η ∈ ΩN , the configurations ηi and ηi,j read:

ηi` =

{
η` if ` 6= i,

1− ηi if ` = i,
ηi,j` =


η` if ` /∈ {i, j},
ηj if ` = i,

ηi if ` = j.

(2.4)

We write Pη,Eη for the probability/expectation under this dynamics starting from η ∈ ΩN .

2.1.2 The invariant measure and the correlation field.

For each N ∈ N∗, let πNinv denote the unique invariant measure of the open SSEP. If ρ+ = ρ− = ρ ∈
(0, 1), πNinv is simply the Bernoulli product measure on ΛN with parameter ρ. If ρ− < ρ+, however,
the measure πNinv is not product. The average occupation number at each site was computed
in [Spo83]: it is given in terms of an affine function ρ̄, with:

∀i ∈ ΛN , ρ̄(i/N) := EπNinv
[
ηi
]

=
(

1− i

N

)ρ−
2

+
(

1 +
i

N

)ρ+

2
. (2.5)
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Note that, as ρ̄ is affine, ρ̄′ = (ρ+ − ρ−)/2 is a constant. As πNinv is invariant, one has, for
F : ΩN ⇒ R:

∀t ≥ 0, πNinv(F ) := EπNinv
[
F (ηt)

]
=
∑
η∈ΩN

πNinv(η)F (η). (2.6)

In the following, the expectation Eµ[F ] with respect to a measure µ is abbreviated µ(F ).
The measure πNinv exhibits long-range correlations. To make this statement precise, let us first

define the main object of interest in this article, the correlation field ΠN . It is a distribution,
acting on test functions φ : (−1, 1)2 → R according to:

∀η ∈ ΩN , ΠN(φ) = ΠN(φ)(η) =
1

4N

∑
i 6=j∈ΛN

η̄iη̄jφ(i/N, j/N), η̄· := η· − ρ̄(·/N). (2.7)

Note the scaling of (2.7) with N : the sum contains N2 terms, and the normalisation is only
proportional to N−1 as ΠN(φ) measures fluctuations of a central limit order. Indeed the correlation
field ΠN is strongly related to the fluctuation field Y N defined for any bounded test function
ψ : [−1, 1]→ R by:

∀η ∈ ΩN , Y N(ψ) =
1√
N

∑
i∈ΛN

η̄iψ(i/N). (2.8)

Restricting to product test functions φ(x, y) = ψ1(x)ψ2(y), we note that:

ΠN(φ)(η) =
1

4
Y N(ψ1)Y N(ψ2)− 1

4N

∑
i∈ΛN

(η̄i)
2ψ1(i/N)ψ2(i/N). (2.9)

The fluctuation field has been extensively studied in the hydrodynamic scaling and at each time t,
the fluctuation field Y N

t (ψ) can be proven to converge to a Gaussian random variable (see Chapter
11 in [KL99] in the equilibrium case, or [Der+05][LMO06][JM18] when ρ− 6= ρ+). The two-point
correlations Yt(ψ1)Yt(ψ2) are thus also of order 1 in N (see e.g. [GJ19] for the reversible SSEP on
the torus).

As mentioned in the introduction, the correlation field ΠN is a natural quantity to study non
equilibrium properties. For SSEP, the average value of the correlation field under the invariant
measure was obtained in [Spo83][DLS02] in the large N limit :

lim
N→∞

πNinv
(
ΠN(φ)

)
=

1

4

∫
(−1,1)2

φ(x, y)k0(x, y)dxdy, (2.10)

where the kernel k0 is a symmetric continuous function on [−1, 1]2 given by :

∀(x, y) ∈ (−1, 1)2, k0(x, y) = −(ρ̄′)2

2

[
(1 + x)(1− y)1x≤y + (1 + y)(1− x)1x≥y

]
. (2.11)

Thus when ρ̄′ = (ρ+−ρ−)/2 6= 0, the system is driven out of equilibrium by the reservoirs and long
range correlations arise. These correlations come from the diffusive transport of particles and, as a
consequence, k0 is obtained as the solution of the Laplace equation restricted to the triangle B =
{(x, y) ∈ [−1, 1]2 : x < y} with fixed normal derivative on the diagonal D = {(x, x) : x ∈ (−1, 1)}:

∀(x, y) ∈ B, ∆k0(x, y) = 0, with (∂1 − ∂2)k0(x±, x) = ±(ρ̄′)2, x ∈ (−1, 1), (2.12)
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with 0 Dirichlet boundary conditions on {x = −1} and {y = 1}. Above, we used the notation
x± = limh↓0(x± h).

In the next section, we provide further insight on the correlation field and explain how ΠN is
related to the Donsker-Varadhan functional.

Notation. Throughout this paper, we write ρ̄i := ρ̄(i/N) for i ∈ ΛN . More generally, for a
function φ : [−1, 1]p → R, p ∈ N∗, we write φi1,...,ip for φ(i1/N, ..., ip/N), (i1, ..., ip) ∈ Λp

N . The
letters i, j, `..., when used as indices, index elements of ΛN ; while x, y, z are used for continuous
variables.
More generally, when we speak of n-point correlations (n ∈ N∗), it will always mean products of
centred variables, the η̄’s, of the form η̄i1 ...η̄in for some (i1, ..., in) ∈ Λn

N . When considering a
trajectory ηt ∈ ΩN , t ≥ 0, we write ΠN

t for ΠN(·)(ηt).

2.2 Heuristic scaling of the Donsker-Varadhan functional

In this section, we consider the SSEP dynamics at equilibrium as given in (2.1)–(2.2), i.e. with
two reservoirs at equal densities ρ− = ρ+ = ρ ∈ (0, 1). The dynamics is reversible with respect to
the Bernoulli product measure νNρ with parameter ρ. In this setting, the Donsker-Varadhan rate
function is explicit and is given by the Dirichlet form of the dynamics [DV75]: if µN is a probability
measure on the state space ΩN , then one has for each fixed N :

lim
T→∞

1

T
logPNρ

( 1

T

∫ T

0

δηt dt ≈ µN
)

= −INDV (µN) = −νNρ
(√

f(−N2L)
√
f
)
, f :=

dµN

dνNρ
, (2.13)

where the ≈ sign denotes proximity in the weak topology of measures on ΩN .
In the next two sections, we use the explicit form (2.13) of the Donsker-Varadhan functional to

derive its asymptotics as N →∞. We will show that the scalings in N are different for the cost of
observing an anomalous macroscopic density (in Section 2.2.1) or the cost of observing anomalous
macroscopic two-point correlations (in Section 2.2.2). Thus different types of information are in-
tertwined in the Donsker Varadhan functional and one has to zoom at the correct scaling to extract
the relevant physical information on a given observable. The exact computation of Section 2.2.2
justifies our choice of focusing on the non-equilibrium large deviations of the two-point correlation
field ΠN (see Section 2.4).

2.2.1 Changing the macroscopic density

Consider a smooth density profile ρ̂ : [−1, 1]→ (0, 1). For simplicity, assume that the density close
to the boundaries is unchanged, i.e. that ρ̂(x) = ρ for x in an open neighbourhood of ±1. Define
then:

µN =
⊗
i∈ΛN

Ber
(
ρ̂(i/N)

)
. (2.14)

For a function q : (−1, 1) → R, write for short qi := q(i/N) for i ∈ ΛN . Introduce the chemical
potential λ and its discrete derivative ∂Nλi, defined by:

∀x ∈ (−1, 1), λ(x) := log
( ρ̂(x)

1− ρ̂(x)

)
, ∂Nλi = N

[
λi+1 − λi

]
, i < N − 1. (2.15)
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Recall that µN [·] (or µN(·)) denotes expectation under the measure µN . Elementary computations
using (2.13) then give, for each N ∈ N∗:

INDV (µN) = −N
2

4
µN
[ ∑
i<N−1

c(η, i, i+ 1)
(

exp
[
− (ηi+1 − ηi)

2N
∂Nλi

]
− 1
)2
]
. (2.16)

Note that there is no contribution from the boundary dynamics, since ρ̂ is constant and equals to
ρ close to ±1 by assumption. Expanding the right-hand side of (2.16), one finds, with the notation
σ(r) = r(1− r) for r ∈ [0, 1]:

lim
T→∞

1

T
logPNρ

( 1

T

∫ T

0

δηt dt ≈ µN
)

= − 1

16
µN
[ ∑
|i|<N−1

c(η, i, i+ 1)
[
∂Nλi

]2]
+ON(1)

= −N
8

∫
(−1,1)

σ(ρ̂(x))|∇λ(x)|2dx+ON(1), (2.17)

where we used the smoothness of ρ̂, and µN(c(η, i, i+ 1)) = 2σ(ρ̂i) + O(N−1) for each i < N − 1,
with the O(N−1) uniform on i. It follows that a macroscopic change of density is observed with
probability of order e−TN in the large T , then large N limit.

As a remark, notice that, up to factors of N, T , the right-hand side of (2.17) is the same as
the one given by the dynamical rate functional obtained in diffusive time in [Ber+03]. To see it,
recall that the rate functional ISSEP evaluated at the constant profile ρ̂ on the time interval [0, T ]
for T > 0 is given by:

ISSEP
(
(ρ̂(x)dx)t≤T )

)
=

1

2

∫ T

0

∫
(−1,1)

|∇h(t, x)|2σ(ρ̂(x))dxdt, (2.18)

where h is the bias such that h(t,±1) = 0 for each t ∈ [0, T ], and:

∂tρ̂ = 0 =
1

2
∆ρ̂−∇ ·

(
σ(ρ̂)∇h

)
. (2.19)

In particular, integrating the divergence operator, there is a divergence-free function j on (−1, 1)
(the current), i.e. a constant in our one-dimensional setting, such that:

∇h =
(1/2)∇ρ̂+ j

σ(ρ̂)
⇒ ISSEP

(
(ρ̂(x)dx)t≤T )

)
=
T

2

∫
(−1,1)

(
(1/2)∇ρ̂+ j

)2

σ(ρ̂(x))
dx. (2.20)

In the present case, h(·,±1) = 0 and ∇λ = ∇ρ̂/σ(ρ̂) implies that j = 0, with λ defined in (2.15).
As a result:

∀t ≥ 0, x ∈ (−1, 1), ∇h(t, x) = ∇λ(x)/2. (2.21)

Thus replacing h by ∇λ/2 in (2.18), the functional (2.17) is recovered. In other words, the long
time, large N limit and the long diffusive time limits coincide :

lim
N→∞

lim
T→∞

1

NT
logPNρ

( 1

T

∫ T

0

δηt dt ≈ µN
)

= lim
T→∞

lim
N→∞

1

NT
logPNρ

(
(πNt )t≤T ≈ (ρ̂(x)dx)t≤T

)
.

(2.22)
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It is not difficult to adapt the proof of [Ber+03], derived in the hydrodynamic regime, to recover
(2.22), i.e. to take the long time limit first before taking N large. Indeed the large deviation
functional of the SSEP is convex, so that the optimal way to observe an averaged density profile in
the long diffusive time limit is obtained by a time-independent tilt : there is no dynamical phase
transitions. The exchange of limits (2.22) then remains valid in non equilibrium in the absence of
a dynamical phase transition. The much more delicate proof that the two limits coincide even in
the presence of a dynamical phase transition is carried out in [BGL21], where the joint deviations
of the current and density are investigated.

2.2.2 Changing the macroscopic correlations

Consider again the open SSEP at equilibrium at density ρ ∈ (0, 1). Our aim is to consider the
large size asymptotics for a measure with the equilibrium density, but different correlations. Recall
the definition (2.7) of the (off diagonal) correlation field ΠN , acting on a bounded test function
φ : [−1, 1]2 → R according to:

∀η ∈ ΩN , ΠN(φ) =
1

4N

∑
i 6=j∈ΛN

η̄iη̄jφ
( i
N
,
j

N

)
. (2.23)

In view of the above discussion, to find a measure that is close to νNρ but with a different correlation
structure, it is reasonable to look at:

µN = νNρ,φ :=
1

ZNρ,φ
e2ΠN (φ)νNρ , ZNρ,φ a normalisation factor. (2.24)

Assume ‖φ‖∞ is sufficiently small and φ is smooth, symmetric, i.e.:

∀(x, y) ∈ [−1, 1]2, φ(x, y) = φ(y, x). (2.25)

Assume also that φ(x, ·) = 0 for x in an open neighbourhood of ±1. Then the macroscopic density
is still given by ρ, but the measure µN now features long-range correlations. Indeed, using the same
kind of arguments as in Appendix A.1 (see also [Dag22]), one can show that there is a limiting
kernel k : → R such that:

sup
i 6=j∈ΛN

∣∣µN(η̄iη̄j)− k(i/N, j/N)
∣∣ = o(N−1), sup

i∈ΛN

∣∣µN(η̄iη̄i)− σ(ρ)
∣∣ = oN(1). (2.26)

The limiting covariance can therefore be described by an operator C acting on ψ1, ψ2 ∈ L2((−1, 1))
according to (recall the definition (3.26) of the fluctuation field Y N):

lim
N→∞

µN
(
Y N(ψ1)Y N(ψ2)

)
=

∫
(−1,1)

ψ1(x)(Cψ2)(x) dx, (2.27)

with:
∀x ∈ (−1, 1), Cψ2(x) := σ(ρ)ψ2(x) +

∫
(−1,1)

k(x, y)ψ2(y) dy. (2.28)

The operator C is obtained from φ as the inverse of the operator Uφ, defined for ψ ∈ L2((−1, 1))
by:

∀x ∈ (−1, 1), Uφψ(x) := σ(ρ)−1ψ(x)−
∫

(−1,1)

φ(x, y)ψ(y) dy. (2.29)
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Intuitively, this relation means that for large N , the density under the measure µN in (2.24)
behaves as a Gaussian field of covariance C. A similar structure will be derived out of equilibrium
and the proofs will be given then, see for instance Theorem 2.6 where it is stated that the out
of equilibrium SSEP dynamics stays very close to a measure of the form µN at each time, in the
sense that it has the same two-point correlation structure. To summarise, the macroscopic density
is still given by ρ, but the measure µN has now long-range correlations parametrised by φ. Let us
again compute the Donsker-Varadhan rate functional for the measure µN with large N .

Lemma 2.1. For φ and µN as in (2.24), one has with the notation (2.28) :

lim
T→∞

1

T
logP

( 1

T

∫ T

0

δηt dt ≈ µN
)

= −1

8

∫
(−1,1)

σ(ρ)
〈
∂1φ(z, ·), C∂1φ(z, ·)

〉
dz + oN(1), (2.30)

where
〈
·, ·
〉
is the scalar product in L2((−1, 1)).

Proof. Plugging the expression (2.24) of the measure µN in the Donsker-Varadhan functional
(2.13), we obtain a formula similar to (2.16) where the variation of the chemical potential is now
replaced by the non local expression

ΠN(φ)(ηi,i+1)− ΠN(φ)(η) = −(ηi+1 − ηi)
2N2

∑
j /∈{i,i+1}

η̄j∂
N
1 φi,j, (2.31)

with ∂N1 φi,j = N [φi+1,j − φi,j] bounded uniformly in i, j, N . Expanding the exponential, we get as
in (2.17)

lim
T→∞

1

T
logPNρ

( 1

T

∫ T

0

δηt dt ≈ µN
)

= − 1

16N2
µN
[ ∑
|i|<N−1
j,`/∈{i,i+1}

c(η, i, i+ 1)η̄j η̄` ∂
N
1 φi,j∂

N
1 φi,`

]
+ oN(1). (2.32)

The limit (2.30) can be easily guessed from the above formula, as 2σ(ρ) arises from c(η, i, i +
1) and the correlations η̄j η̄` are approximated by the limiting covariance (2.26) of µN . Similar
computations will be carried out numerous times in Section 3.2, so we give no details here.

Compared with the asymptotics of the density large deviations (2.17), the cost (2.30) of mod-
ifying only the correlations has a different scaling in N . Our aim is to derive similar results for
systems driven out of equilibrium by reservoirs when the Donsker-Varadhan rate function is no
longer given by the explicit formula (2.13) but by the variational principle (1.3). The computations
in the reversible case highlight the fact that:

• the whole correlation structure of the invariant measure is not contained at the same scale
in N , and therefore:

• one has to focus on observables at a specific scale to get a non trivial limit when N is large.

In the following, we focus on the large deviations of the correlation field ΠN introduced in (2.7),
and generalise formula (2.30) to a non-equilibrium situation in Theorem 2.3.
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2.3 The topology for correlations

Motivated by the heuristics of Section 2.2, we focus in this article on the next scale after the density,
and consider the two point correlation field ΠN , defined in (2.7). Zooming at the level of correla-
tions amounts to rewriting the asymptotics of Lemma 2.1 as follows: compute the asymptotics of
observing a given correlation field Π

P
( 1

T

∫ T

0

ΠN
t dt

weak∗

≈ Π
)

when T and then N are large. (2.33)

In (2.33),
weak∗

≈ means proximity in the weak∗ topology. In this section, we start by defining the
functional space to which ΠN belongs and the associated weak∗ topology.

Let us start with a few observations. By definition (2.7), ΠN can be seen as a linear form on
several function spaces. Let � = (−1, 1)2 and notice that ΠN is symmetric in the following sense:

∀φ : �→ R, ΠN(φ) = ΠN(φs), φs(x, y) = φ(x, y)/2 + φ(y, x)/2, (x, y) ∈ �. (2.34)

In other words, ΠN could really be defined on the triangle {x, y ∈ (−1, 1) : x < y}, but we work
on the square for symmetry reasons. Note also that any symmetric function φ, i.e. φ = φs, that is
C1 on the whole of �, satisfies:

∀(x, y) ∈ �, ∂1φ(x, y) = ∂2φ(y, x) ⇒ ∀x ∈ (−1, 1),
(
∂1 − ∂2

)
φ(x±, x) = 0. (2.35)

Figure 1: The domain � = (−1, 1)2 and the diagonal D (in dashed lines) are depicted, with := � \D.
According to notation (2.37), the lower part is C and the upper part B. The extremities of the diagonal
1D and −1D are defined in (2.43).

In view of (2.11), the two-point correlations are symmetric functions with singularities on the
diagonal D of �, defined by:

D :=
{

(x, x) : x ∈ (−1, 1)
}
. (2.36)

We therefore cannot only consider symmetric φ that are smooth on the whole of �. Finally, to
account for the reservoirs, we require φ to be continuous on ∂� as well, and set φ|∂� = 0.

Let us now define the test functions ΠN will act on. Split � as follows (see Figure 1) :

� = B ∪D ∪C, B := {(x, y) ∈ � : x < y}, C := {(x, y) ∈ � : x > y}, := B ∪C. (2.37)

For n ∈ N and p ≥ 1, let Wn,p( ) := Wn,p(B) ∩ Wn,p(C) be the Sobolev space of functions
with distributional derivatives up to order n in L2(�). Properties of these spaces are recalled in
Appendix E. Note that Lp(�) = Lp( ) since the diagonal has vanishing two-dimensional Lebesgue
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measure. The difference between functions on � and arises in the integration by parts formula
defining their weak derivatives. If p = 2, we simply write Hn(B) := Wn,2(B). Define then the set
T of test functions:

T := H2( ) = H2(B) ∩H2(C). (2.38)

The set T is a separable Hilbert space, and T ⊂ C0(B̄) ∩ C0(C̄) by Sobolev embedding, see
Appendix E. Denote then by T ′ the set of bounded linear forms on T , and by T ′s ⊂ T ′ the subset
of those forms that are symmetric (recall (2.34)):

T ′s =
{

Π ∈ T ′ : ∀φ ∈ T , Π(φs) = Π(φ)
}
. (2.39)

To keep topology-related issues as simple as possible, we equip T ′s with the weak∗ topology, i.e.
(Πn)n ⊂ T ′s converges to Π ∈ T ′s if and only if limn→∞Πn(φ) = Π(φ) for each φ ∈ T (or,
equivalently, each φ ∈ TB). To avoid ambiguities, we write (T ′s , ∗) when we explicitly refer to the
weak∗ topology.
As a bounded linear form on (a closed subset of) the Hilbert space H2( ), the Riesz representation
theorem allows each Π ∈ T ′s to be written as:

Π(φ) :=
1

4

〈
kΠ, φ

〉
, φ ∈ T . (2.40)

Above,
〈
·, ·
〉
denotes the standard scalar product on L2( ) and duality pairing between elements

of Hn( ) and (Hn( ))′, n ∈ N. The norm on L2(�) = L2( ) is denoted by ‖ · ‖2. We use both Π
and kΠ indifferently in the following.

2.4 Large deviations for time-averaged correlations

Our main result concerns the large deviation behaviour of the probability (2.33) in the large T ,
then large N limits. To state it, we need more notations.

Compared with the techniques used for the large deviations of the density (see e.g. Chapter 10
in [KL99]), producing atypical correlations requires modifying the jump rates of the dynamics by
adding a long range interaction. Thus we consider the generator Lh parametrised by a function
h : [−1, 1]2 → R which is a non-local bias, with the corresponding modified jump rates given by:

∀η ∈ ΩN , ∀i ∈ {±(N − 1)}, ch(η, i) = c(η, i) exp
[
ΠN(h)(ηi)− ΠN(h)(η)

]
,

∀j < N − 1, ch(η, j, j + 1) = c(η, j, j + 1) exp
[
ΠN(h)(ηj,j+1)− ΠN(h)(η)

]
. (2.41)

We write Ph,Eh for the probability/expectation under this dynamics, and Pµ
N

h ,Eµ
N

h when starting
from the measure µN on ΩN . The strategy is to find the correct bias h so that the rare event of
observing the correlation Π in (2.33) becomes typical :

Pµ
N

h

( 1

T

∫ T

0

ΠN
t dt

weak∗

≈ Π
)

= 1 when T and then N are large. (2.42)

Before stating our main Theorem 2.3, we have to introduce some restrictions, in particular on the
size of the bias h.
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Main assumption and characterisation of the biases. In theory, one could define the open
SSEP dynamics with any value of the reservoir densities ρ−, ρ+, and consider any sufficiently regular
h ∈ T and any Π ∈ T ′s in (2.42). In practice, to focus on the key ideas and avoid many technical
issues, we will restrict the range of ρ−, ρ+ as well as the size of the biases h, see Theorems 2.3–2.6
below. This restriction is discussed in Section 2.6. Let us now define the set of biases.
Let ±1B denote the two corners of the triangle B (see Figure 1) corresponding to extremities of
the diagonal D, defined in (2.36):

1D = (1, 1), −1D = (−1,−1). (2.43)

For ε > 0, define:

S(ε) =
{
h ∈ T : h ∈W4,p(B) for some p > 2, h is symmetric,

‖h‖∞, ‖∂1h‖∞ ≤ ε, lim
(x,y)→±1D

(∂1 − ∂2)h(x, y) = 0
}
. (2.44)

The condition on (∂1 − ∂2)h at ±1D is purely technical. Introduce also the set S(∞) of biases
without size constraints:

S(∞) :=
⋃
ε>0

S(ε). (2.45)

The rate function. Introduce the bilinear mappingM from L2( )2 to L2( ), defined for (u, v) ∈
L2( )2 by:

∀(x, y) ∈ , M(u, v)(x, y) =

∫
(−1,1)

u(z, x)σ̄(z)v(z, y)dz, (2.46)

where σ̄ is defined as

∀x ∈ (−1, 1), σ̄(x) := σ(ρ̄(x)) with σ(r) = r(1− r), r ∈ [0, 1]. (2.47)

For ε > 0, let h belong to the set S(ε) defined in (2.44). Introduce the functional Jh, defined
for Π ∈ T ′s ∩H1( ) by:

Jh(Π) = −1

2
Π
(
∆h+M(∂1h, ∂1h)

)
+

1

4

∫
(−1,1)

trD(kΠ)(x)(∂2 − ∂1)h(x+, x)dx

+
(ρ̄′)2

4

∫
(−1,1)

h(x, x)dx− 1

8

∫
σ̄(x)σ̄(y)

[
∂1h(x, y)

]2
dxdy, (2.48)

and:
Jh(Π) = +∞ if Π /∈ T ′s ∩H1( ). (2.49)

In (2.48), trD(kΠ) is the trace of kΠ on the diagonal D (defined in (2.36)), with kΠ related to
Π via (2.40). It is well defined for Π in H1( ), see Theorem 1.5.1.3 in [Gri11]. Moreover, Π ∈
T ′s ∩H1( ) implies that kΠ is symmetric, thus its trace on either side of the diagonal is the same
and the notation trD(kΠ) is not ambiguous.
Define then the functionals Iε, I∞ : (T ′s , ∗)→ R+ (ε > 0) as follows:

Iε = sup
h∈S(ε)

Jh, I∞ = sup
h∈S(∞)

Jh, (2.50)
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where ε > 0 stands for the restriction on the size of the biases. To demystify the expression (2.48)
of Jh, let Π = 1

4

〈
k, ·
〉
∈ T ′s with k ∈ C3(B̄) a regular kernel. The associated correlation operator

Ck = σ̄ + k is defined for any test function φ ∈ L2((−1, 1)2) by:

Ckφ(x) = σ̄(x)φ(x) +

∫
(−1,1)

k(x, y)φ(y)dy, x ∈ [−1, 1], (2.51)

where the diagonal part σ̄(x) corresponds to the variance at a single site, and k encodes the long
range correlations. In comparison, in the steady state (corresponding to h = 0), the correlation
operator in the large size limit is Ck0 = σ̄ + k0, with the kernel k0 introduced in (2.10).

The following proposition connects the bias h and the correlation kernel k. It is a classical
result, proven in Appendix F.1.

Proposition 2.2 (Euler-Lagrange equation). Assume that the supremum in the definition (2.50)
is reached at some h ∈ S(∞). Then k satisfies the Euler-Lagrange equation: for each φ ∈ T ,

1

2

∫
∇(k − k0)(x, y) · ∇φ(x, y) dx dy +

1

2

∫
(−1,1)

σ̄(z)
〈
∂1h(z, ·), Ck∂1φ(z, ·)

〉
dz = 0. (2.52)

The expression (2.50) of the rate function I∞ then simplifies for Π = 1
4

〈
k, ·
〉
:

I∞
(
(1/4)

〈
k, ·
〉)

=
1

8

∫
(−1,1)

σ̄(z)
〈
∂1h(z, ·), Ck∂1h(z, ·)

〉
dz. (2.53)

This generalises the asymptotics of the Donsker-Varadhan functional of Lemma 2.1 in the re-
versible case. In addition, the expression (2.53) has the familiar form of an L2 norm of the gradient
of the bias in a suitable weighted space in terms of the target distribution (see [KL99, Chapter 10]).

The next theorem gives a large deviation result for the law of 1
T

∫ T
0

ΠN
t dt. A more general

claim is discussed in Section 2.6.

Theorem 2.3. Let ρ− ∈ (0, 1). There is then εB = εB(ρ−), defined in Theorem 2.6 below, such
that, if ρ̄′ ≤ εB, then the following holds. Let O, C ⊂ (T ′s , ∗) respectively be an open, closed set.
Then:

lim sup
N→∞

lim sup
T→∞

1

T
logQπNinv

T (C) ≤ − inf
C
IεB , (2.54)

The rate function correctly captures the behaviour of the correlation field for kernels close to the
kernel k0 of the steady state, in the following sense. Let CB ⊂ T ′s be the set of correlation kernels
associated with a regular bias h ∈ S(εB):

CB =
{
k ∈ T ′s : k solves the Euler-Lagrange equation (2.52) for some h ∈ S(εB)

}
. (2.55)

Then, for k ∈ CB, one has I∞
(

1
4

〈
k, ·
〉)

= IεB
(

1
4

〈
k, ·
〉)
, and:

lim inf
N→∞

lim inf
T→∞

1

T
logQπNinv

T (O) ≥ − inf
O∩CB

IεB = − inf
O∩CB

I∞. (2.56)
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The statement of Theorem 2.3 and extensions (in particular a lower bound for non-regular
kernels) are discussed in Section 2.6. The fact that, for k ∈ CB, the associated h is a global
optimiser and thus I∞, IεB agree at 1

4

〈
k, ·
〉
is proven in Section 5.2.

Remark 2.4. Recall that the kernel k0 of the steady state πNinv of the open SSEP in the large N
limit, defined in (2.11), was observed to be smooth away from the diagonal. As Theorem 2.3 shows,
by definition of the rate function (see (2.49)), it is in fact a general property that the time-average
of ΠN

· is much more regular than an element of T ′s when T,N are large: it belongs to H1( ). �

2.5 The relative entropy method

In this section, we explain the method used to establish Theorem 2.3, i.e. to study, for some
Π ∈ Ts, the probability:

PπNinv
( 1

T

∫ T

0

ΠN
t dt ≈ Π

)
when T , then N are large. (2.57)

Understanding correlations out of equilibrium (ρ− 6= ρ+) is notoriously difficult. Existing results
in the literature deal either with the equilibrium case ρ− = ρ+ without bias (i.e h = 0), see
e.g. [GJ19]; or use methods particular to the h = 0 case, which cannot easily be generalised to
h 6= 0 [Gon+20]. The methods rely on explicit knowledge of the invariant measure of the dynamics.
However, for h 6= 0, the invariant measure πNinv,h of the tilted dynamics Ph defined in (2.41) is not
known explicitly. Even for h = 0, where the invariant measure πNinv is well understood [DLS02], its
complexity makes the study of the probability in (2.57) difficult. To study (2.57) in full generality,
we therefore need a different approach.

The key idea is to find an approximation of the invariant measure, which is sufficiently close
to control the large time behaviour of correlations, yet simple enough to make explicit computa-
tions possible. The proximity of the law of the dynamics to this approximate invariant measure
is quantified through the relative entropy method, relying on the beautiful generalisation by Jara
and Menezes [JM18] of the ideas of Yau [Yau91]. The relative entropy method is presented in
more mathematical terms in Section 3.1, and here we only describe it informally. In our con-
text, the relative entropy method consists in finding a measure µN on the state space ΩN , that is
both sufficiently simple to perform explicit computations, and as close as possible to the invariant
measure πNinv,h. This closeness to the invariant measure aims at ensuring that, if the dynamics
Ph starts from µN then, at time t ≥ 0, the law ftµ

N of the dynamics is still close to µN . The
proximity to the invariant measure is quantified by the relative entropy H(ftµ

N |µN). The level of
precision needed on this relative entropy depends both on the quantity to study - e.g. the density,
the density fluctuations, or in our case the correlations; and on the time range one wishes to probe.

Here, we improve on the estimates of Jara and Menezes [JM18], obtaining sufficiently precise
relative entropy estimates to study the probability (2.57). To do so, for a bias h in the set S(εB),
defined in (2.44), we compare the law of the dynamics at each time with a discrete Gaussian
measure νNgh of the following form:

∀η ∈ ΩN , νNgh(η) =
(
ZNgh
)−1

exp
[
2ΠN(gh)

]
ν̄N(η), with ν̄N(η) :=

⊗
i∈ΛN

Ber(ρ̄i). (2.58)
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Above, for ρ ∈ [0, 1], Ber(ρ) is the Bernoulli measure on {0, 1} with parameter ρ. The partition
function ZNgh is a normalisation factor. The function gh : → R, which solves a partial differential
equation depending on the dynamical bias h, is the function that allows us to minimise the entropy
production ∂tH(ftν

N
gh
|νNgh), as stated in Theorem 2.6 below.

Let us first consider h = 0 and give a heuristic reason why the invariant measure πNinv can be
approximated by a measure of the form (2.58) for a well chosen function g0 := gh=0. Under the
product Bernoulli measure ν̄N (which has the same density profile as the steady state, but no
correlations), for each test function φ ∈ C0([−1, 1]), the fluctuation field Y N(φ) = N−1/2

∑
i η̄iφi

converges to a Gaussian field with covariance σ̄. Assuming for a moment that each η̄i is a continuous
variable, the law of fluctuations under νNg is thus close to a Gaussian field with covariance σ̄−1− g.
This claim is made rigorous in the forthcoming paper [Dag22, Appendix A]. Thus, in order for νNg
to have the same correlations k0 (defined in (2.10)) as the steady state πNinv when N is large, one
can take g = g0 to be the inverse correlation kernel of the steady state:

Ck0 = σ̄ + k0 =: (σ̄−1 − g0)−1 ⇔ g0 := σ̄−1 − (σ̄ + k0)−1. (2.59)

Note that Ck0 is indeed invertible as, by construction, k0 is a negative definite operator on L2(�):

∀φ ∈ L2((−1, 1)) \ {0},
∫

(−1,1)2
φ(x)k0(x, y)φ(y) dx dy < 0. (2.60)

The fact that g0 is indeed a kernel operator follows from g0Ck0 = σ̄−1k0, see the first theorem in
section 4.6.1 in [BKM96]. This identity also implies that g0 is a negative definite kernel. Moreover,
as a function on , g0 inherits the regularity of k0 (smooth all the way up to the diagonal D, but
with normal derivative having a jump across D). The following proposition and theorem provide
a systematic way of approximating the invariant measure for a non-local bias h ∈ S(ε) for small
enough ε > 0.

Proposition 2.5 (Main equation). Let 0 < ρ−, ρ+ < 1, take a bias h ∈ S(∞) and consider the
following problem with unknown g, referred to as the main equation:

∆(g − h)(x, y) +
σ̄′(x)

σ̄(x)
∂1(2g − h)(x, y) +

σ̄′(y)

σ̄(y)
∂2(2g − h)(x, y) for (x, y) ∈

+

∫
(−1,1)

σ̄(z)
[
∂1g(z, x)∂1(g − h)(z, y) + ∂1g(z, y)∂1(g − h)(z, x)

]
dz = 0,

g = 0 on ∂�,

(∂2 − ∂1)(h− g)(x+, x) = (∂1 − ∂2)(h− g)(x−, x) =
(ρ̄′)2

σ̄(x)2
for x ∈ (−1, 1).

(2.61)

There is ε0(ρ−) > 0 and a function δ(·) with limx↓0 δ(x) = 0 such that, for any ε ∈ (0, ε0(ρ−)],
ρ̄′ ≤ ε and h ∈ S(ε) implies that (2.61) has a unique solution gh ∈ g0 + S(δ(ε)).

Proposition 2.5 is proven in Appendix F. The next theorem provides the key control on the
dynamics and determines the parameter εB mentionned in Theorem 2.3.

Theorem 2.6. Let 0 < ρ− ≤ ρ+ < 1. There is εB = εB(ρ−) such that, if ρ′ ≤ εB and h ∈ S(εB),
then the measure νNgh defined in (2.58) is a good approximation of the invariant measure of the
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dynamics Ph with bias h in the following sense. Let ftνNgh denote the law of Ph at time t ≥ 0.
There is then C,K > 0 depending on h, ρ± such that:

∀t ≥ 0, H(ftν
N
gh
|νNgh) ≤ e−KtH(f0ν

N
gh
|νNgh) +

C

N1/2
. (2.62)

Theorem 2.6 is proven in Section 3. The conditions that the parameter εB must satisfy are
summarised in Definition F.10.

Remark 2.7. For each bias h ∈ S(εB), we prove in Appendix F.2 that obtaining a solution gh to
the main equation (2.61) with the desired regularity is equivalent to obtaining a classical solution kh
of the Euler-Lagrange (2.52) with the same regularity, with gh and kh related through the following
identity of the associated operators:

σ̄ + kh = (σ̄−1 − gh)−1. (2.63)

In particular this validates the heuristics behind the choice (2.59) of g0. The following diagram
summarises the relationships between h, k and g.

k //

(2.63)
��

h
(2.52)

oo

��
g

(2.61)

@@^^

�

2.6 Conclusion and perspectives

2.6.1 Extensions of the large deviation principle

The large deviation result of Theorem 2.3 is stated starting from the invariant measure πNinv. In
fact any choice of initial condition is possible, with no change to the proof.

An advantage of our very precise, quantitative microscopic estimates is that Theorem 2.3 also
holds if one takes a diverging sequence TN of times.

Theorem 2.3 gives large deviation bounds in the weak-∗ topology. In fact, the theorem also
holds in the strong dual topology. This can be seen to hold with no change to the proof for the
upper bound. For the lower bound, one needs to be more careful, so we chose to work in a weaker
topology to avoid technicalities. An extension of the lower bound to non-regular correlation fields
is also possible, and sketched in Section 5.3.

2.6.2 Restriction on the biases and reservoir densities

In Theorem 2.3, restrictions are imposed on both the biases h and the difference ρ+ − ρ− of the
reservoir densities.

• Some restriction has to be imposed on the bias size h, otherwise one expects that not only
the correlation structure, but also the typical density of the corresponding biased dynamics
changes. Nevertheless, the conditions in (2.44) are far from sharp.
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• The restriction on the slope ρ̄′ = (ρ+ − ρ−)/2 has two technical purposes. First, this is
convenient to prove existence of gh solving the main equation (2.61) (even though it should
be possible to remove this assumption). Secondly, it is used in the derivation of the relative
entropy bound of Theorem 2.6 to control the relative entropy uniformly in time: one has to
make sure that error terms are bounded by cN uniformly on the state space for sufficiently
small c in order to estimate their exponential moments, and c depends on ρ̄′. Again, one
should be able to relax this assumption, for instance through a priori estimate on the size of
the error terms using large deviation results for the density. All other uses of the fact that
ρ̄′ is small can be relaxed without additional work, but at the cost of more technicalities.

Let us however stress again that the large deviation result of Theorem 2.3 is sharp for correlation
kernels close to the kernel k0 of the steady state (2.11), as in that case the rate functions IεB , I∞
(recall (2.50)) coincide.

2.6.3 The relative entropy method

The relative entropy approach used to obtain large deviations can be applied to many other set-
tings, still in dimension one. Let us list a few.

A first direction is the study of more general diffusive gradient systems with the following
restrictions. For systems more complicated than the SSEP, the behaviour of correlations at the
boundary may be problematic, and it is unclear whether one could still get a relative entropy
estimate. However, results of the present paper should carry over to any diffusive gradient system
on the torus (see the discussion in Section 8.1. in [JM18]). Additional work would be needed, in
particular some large deviation estimates for the density to ensure that higher order correlations
on the diagonal cannot be very large. The relative entropy bound would then only be of size oN(1),
instead of O(N−1/2) as in Theorem 2.6.

In a forthcoming paper [Dag22], we use the present refinement of the relative entropy method
to study fluctuations in the SSEP on the one-dimensional discrete torus, constrained to produce
a macroscopic current on the time interval [0, T ]. The presence of this current is known to create
a rich correlation structure. An expression of these correlations in the long time limit has been
conjectured in [Bod+08]. In [Dag22], this conjecture is proved and the fluctuations of this process
are described. In a related manner, Derrida and Sadhu [DS19] study the density large deviations
for a non equilibrium SSEP conditioned to have an atypical macroscopic current.

Another direction of inquiry concerns the extension of the relative entropy results to higher
dimensions. This seems to be a complicated problem. One major hurdle is the fact that, in higher
dimensions, correlations are not smooth on the diagonal (see e.g. [Spo83]), while the relative
entropy method requires smoothness.

3 Main ingredient: the entropic estimate
In this section, we provide the key microscopic estimates to study the long-time behaviour of the
process (ΠN

t )t≥0, i.e. we prove Theorem 2.6. We follow the strategy of Jara and Menezes [JM18]–
[JM20] and improve the controls by tuning correlations of the reference measure. The same kind of
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computations give the expression of the Radon-Nikodym derivative Dh = dPh/dP for h ∈ S(εB),
stated in Proposition 3.18 at the end of the section.

3.1 The relative entropy method and Feynman-Kac inequality

Let us now recall the main features of the relative entropy method. Let (ωt)t≥0 be a Markov chain
on a state space Ω, assumed to be finite for simplicity. Let P,E denote the associated probability
and expectation. Let V : Ω→ R. One would like to estimate quantities of the form:

E
[
V (ωt)

]
, t > 0. (3.1)

The entropy inequality provides a tool to estimate (3.1). Let µ be any probability measure on Ω
and ftµ be the law of ωt, t ≥ 0. Then, for any γ > 0:

∀t ≥ 0, E
[
V (ωt)

]
≤ γ−1H(ftµ|µ) + γ−1 log µ

(
exp[γV ]

)
. (3.2)

Remark 3.1. The symbol E always denotes dynamical expectations. In contrast, static expectations
with respect to a measure µ are denoted by µ[·] (or µ(·)). �

Through (3.2), the dynamical estimate of V in (3.1) is reduced to a static problem: a relative
entropy estimate, and a concentration-of-measure result under µ. The relative entropy method
aims at finding a measure µ which satisfies the following two criteria: exponential moments must
be under control, and the relative entropy H(ftµ|µ), t ≥ 0 must be sufficiently small, the size
depending on the kind of observables V one is interested in.
The analysis in [JM18]-[JM20] greatly improves the existing method to control H(ftµ|µ), t ≥ 0.
As a starting point, Jara and Menezes revisit Yau’s entropy bounds in the following form.

Lemma 3.2 (Lemma A.1 in [JM18]). Let (ωt)t≥0 be a Markov chain on a finite state space Ω,
with jump rates (c(ω, ω′))(ω,ω′)∈Ω2. Denote by L its generator and by Γ the corresponding carré du
champ operator:

∀ω ∈ Ω,∀f : Ω→ R, Γf(ω) =
∑
ω′∈Ω

c(ω, ω′)
[
f(ω′)− f(ω)

]2
. (3.3)

Let µ be a probability measure on Ω satisfying infω∈Ω µ(ω) > 0. Let ftµ be the law of the process
(ωs)s≥0 at time t ≥ 0. Then:

∀t ≥ 0, ∂tH(ftµ|µ) ≤ −µ
(
Γ(
√
ft)
)

+ µ
(
ftL

∗1
)
, (3.4)

where L∗ is the adjoint of L in L2(µ) = {f : Ω→ R : µ(f 2) <∞}. It acts on f : Ω→ R according
to:

∀ω ∈ Ω, L∗f(ω) =
∑
ω′∈Ω

[
c(ω′, ω)f(ω′)

µ(ω′)

µ(ω)
− c(ω, ω′)f(ω)

]
. (3.5)

Since the adjoint L∗ is known explicitly in terms of µ, (3.4) provides a way to estimate
∂tH(ftµ|µ), t ≥ 0. An estimate of H(ftµ|µ) follows by applying the entropy and Gronwall in-
equalities.

The same estimates used to bound the relative entropy will allow us, together with a log-Sobolev
inequality (see Lemma 3.4), to get estimates on exponential moments. This is a consequence of a
bound involving the Feynman-Kac formula, stated now for future reference.
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Lemma 3.3 (Feynman-Kac inequality, Lemma A.2. in [JM18]). For V : Ω→ R and T ≥ 0,

logEµ
[

exp
(∫ T

0

V (ωt) dt
)]
≤ T sup

f≥0:µ(f)=1

{
µ(fV )− 1

2
µ
(
Γ(
√
f)
)

+
1

2
µ
(
fL∗1

)}
. (3.6)

The main difficulty to use (3.4)–(3.6) is to control the term L∗1. Notice that L∗1 = 0 if and
only if µ = π is the invariant measure. The quantity L∗1 thus appears as a way to quantify the
proximity of µ to the invariant measure π. This serves as an informal guiding principle for the
choice of µ:

for each f ≥ 0 with µ(f) = 1, µ
(
fL∗1

)
must be small. (3.7)

We are going to apply Lemma 3.2 to the dynamics Ph, defined in (2.41), for h ∈ S(εB). Let us
emphasize again that "small" must always be understood in comparison with the size of the V ’s
one wishes to estimate as in (3.1). Typically, if one wants to study the hydrodynamic limit of the
density of particles in a d-dimensional open SSEP on a lattice of side-length N , related observables
are of the form

∑
i ηiφi ≈ Nd for a test function φ. The rule of thumb is then that one needs

o(Nd) bounds on the relative entropy. These can be achieved if µ is a product measure with the
same densities as those of the invariant measure at each site, i.e:

µ = ν̄N =
⊗
i∈ΛN

Ber(ρ̄i), (3.8)

with Ber(ρ) the Bernoulli measure on {0, 1} with parameter ρ ∈ (0, 1), and ρ̄ the steady state
density profile in the large N limit, see (2.5). In contrast, consider the fluctuation field:

∀φ : (−1, 1)→ R, Y N
t (φ) =

1

N1/2

∑
i∈ΛN

η̄i(t)φ(i/N). (3.9)

The typical observables to study Y N
· should be of the form N1/2Y N(φ) which is typically of order

N1/2, so one needs o(N1/2) bounds on the relative entropy (in fact o(Nd/2) bounds in dimension
d). Remarkably, while one could expect that some information on the correlation structure of the
invariant state should be necessary to study Y N , Jara and Menezes [JM18] managed to obtain
such bounds on the relative entropy by still taking µ product as in (3.8). To do so, they set up
a general renormalisation scheme to bound µ(fL∗1), for a µ-density f , in terms of the carré du
champ, and objects that can be estimated by the entropy inequality. Precisely, they manage to
prove bounds of the form:

H(ftµ|µ) ≤ C(T )ad(N)Nd−2 with ad(N) =


N if d = 1

logN if d = 2

1 if d ≥ 3.

(3.10)

This is enough to study fluctuations in dimension d < 4. They also argue that these bounds are
the best possible when µ is product.

Let us come back to the study of the correlation process ΠN
· in the (one-dimensional) open

SSEP. Observables, of the form ΠN(φ), should be bounded with N , so we need oN(1) bounds on
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the relative entropy at each time. The measure µ therefore cannot be taken product: one needs to
include information on the correlations under the invariant measure in µ. With (3.7) in mind, we
look for µ that has both the same density at each site, and the same two-point correlations as the
invariant measure - which are in general not known - when N is large. We tune these unknown
correlations in an indirect way, taking a smooth function g : → R, and looking for the optimal
choice of g such that the measure µ = νNg satisfies (3.7), with:

νNg :=
1

ZNg
exp

[
2ΠN(g)

]
ν̄N , ZNg a normalisation factor, and ν̄N as in (3.8), (3.11)

For each bias h ∈ S(ε) for sufficiently small ε > 0, the optimal g = gh arises as the solution
of a certain partial differential equation, that we call the main equation (2.61). For this gh, the
method of [JM18], adapted to this context, and a logarithmic-Sobolev inequality yield the bound
of Theorem 2.6:

∃C,K > 0,∀t ≥ 0, H(ftν
N
gh
|νNgh) ≤ e−KtH(f0ν

N
gh
|νNgh) + CN−1/2. (3.12)

The exponent −1/2 improves on (3.10). It is related to the size of exponential moments of three-
point and four-point correlation functions for product measures (see Section A.2). It thus cannot
be improved without adding a correction to νNgh . The proof of (3.12) is the main technical result
of the article. The precise statement of the result is the content of the next two lemmas, a more
comprehensive reformulation of Theorem 2.6. For h ∈ S(∞) (defined in (2.45)) and f : ΩN → R+,
let Γh(

√
f) be the carré du champ operator associated with the generator Lh biased by h, with

jump rates ch defined in (2.41):

∀η ∈ ΩN , Γh(
√
f)(η) =

1

4

∑
i<N−1

ch(η, i, i+ 1)
[√

f(ηi,i+1)−
√
f(η)

]2
+

1

4

∑
i∈{±(N−1)}

ch(η, i)
[√

f(ηi)−
√
f(η)

]2
. (3.13)

Lemma 3.4 (Log-Sobolev inequality). Let 0 < ρ− ≤ ρ+ < 1. There is a constant CLS = CLS(ρ±)
such that, for each ε, ε′ ∈ (0, 1/4), each h ∈ S(ε) and each g ∈ g0 + S(ε′), the following inequality
holds. For any density f for νNg :

∀N ∈ N∗, H(fνNg |νNg ) ≤ CLSN
2νNg

(
Γh(
√
f)
)
. (3.14)

The εB appearing in the next lemma is the same as the one of Theorems 2.3–2.6.

Lemma 3.5 (Approximation of the invariant measure). Let 0 < ρ− ≤ ρ+ < 1. Let h ∈ S(∞)
and assume that the main equation (2.61) has a solution gh ∈ g0 + S(∞) (the set S(∞) is defined
in (2.44)). For N ∈ N∗, the reference measure νNgh is defined by (3.11).

There is then εB = εB(ρ−) > 0 such that, if ρ̄′ := ρ+−ρ−
2
≤ εB and h ∈ S(εB), then gh is a

negative kernel (as defined in (2.60)) and the following is true.
• For any N ∈ N∗, there is a function E : ΩN → R such that, for any νNgh-density f , the adjoint
L∗h of Lh in L2(νNgh) satisfies:

νNgh
(
fN2L∗h1

)
≤ νNgh(fE) +

N2

2
νNgh
(
Γh(
√
f)
)
. (3.15)
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• There are constants γ > 8CLS, C > 0 depending on h and the reservoir densities ρ±, such that:

∀N ∈ N∗, γ−1 log νNgh

(
exp

[
γ|E|

])
≤ C

N1/2
. (3.16)

• As a consequence, for any density f for νNgh,

νNgh
(
fL∗h1

)
−N2νNgh

(
Γh(
√
f)
)
≤
H(fνNgh |ν

N
gh

)

8CLS
+

C

N1/2
− N2

2
νNgh
(
Γh(
√
f)
)

≤ −
H(fνNgh|ν

N
gh

)

8CLS
+

C

N1/2
− N2

4
νNgh
(
Γh(
√
f)
)
, (3.17)

and if ftνNgh denotes the law of the dynamics at time t, then:

∀t ≥ 0,∀N ∈ N∗, ∂tH(ftν
N
gh
|νNgh) ≤ −

H(ftν
N
gh
|νNgh)

8CLS
+

C

N1/2
. (3.18)

Let us now prove Theorem 2.6 using Lemmas 3.4–3.5. Let gh solve the main equation (2.61).
Recalling (3.18) and applying Gronwall inequality to t 7→ H(ftν

N
gh
|νNgh) yields Theorem 2.6:

∀t ≥ 0, H(ftν
N
gh
|νNgh) ≤ H(f0ν

N
gh
|νNgh)e−(8CLS)−1t +

8CLSC

N1/2

(
1− e−(8CLS)−1t

)
. (3.19)

Lemma 3.4 is proven in Appendix A.3. The proof of the key ingredient, Lemma 3.5, takes up the
next four subsections. The fact that gh is a negative kernel if h ∈ S(ε) and ρ̄′ ≤ ε for small enough
ε > 0 is a consequence of Proposition F.5, where it is shown that ‖gh − g0‖2 vanishes with ε.

A function h ∈ S(∞) and a negative kernel g ∈ g0 + S(∞) are fixed throughout the rest of
the section, and we highlight where we need to restrict the size of h and ρ̄′. Recall that h, g are
symmetric functions, and that their restrictions to B are in C3(B̄). We do not a priori assume
that g solves the main equation (2.61), and explain along the proof where this comes into play.

3.2 Estimates on L∗h1

To prove Lemma 3.5, we need to compute L∗h1. The computation of L∗h1 will give rise to many
different objects which, roughly speaking, will either contribute to leading order in N , or be sub-
leading order error terms. In this section, we define precisely how to estimate the size of a function
in terms of N , and formulate criteria to identify which terms are error terms.

3.2.1 Size of error terms

Consider a density f for νNg , and a function XN : ΩN → R. Our main tool to estimate the scaling
of XN with N is the entropy inequality:

∀γ > 0, νNg (fXN) ≤
H(fνNg |νNg )

γ
+

1

γ
log νNg

(
exp

[
γ|XN |

])
. (3.20)

Informally, we will say that XN is small if its moment generating function under νNg vanishes with
N for γ in a neighbourhood of 0. This is the kind of characterisation of smallness that is used to

22



estimate the size of the function E in Lemma 3.5. In some cases, typically when dealing with the
effect of the reservoirs, we will encounter an XN that is not small, but can be transformed into
some X̃N that is indeed small, up to a cost estimated by the carré du champ operator. The next
definition formalises these considerations, and examples are given in Lemma 3.9 below.

Definition 3.6. Let aN ∈ R∗+, N ∈ N∗. A family XN : ΩN → R, N ∈ N∗ of functions is said to
be:

• Controllable with size aN if there are γ,K independent of N such that:

∀N ∈ N∗,
1

γ
log νNg

(
exp

[
γ|XN |

])
≤ KaN . (3.21)

By convention, if aN(p) depends on an additional parameter p, then the constant K in (3.21)
will not depend on p. By the entropy inequality (3.20), (3.21) implies, for each density f for
νNg :

∀N ∈ N∗, νNg
(
f |XN |

)
≤
H(fνNg |νNg )

γ
+KaN . (3.22)

• Γ-controllable with size aN if one can transform XN , using the carré du champ Γh, into a
controllable function with size aN . More precisely: XN is Γ-controllable with size aN if there
are controllable functions X̃N

± with size aN such that, for each δ > 0, each N ∈ N∗ and each
density f for νNg :

νNg (f(±XN)) ≤ δN2νNg
(
Γh(f

1/2)
)

+
1

δ
νNg (fX̃N

± ). (3.23)

The entropy inequality (3.20) then again implies that there are γ > 0, K > 0 independent of
δ,N such that:

νNg (f(±XN)) ≤ δN2νNg
(
Γh(f

1/2)
)

+
H(fνNg |νNg )

γδ
+
KaN
γδ

. (3.24)

• An error term with size aN , or error term for short, if it is either controllable or Γ-controllable
with size aN , and aN = oN(1).

Remark 3.7. (Γ-)controllability behaves well with respect to multiplication by a small constant in
the following sense. Assume that XN is (Γ-)controllable with size aN and let bN ∈ [0, 1] (N ∈ N∗)
satisfy bN = oN(1). Then bNXN is (Γ-)controllable with size bNaN by Jensen inequality. �

To illustrate the notion of controllability, the following proposition, proven in Appendix C.2,
states its consequence on the dynamical behaviour of observables.

Proposition 3.8. Let h ∈ S(εB) with εB given by Lemma 3.5, and let gh be the associated
solution of the main equation (2.61) as in Lemma 3.5. Let EN : ΩN → R be an error term with
size aN = oN(1), and let FN be (Γ)-controllable with size 1. There are then γ, C and γ′, C ′ > 0
independent of N, T such that:

∀T > 0,
1

T
logEν

N
gh

[
exp

∣∣∣γ ∫ T

0

EN(ηt)dt
∣∣∣] ≤ CaN ,

sup
N

1

T
logEν

N
gh

[
exp

∣∣∣γ′ ∫ T

0

FN(ηt)dt
∣∣∣] ≤ C ′. (3.25)
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Let φ : ΛN → R. To determine whether a field is an error term or not, one must keep in mind
the following heuristics: the measures νNg are discrete Gaussian measures, in the sense that the
fluctuation field Y N(φ), which reads:

Y N(φ) :=
1

N1/2

∑
i∈ΛN

η̄iφ(i), (3.26)

is close to a Gaussian random variable when N is large, provided ‖φ‖∞ < ∞. In particular,
λ 7→ νNg (exp[λY N(φ)]) is bounded uniformly in N in a neighbourhood [0, γ(φ)) of 0 for some
γ(φ) > 0. By (3.21), this means that Y N(φ) is controllable with size 1 (or size C(φ) for some
constant C(φ) > 0 if we want to keep track of the dependence on φ). In analogy with Gaussian
random variables, one can prove that Y N(φ)2 is controllable with size 1, but Y N(φ)n for n ≥ 3 is
not. Similarly, the quantity:

ZN(φ) :=
1

N1/2

∑
i<N−1

η̄iη̄i+1φ(i) (3.27)

should not have worse concentration properties than Y N(φ). Contrary to genuine Gaussian random
variable, however, Y N(φ) and ZN(φ) are bounded, by C‖φ‖∞N1/2 for some C > 0. As a result, it
is always possible to find aN small enough such that aN(Y N(φ))n is controllable with size 1. This
discussion is summarised in the next lemma.

Lemma 3.9. For n ∈ N∗, let φn : Λn
N → R satisfy supN ‖φn‖∞ < ∞. Define, for N ∈ N∗ and

either J = {0} or J = {0, 1}, the functions (an empty product is by convention equal to 1):

∀η ∈ ΩN , Xφn
n,J(η) =

∑
i0<N−|J |

∑
i1,...,in−1∈ΛN

φn(i0, ..., in−1)
(∏
j∈J

η̄i0+j

)( n−1∏
a=1

η̄ia

)
,

U ε
0 (η) = η̄ε(N−1), U ε

1 (η) = η̄ε(N−1)

∑
i 6=ε(N−1)

η̄iφ1(i), ε ∈ {−,+}. (3.28)

Then:

• the function U±0 is Γ-controllable with size N−1, and U±1 is Γ-controllable with size ‖φ1‖∞N−1.
Moreover, N−1/2Xφ1

1,J is controllable with size ‖φ1‖2
∞.

• For n ≥ 2, there are constants γn > 0 that depend only on n, but not on φn, such that:

log νNg

(
exp

[ γn
‖φn‖∞

N−(n−1)Xφn
n,J

])
≤ 3

N
n−2
2

. (3.29)

This implies (but is stronger) that N−(n−1)Xφn
n,J is controllable with size ‖φn‖∞N−(n−2)/2.

In addition, if φn(i0, ..., in−1) vanishes whenever an index appears twice in the collection
i0 +J, i1, ..., in−1, then one can replace ‖φn‖∞ by the weaker norm ‖φn‖2,N in (3.29), where:

‖φn‖2,N :=
( 1

Nn

∑
i0,...,in−1

φn(i0, ..., in−1)2
)1/2

. (3.30)
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• For n = 2 and |J | > 1, say J = {0, 1}, the previous estimate can be improved: N−1Xφ2
2,{0,1} is

Γ-controllable with size ‖φn‖∞N−1/2 (or ‖φn‖2,NN
−1/2 if φ2(i, i) = 0 = φ2(i, i + 1) for each

i).

Remark 3.10. To help clarify the definition of Xφn
n,J , take J = {0, 1} and, for n ∈ N∗, let

φn(i0, ..., in−1) =
∏n−1

`=0 φ1(i`). Then:

Xφn
n,J = Nn/2(Y N(φ1))n−1ZN(φ1), (3.31)

with Y N(φ), ZN(φ) defined in (3.26)-(3.27). Moreover, for any φ2 : Λ2
N → R with φ2(i, i) = 0 for

i ∈ ΛN , then the correlation field (2.7) can be recovered: Xφ2
2,{0} = 4NΠN(φ2). �

Lemma 3.9 is proven in Appendix A.2 for the variables Xφn
n,J . The statement for U±0 , U

±
1 is

proven in Appendix B.2, and the last item corresponds to Proposition C.1.

3.2.2 Bounding the entropy

After classifying each term arising in the computation of L∗h1 according to the categories in Defi-
nition 3.6, we will obtain the estimate (3.15): for a good choice gh depending on h and any density
f for νNgh ,

νNgh
(
fL∗h1

)
≤ νNgh

(
fE
)

+
N2

2
νNgh
(
Γh(
√
f)
)
. (3.32)

Above, E will be a controllable error term with size N−1/2: there is γ, C > 0 depending on ρ±, h
such that

∀N ∈ N∗, log νNgh

(
exp

[
γ|E|

])
≤ C

N1/2
. (3.33)

To turn this estimate on the adjoint into the entropy estimate of Theorem 2.6, there is one more
step, which involves the log-Sobolev inequality of Lemma 3.4, see (3.19). To apply the log-Sobolev
inequality, we need to ensure that the constant γ in (3.33) is sufficiently large compared to the
log-Sobolev constant CLS, in the sense that we want to have:

νNgh
(
fL∗h1

)
−N2νNgh

(
Γh(f

1/2)
)
≤
H(fνNgh |ν

N
gh

)

γ
+

1

γ
log νNgh

(
exp

[
γ|E|

])
− N2

2
νNgh
(
Γh(f

1/2)
)

≤ −
H(fνNgh|ν

N
gh

)

8CLS
+

C

γN1/2
− N2

4
νNgh
(
Γh(f

1/2)
)
, (3.34)

where (8CLS)−1 in the last line could be replaced by any smaller positive number. The last bound
requires γ > 8CLS, and is the reason for the introduction of the following terminology.

Definition 3.11. • A (Γ-)controllable error term XN of size aN is said to be of vanishing
type if there is a sequence (γN)N of positive numbers such that limN γN =∞, and γNXN is
(Γ-)controllable with size 1.

• A function XN (error term or not) is said to be of large type if, for some γ > 1 independent
of N , γXN has unbounded exponential moment as N →∞.
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• A controllable function is said to be of LS type if one can take γ > 210CLS in the defini-
tion (3.21) of controllability (this is in particular always true for N large in the case of error
terms of vanishing type). A Γ-controllable function is said to be of LS type if the controllable
functions Y N

± associated via (3.23) are of LS type.

Remark 3.12. The constant 210 is not at all optimal (any large enough constant would also work),
but is sometimes convenient later on. �

Let us clarify this notion by classifying the functions appearing in Lemma 3.9.

Lemma 3.13. For n ∈ N, J = {0} or {0, 1} and φn : ΛN → R with supN ‖φn‖∞, recall the
definitions of Xφn

n,J , U
±
n in Lemma 3.9.

• N1/2U±0 , N
1/2U±1 are Γ-controllable with size 1, so both U±0 and U1

± are error terms of van-
ishing type. Similarly, for any sequence εN > 0 (N ∈ N∗) with εN = oN(1), εNN−1/2Xφ1

1,J

and εNN−(n−1)Xφn
n,J for n ≥ 2 are error terms of vanishing type.

• For n ≥ 2, γN−(n−1)Xφn
n,J has exponential moment bounded with N only if γ > 0 is small

enough. Thus N−(n−1)Xφn
n,J is of large type.

• For n ≥ 2, there is a numerical constant ζn > 0 such that ζn
‖φn‖∞N

−(n−1)Xφn
n,J is of LS type.

If in addition φn(i0, ..., in−1) vanishes whenever the same index appears twice in the collection
i0 + J, i1, ..., in−1, then the same statement is true replacing ‖φn‖∞ with ‖φn‖2,N (defined
in (3.30)).

• If a function XN is of LS type and ε ∈ (0, 1), then εXN is of LS type. Moreover, (1 + α)XN

is of LS type for sufficiently small α ∈ (0, 1) independent of N .

Lemma 3.13 is obtained as a consequence of the proof of Lemma 3.9, carried out in Corol-
lary A.4.

To see why the claim of Lemma 3.13 is reasonable, consider again Y N(φ1) = N−1/2
∑

i η̄iφ1(i)
(φ1 is bounded) as an approximately Gaussian random variable when N is large. Similarly, one
should see N−(n−1)Xφn

n,J as approximately N−(n−2)/2 times a product of n Gaussian random variable
(n ≥ 2) for bounded φn. For n ≥ 3, the prefactor N−(n−2)/2 vanishes, thus N−(n−1)Xφn

n,J should
become an error term. Error terms, however, are defined in terms of smallness of exponential mo-
ments, and the moment generating function Mn(γ) of a product of n Gaussian random variables
is unbounded for γ large enough (n = 2) of for any γ > 0 if n ≥ 3. For n ≥ 3, the vanishing
prefactor N−(n−2)/2 when considering N−(n−1)Xφn

n,J as a product of n Gaussians is precisely right
to ensure that its exponential moments are bounded with N in a neighbourhood of 0.

For an error term of LS type, a straightforward adaptation of the proof of Proposition 3.8 (see
Section C.2) yields the following result.

Corollary 3.14. Let EN be a (Γ-)controllable function with size aN = ON(1), and assume that
EN is of LS type. Then one can take γ = 1 in Proposition 3.8, i.e. there is C = C(ρ±) > 0 such
that:

∀N ∈ N∗,∀T > 0
1

T
logEν

N
gh

[
exp

∣∣∣ ∫ T

0

EN(ηt)dt
∣∣∣] ≤ CaN . (3.35)
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In particular, this applies to EN = ζ2‖φ2‖−1
2,NΠN(φ) with aN = 1 for any bounded φ : → R, with

ζ2 the constant in item 3 of Lemma 3.13.

Equipped with these notations, we now turn to computing L∗h1, in the next two subsections.
We split L∗h into L∗h = L∗h,0 + L∗h,±, the adjoint dynamics respectively in the bulk and at the
boundaries, and study each contribution separately.

3.3 Adjoint at the boundary

In this section, we compute L∗h,±1, the part of the adjoint L∗h1 of Lh with respect to νNg corre-
sponding to the dynamics at the boundary. By (3.5), it reads:

N2L∗h,±1(η) =
N2

2

∑
i∈{±(N−1)}

[
ch(η

i, i)
νNg (ηi)

νNg (η)
− ch(η, i)

]
=
N2

2

∑
i∈{±(N−1)}

[
c(ηi, i)

( ρ̄i
1− ρ̄i

)1−2ηi
exp

[(1− 2ηi)

2N

∑
j 6=i

η̄j(2g − h)i,j

]
− c(η, i) exp

[(1− 2ηi)

2N

∑
j 6=i

η̄jhi,j

]]
. (3.36)

The jump rates c(η, i), i ∈ {±(N − 1)} are defined in (2.3). To compute (3.36), recall that both
h, g satisfy h(±1, ·) = 0 = g(±1, ·) by hypothesis. It follows that the arguments of the exponentials
in (3.36) are bounded by O(N−1). Moreover, introduce:

∀i ∈ ΛN = {−N + 1, . . . , N − 1}, λi := log
( ρ̄i

1− ρ̄i

)
as well as λ±N = log

( ρ±
1− ρ±

)
.

(3.37)
With this notation and by reversibility, one has for i ∈ {±(N − 1)}:

c(ηi, i) = c(η, i)
( ρsign(i)

1− ρsign(i)

)2ηi−1

= exp
[(2ηi − 1)

N
λsign(i)N

]
. (3.38)

As a result, with the notation ∂Nλ` = N(λ`+1 − λ`), we get :

c(ηi, i)
( ρ̄i

1− ρ̄i

)1−2ηi
= c(η, i) exp

[(1− 2ηi)

N

(
1i=−(N−1)∂

Nλ−N − 1i=N−1∂
NλN−1

)]
. (3.39)

Write for short the boundary term as:

Bi := 1i=−(N−1)∂
Nλ−N − 1i=N−1∂

NλN−1. (3.40)

Using (3.39) and the existence of Ch,g,ρ̄ = C(‖h‖∞, ‖g‖∞, ‖ρ̄‖∞) > 0 such that

|ex − 1− x2/2| ≤ Ch,g,ρ̄|x|3 for |x| ≤ 2(‖h‖∞ + 2‖g‖∞ + ‖λ‖∞), (3.41)

Equation (3.36) can be expanded with an error term:

δN,1± (η) := N2L∗h,±1(η)− N

2

∑
i∈{±(N−1)}

c(η, i)(1− 2ηi)
[ 1

N

∑
j 6=i

η̄jN(g − h)i,j + Bi
]

(3.42)

− 1

4

∑
i∈{±(N−1)}

c(η, i)

[( 1

2N

∑
j 6=i

η̄jN(2g − h)i,j + Bi
)2

−
( 1

2N

∑
j 6=i

η̄jNhi,j

)2
]
,
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and δN,1± satisfies |δN,1± | ≤ Ch,g,ρ̄/N . To compute the two terms in the left-hand side of (3.42), let
i ∈ {±(N − 1)} and let us first rewrite the jump rate in terms of η̄i in two different ways. One
has:

c(η, i) := (1− ηi)ρsign(i) + (1− ρsign(i))ηi = asign(i) + η̄i(1− 2ρsign(i)), (3.43)

with:
asign(i) := (1− ρ̄i)ρsign(i) + (1− ρsign(i))ρ̄i. (3.44)

Moreover, it also holds that:

(1− 2ηi)c(η, i) = −(ηi − ρsign(i)) = −η̄i + (ρsign(i) − ρ̄i)

= −η̄i −
1

N

[
1i=−(N−1)∂

N ρ̄−N − 1i=N−1∂
N ρ̄N−1

]
. (3.45)

Using (3.45) in the first sum in (3.42), one finds:

N

2

∑
i∈{±(N−1)}

c(η, i)(1− 2ηi)
[ 1

N

∑
j 6=i

η̄jN(g − h)i,j +
(
1i=−(N−1)∂

Nλ−N − 1i=N−1∂
NλN−1

)]
= −N∂

Nλ−N
2

[
η̄−(N−1) +

∂N ρ̄−N
N

]
+
N∂NλN−1

2

[
η̄N−1 −

∂N ρ̄N−1

N

]
+ δN,2± (η), (3.46)

where δN,2± is an error term that reads:

δN,2± (η) = −1

2

∑
i∈{±(N−1)}

(
η̄i +

1

N

[
1i=−(N−1)∂

N ρ̄−N − 1i=N−1∂
N ρ̄N−1

])∑
j 6=i

η̄jN(g − h)i,j. (3.47)

Since N(g−h)i,j is of order 1 for i close to the boundary, the term involving η̄i above is of the same
form as U±1 in Lemma 3.9, and recall that U±1 is Γ-controllable with size N−1 and of vanishing
type (as defined in Lemma 3.13). The other term is of the form N−1/2Y N(φ) for a bounded φ
(recall (3.26)), and Y N(φ) is controllable with size 1, thus N−1/2Y N(φ) is also of vanishing type.
It follows that δN,2± is Γ-controllable with size N−1 and of vanishing type.
Consider now the second sum in (3.42). Using (3.43) and recalling the definition (3.44) of a±, it
reads:

1

4

∑
i∈{±(N−1)}

c(η, i)

[( 1

2N

∑
j 6=i

η̄jN(2g − h)i,j +
(
1i=−(N−1)∂

Nλ−N − 1i=N−1∂
NλN−1

))2

−
( 1

2N

∑
j 6=i

η̄jNhi,j

)2
]

=
a−(∂Nλ−N)2

4
+
a+(∂NλN−1)2

4
+ δN,3± (η), (3.48)

where δN,3± is an error term that contains all other contributions:

δN,3± (η) =
1

4

∑
i∈{±(N−1)}

c(η, i)

[( 1

2N

∑
j 6=i

η̄jN(2g − h)i,j

)2

−
( 1

2N

∑
j 6=i

η̄jNhi,j

)2
]

+
1

4N

∑
i∈{±(N−1)}

c(η, i)
[(
1i=−(N−1)∂

Nλ−N − 1i=N−1∂
NλN−1

)∑
j 6=i

η̄jN(2g − h)i,j

]
+ η̄−(N−1)(1− 2ρ−)

(∂Nλ−N)2

4
+ η̄N−1(1− 2ρ+)

(∂NλN−1)2

4
. (3.49)
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With the notations of Lemma 3.9 and bounding c(η, ·) by 1, the first line of δN,3± is bounded by
a term of the form N−2Xφ2

2,{0}, thus N
−1 times a quantity controllable with size 1. Similarly, the

second line is bounded by a term of the form N−1/2|Y N(φ)| (recall that Y N is defined in (3.26))
for bounded φ, and |Y N(φ)| is controllable with size 1. Finally, the third line is of the form U±0 ,
and U±0 is Γ-controllable with size N−1 and of vanishing type. The quantity δN,3± is therefore
Γ-controllable with size N−1/2 and of vanishing type.

Putting together (3.46) and (3.48), we have obtained the following expression of the adjoint at
the boundary:

N2L∗h,±1(η) = −N∂
Nλ−N
2

[
η̄−(N−1) +

∂N ρ̄−N
N

]
+
N∂NλN−1

2

[
η̄N−1 −

∂N ρ̄N−1

N

]
+
a−
(
∂Nλ−N

)2

4
+
a+

(
∂NλN−1

)2

4
+

3∑
q=1

δN,q± (η). (3.50)

It remains to notice that the constant terms in the last equation compensate each other to obtain
the final expression for N2L∗h,±1(η). Indeed, for each i ∈ {±(N − 1)}, a Taylor expansion yields:

asign(i) = 2σ̄i +O(N−1), ∂Nλi =
∂N ρ̄i
σ̄i

+O(N−1). (3.51)

It follows that there is a configuration-independent error term δN,4, with δN,4 = O(N−1), such
that:

N2L∗h,±1(η) = −N∂
Nλ−N
2

η̄−(N−1) +
N∂NλN−1

2
η̄N−1 + δN± (η), δN± :=

4∑
q=1

δN,q± (η). (3.52)

The quantities δN− , δN+ are, by definition, Γ-controllable with size N−1 and of vanishing type.

3.4 Adjoint in the bulk

We now compute L∗h,01. For each i < N − 1, define Bh
i , C

h
i , D

h
i as follows:

Bh
i (η) =

1

2N

∑
j /∈{i,i+1}

η̄j∂
N
1 hi,j, Dh

i (η) =
∂N ρ̄i hi,i+1

2N
, Ch

i = Bh
i +Dh

i , (3.53)

where, for u : Λ2
N → R:

∂N1 u(i, j) = N [u(i+ 1, j)− u(i, j)], i < N − 1, j ∈ ΛN . (3.54)

With these definitions,

∀i < N − 1, ΠN(h)(ηi,i+1)− ΠN(h)(η) = −(ηi+1 − ηi)
N

Ch
i (η). (3.55)

Define similarly Cg
· , and notice that, since h, g are regular:

sup
N∈N∗

sup
η∈ΩN

sup
i<N−1

(
|Ch

i (η)|+ |Cg
i (η)|

)
<∞. (3.56)
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By (3.5), the adjoint L∗h,0 in the bulk reads, by definition:

N2L∗h,01(η) =
N2

2

∑
i<N−1

[
ch(η

i,i+1, i, i+ 1)
νNg (ηi,i+1)

νNg (η)
− ch(η, i, i+ 1)

]
. (3.57)

With the above notations, this becomes:

N2L∗h,01(η) =
N2

2

∑
i<N−1

c(η, i, i+ 1)

[
exp

[(ηi+1 − ηi)
N

(Ch
i − 2Cg

i )
][ ρ̄i(1− ρ̄i+1)

ρ̄i+1(1− ρ̄i)

]ηi+1−ηi

− exp
[
− (ηi+1 − ηi)

N
Ch
i

]]
. (3.58)

To compute (3.58), recall the definition of λ:

∀i ∈ ΛN , λi := log
( ρ̄i

1− ρ̄i

)
. (3.59)

Notice that Ch
· − 2Cg

· = Ch−2g
· . Moreover, c(η, i, i + 1) = (ηi+1 − ηi)2 for each i < N − 1. With

these notations, (3.58) reads:

N2L∗h,01(η) =
N2

2

∑
i<N−1

(ηi+1 − ηi)2

[
exp

[(ηi+1 − ηi)
N

(Ch−2g
i − ∂Nλi)

]
− exp

[
− (ηi+1 − ηi)

N
Ch
i

]]
. (3.60)

To compute (3.60), we expand the above exponentials. Write (N2L∗h,01)order p for the term of order
p ∈ N. From the existence of Ch,g = C(‖h‖∞, ‖g‖∞) > 0 such that |ex−1−x−x2/2−x3/6| ≤ Ch,gx

4

when |x| ≤ 2(‖h‖∞ + 2‖g‖∞), one has |δN0, order≥4(η)| ≤ 2Ch,g/N , with:

N2L∗h,01(η) =
N

2

∑
i<N−1

(ηi+1 − ηi)
[
2Ch−g

i − ∂Nλi
]

(3.61)

+
1

4

∑
i<N−1

(ηi+1 − ηi)2
[(
Ch−2g
i − ∂Nλi

)2 −
(
Ch
i

)2
]

(3.62)

+
1

12N

∑
i<N−1

(ηi+1 − ηi)
[[
Ch−2g
i − ∂Nλi

]3
+
(
Ch
i

)3
]

+ δN0, order≥4(η). (3.63)

The sum in the last line (3.63) will later be found to be an error term, in Section 3.4.3. The
important terms are therefore the sums in (3.61)-(3.62), which we will see impose conditions on
the choice of g.
To highlight the structure of L∗h,01, let us rewrite the sums in (3.61)-(3.62) by grouping together
terms involving n-point correlations, n ∈ N∗. By (3.53), C is the sum of B, which involves one-
point correlations (i.e. one η̄); and of D, which is configuration-independent, like λ. Moreover, the
sum in (3.61) will have to be integrated by parts to remove the N factor. To do so, write:

∀i < N − 1, ηi+1 − ηi = η̄i+1 − η̄i + ρ̄i+1 − ρ̄i = η̄i+1 − η̄i +N−1∂N ρ̄i. (3.64)
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The sum in (3.61) therefore contains constant terms, fluctuations and two-point correlations. Let
us similarly analyse the second line (3.62). The jump rate (ηi+1− ηi)2, i < N − 1 can be expressed
in terms of η̄i and η̄i+1 as follows:

∀i < N − 1, (ηi+1 − ηi)2 = ai + σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i − 2η̄iη̄i+1, (3.65)

where ai = ρ̄i+1(1 − ρ̄i) + ρ̄i(1 − ρ̄i+1), i < N − 1. The sum in (3.62) therefore involves constant
terms and n-point correlations for each 1 ≤ n ≤ 4. In Section 3.4.3, we prove that three-point
and four-point correlations lead to an error term δN0,3−4, while the sum in the third line (3.63) is
an error term δN0, order 3. The adjoint in the bulk thus reads:

N2L∗h,01 = Const + Fluct + Corr + δN0,3−4 + δN0, order 3 + δN0, order≥4, (3.66)

where Const, Fluct, Corr respectively denote the constant terms, the fluctuations and the correla-
tions. The expression of these terms is given in the next three sections. Informally, these are small
only when νNg satisfies specific conditions. Namely, the fluctuations term Fluct is small because,
by definition, νNg has the same average occupation number as the invariant measure in the large N
limit, see Section 3.4.1. On the other hand, the correlations Corr are small provided g solves the
partial differential equation (2.61), as shown in Section 3.4.2. Finally, the constant Const is small
provided all other terms are, as established in Section 3.4.4. We will repeatedly use the following
estimates (recall the definition (3.53) of D):

sup
i<N−1

|Di| = O(N−1), sup
i<N−1

∣∣∣ai∂Nλi
2

− ∂N ρ̄i
∣∣∣ = O(N−1) = sup

i<N−1

∣∣∣∂Nλi − ∂N ρ̄i
σ̄i

∣∣∣. (3.67)

3.4.1 The fluctuations

Here, we estimate the fluctuations term Fluct in (3.66), which we recall accounts for all terms with
a single η̄ in the two sums (3.61)-(3.62). Recalling (3.65), it reads:

Fluct =
1

2

∑
i<N−1

[
N(η̄i+1 − η̄i)

(
2Dh−g

i − ∂Nλi
)

+ 2∂N ρ̄iB
h−g
i

+
ai
2

[
2Bh−2g

i

(
Dh−2g
i − ∂Nλi

)
− 2Bg

iD
g
i

]
+

1

2

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

][
(Dh−2g

i − ∂Nλi)2 − (Dg
i )

2
]]
. (3.68)

To estimate the size of each term above, recall from Lemma 3.9 that a term of the form Y N(φ)
(defined in (3.26)), with φ : (−1, 1)→ R bounded, is controllable with size 1. Using (3.67), (3.68)
thus turns into:

Fluct =
1

2

∑
i<N−1

[
N(η̄i+1 − η̄i)

(
2Dh−g

i − ∂Nλi
)

+ 2∂N ρ̄iB
h−g
i − ai∂NλiBh−2g

i

+
(∂Nλi)

2

2

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]]
+ δN,10,1 (η), (3.69)
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where δN,10,1 (η) reads:

δN,10,1 (η) :=
1

2

∑
i<N−1

[
ai
[
Bh−2g
i Dh−2g

i −Bg
iD

g
i

]
+
[
σ̄′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]
×
[
(Dh−2g

i )2 − 2Dh−2g
i ∂Nλi − (Dg

i )
2
]]
. (3.70)

Recall from (3.53) that each B·i for i < N −1 is of the form N−1/2Y N(φ) for a bounded function φ,
and that supi |Di| = O(N−1). As a result, all terms composing δN,10,1 are of the form N−1/2Y N(ψ)

or N−3/2Y N(ψ) for a bounded ψ, and Y N(ψ) is controllable with size 1 by Lemma 3.9. It follows
that δN,10,1 is controllable with size N−1 and of vanishing type (recall Definitions 3.6–3.11).

Let us compute (3.69). We start by integrating its first term by parts. From (3.53) and the
regularity of h, g, one draws, for each i < N − 1:

Dh−g
i−1 −D

h−g
i = − 1

2N2

[
(h− g)i,i+1∆N ρ̄i +N

[
(h− g)i,i+1 − (h− g)i−1,i

]
∂N ρ̄i−1

]
, (3.71)

where:
∆N ρ̄i = ∂N(∂N ρ̄i−1) = N2[ρ̄i+1 + ρ̄i−1 − 2ρ̄i]. (3.72)

Remark 3.15. In the present case, ∆N ρ̄i = 0 and ∂N ρ̄i = ρ̄′ for each i, which could be used to
simplify (3.71) and several other expressions below. We chose not to use the properties of ρ̄ until
the end of this section to highlight the structure of the Fluct term: it will contain a discrete PDE
involving ρ̄. Had we defined νNg in terms of a density function ρ : [−1, 1]→ [0, 1], this PDE would
determine the choice of density ρ in the measure νNg in order to obtain an optimal bound on the
adjoint. �

As a result, supi
∣∣Dh−g

i−1 − D
h−g
i

∣∣ = O(N−2). Moreover, g(±1, ·) = 0 = h(±1, ·), which implies
that Dh−g

−(N−1) = O(N−2) = Dh−g
N−2. An integration by parts therefore turns (3.69) into:

Fluct =
1

2

∑
|i|<N−1

η̄i∆
Nλi −

N

2
η̄N−1∂

NλN−2 +
N

2
η̄−(N−1)∂

Nλ−(N−1) (3.73)

+
∑
i<N−1

[
∂N ρ̄iB

h−g
i − ai∂

Nλi
2

Bh−2g
i +

(∂Nλi)
2

4

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]]
+

2∑
q=1

δN,q0,1 (η),

where δN,20,1 is a controllable error term with size N−1 of vanishing type, as it reads:

δN,20,1 (η) =
1

N

∑
|i|<N−1

η̄iN
2
[
Dh−g
i−1 −D

h−g
i

]
+ η̄N−1D

h−g
N−2 − η̄−(N−1)D

h−g
−(N−1). (3.74)

Using (3.67) to express a·∂Nλ· in terms of ∂N ρ̄· in the terms involving B in the second line, (3.73)
becomes:

Fluct =
1

2

∑
|i|<N−1

η̄i∆
Nλi −

N

2
η̄N−1∂

NλN−2 +
N

2
η̄−(N−1)∂

Nλ−(N−1)

+
∑
i<N−1

[
∂N ρ̄iB

g
i +

(∂Nλi)
2

4

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]]
+

3∑
q=1

δN,q0,1 (η), (3.75)
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with δN,30,1 (η) of the form N−1/2Y N(φ) (recall (3.26)) with φ bounded, thus controllable with size
N−1 and of vanishing type. Indeed, recalling the estimates (3.67) and the definition (3.53) of B,
δN,30,1 reads:

δN,30,1 (η) = − 1

2N

∑
j∈ΛN

η̄j

(
1

N

∑
i/∈{j−1,j,N−1}

N
[ai∂Nλi

2
− ∂N ρ̄i

]
∂N1 (h− 2g)i,j

)
, (3.76)

and the term between parenthesis is bounded uniformly in j ∈ ΛN and N ∈ N∗. Let us
now compute the term involving B in (3.75). Recall that g ∈ C3(B̄) and is symmetric, thus
sup|j|<N−1N |gj−1,j−gj+1,j| is bounded uniformly in N . Integrating by parts and using g(±1, ·) = 0,
and the symmetry of g in the last line below; we find:∑

i<N−1

∂N ρ̄iB
g
i =

1

2N

∑
i<N−1

∂N ρ̄i
∑

j /∈{i,i+1}

η̄j∂
N
1 gi,j =

1

2N

∑
j∈ΛN

η̄j
∑

i/∈{j−1,j,N−1}

∂N ρ̄i∂
N
1 gi,j

= − 1

2N

∑
j∈ΛN

η̄j

[ ∑
|i|<N−1
|j−i|>1

∆N ρ̄igi,j + ∂N ρ̄j−2(Ngj−1,j)− ∂N ρ̄j+1(Ngj+1,j)

+ ∂N ρ̄N−2(NgN−1,j)− ∂N ρ̄−N+1(Ng−N+1,j)

]
=: − 1

2N

∑
j∈ΛN

η̄j
∑
|i|<N−1
|j−i|>1

∆N ρ̄igi,j + δN,40,1 (η)

=: −1

2

∑
j∈ΛN

η̄j
(
N−1Mg

)
(∆ρ̄·)(j) + δN,50,1 (η), (3.77)

where δN,40,1 , δ
N,5
0,1 are of the form N−1/2Y N(φ) (Y N(φ) is defined in (3.26)) for bounded φ, and there-

fore δN,40,1 , δ
N,5
0,1 are controllable with size N−1 and of vanishing type. Mg is the matrix (gi,j)(i,j)∈Λ2

N

and (∆ρ̄·) the vector (∆ρ̄i)i∈ΛN , so that δN,50,1 accounts for the replacement of ∆N ρ̄ by ∆ρ̄ (this
cost vanishes in our case since ρ̄ is linear, but we do not use this fact at this point), as well as the
addition of missing terms in the sum on i:

δN0,5(η) = − 1

2N

∑
j∈ΛN

η̄j
∑

−N+1<i<N−1
|j−i|>1

[
∆N ρ̄i −∆ρ̄i

]
gi,j −

1

2N

∑
j∈ΛN

η̄j
∑

i∈{±(N−1),j,j±1}

∆ρ̄igi,j. (3.78)

Consider now the sums involving λ· in (3.75). Elementary computations give, for each i < N − 1:

∆Nλi = N [∂Nλi − ∂Nλi−1] =
∆N ρ̄i
σ̄i
−
(
∂N ρ̄i

)2
σ′(ρ̄i)

(σ̄i)2
+ εNi , sup

|i|<N−1

|εNi | = O(N−1). (3.79)
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By (3.67), we also know supi |∂Nλi − ∂N ρ̄i/σ̄i| = O(N−1). As a result:

1

2

∑
|i|<N−1

η̄i∆
Nλi +

∑
i<N−1

(∂Nλi)
2

4

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]
− N

2
η̄N−1∂

NλN−2 +
N

2
η̄−(N−1)∂

Nλ−(N−1)

=
1

2

∑
i∈ΛN

η̄i
∆ρ̄i
σ̄i
− N

2
η̄N−1∂

NλN−2 +
N

2
η̄−(N−1)∂

Nλ−(N−1) + δN,60,1 (η), (3.80)

where δN,60,1 reads:

δN,60,1 (η) :=
1

2

∑
|i|<N−1

η̄i

[
∆Nλi +

1

4

[
(∂Nλi−1)2σ′(ρ̄i−1) + (∂Nλi)

2σ′(ρ̄i+1)
]
− ∆ρ̄i

σ̄i

]
+
η̄N−1(∂NλN−2)2σ′(ρ̄N−2)

4
+
η̄−(N−1)(∂

Nλ−(N−1))
2σ′(ρ̄−(N−2))

4

− η̄N−1
∆ρ̄N−1

σ̄N−1

− η̄−(N−1)

∆ρ̄−(N−1)

σ̄−(N−1)

. (3.81)

The function δN,60,1 involves terms of the form η̄±(N−1)u(±(N − 1)) with u bounded (the last two
lines), and N−1/2Y N(φ) for bounded φ : (−1, 1) → R (the first line). It follows that δN,60,1 is Γ-
controllable with size N−1 and of vanishing type by Lemma 3.13. Note that the last line actually
vanishes since ∆ρ̄ = 0. This last line is an error term anyway, so we do not need this fact.
Putting (3.75), (3.77) and (3.80) together, we have computed the fluctuations term (3.68) in
N2L∗h,01:

Fluct =
1

2

∑
i∈ΛN

η̄i
(
σ̄−1 −N−1Mg

)(
∆ρ̄·)(i)−

N

2
η̄N−1∂

NλN−2

+
N

2
η̄−(N−1)∂

Nλ−(N−1) +
6∑
q=1

δN,q0,1 (η). (3.82)

Since ρ̄ is the steady state profile satisfying ∆ρ̄· = 0, the first sum vanishes, and:

Fluct = −N
2
η̄N−1∂

NλN−2 +
N

2
η̄−(N−1)∂

Nλ−(N−1) + δN0,1(η), δN0,1 :=
6∑
q=1

δN,q0,1 . (3.83)

By definition of error terms, see Definition 3.6, we have proven the following: for any θ, γ > 0,
there is C(θ, γ) > 0 such that, for any density f for νNg and N larger than some N(γ):

νNg
(
f · Fluct

)
≤ N

2
νNg
(
f [−η̄N−1∂

NλN−2 + η̄−(N−1)∂
Nλ−(N−1)]

)
+ θN2νNg

(
Γh(
√
f)
)

+
H(fνNg |νNg )

γ
+
C(θ, γ)

N
. (3.84)

The expectation in the first line of (3.84) is not an error term, but it will cancel out with the
boundary term obtained in (3.52). This cancellation will be proven in Section 3.5, where all
contributions to L∗h1 will be summed.
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3.4.2 The correlations

In this section, we compute the Corr term in (3.66) and obtain the partial differential equation that
an optimal g must solve. Recall that Corr corresponds to all terms in (3.61)-(3.62) that involve
products of two η̄’s. It reads:

Corr =
∑
i<N−1

[
N(η̄i+1 − η̄i)Bh−g

i − aiBg
iB

h−g
i − 1

2
η̄iη̄i+1

[(
Dh−2g
i − ∂Nλi

)2 − (Dh
i )2
]

+
1

2

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

][
Bh−2g
i

(
Dh−2g
i − ∂Nλi

)
−Bh

i D
h
i

]]
(3.85)

Recall from Lemma 3.9 that terms of the form ΠN(u), or N−1/2Xv
1,{0,1} = N−1/2

∑
i<N−1 η̄iη̄i+1vi,

are controllable with size 1 as soon as the test functions u, v are bounded. Multiplying them by εN
with εN = oN(1) therefore turns them into controllable error terms with size εN , ε2

N respectively
by Lemma 3.9. As in Section 3.4.1, we first use the estimate (3.67) on the size of D to remove
some terms from (3.85):

Corr =
∑
i<N−1

[
N(η̄i+1 − η̄i)Bh−g

i − aiBg
iB

h−g
i − 1

2
η̄iη̄i+1

(
∂Nλi

)2

− 1

2

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]
∂NλiB

h−2g
i

]
+ δN,10,2 (η), (3.86)

with δN,10,2 controllable with size N−1 of vanishing type, defined by:

δN,10,2 (η) := − 1

2N

∑
i<N−1

η̄iη̄i+1N
[
(Dh−2g

i )2 − 2Dh−2g
i ∂Nλi − (Dh

i )2
]

+
1

2N

∑
i<N−1

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]
N
[
Bh−2g
i Dh−2g

i −Bh
i D

h
i

]
. (3.87)

Let us integrate by parts the term involving η̄i+1 − η̄i in (3.86), i < N − 1. To do so, notice first
that, for each i with |i| < N − 1:

N
[
Bh−g
i−1 −B

h−g
i

]
= N

[
Bg−h
i −Bg−h

i−1

]
=

1

2N

∑
j:|j−i|>1

η̄j∆
N
1 (g − h)i,j

+
1

2

[
η̄i−1∂

N
1 (g − h)i,i−1 − η̄i+1∂

N
1 (g − h)i−1,i+1

]
, (3.88)

with ∆N
1 u(i, j) = ∂N1 (∂N1 u(i− 1, j)) for u : Z2 → R and (i, j) ∈ Z2. As a result:∑

i<N−1

N(η̄i+1 − η̄i)Bh−g
i = Nη̄N−1B

h−g
N−2 −Nη̄−(N−1)B

h−g
−(N−1) +

∑
|i|<N−1

η̄iN
[
Bh−g
i−1 −B

h−g
i

]
= δN,20,2 (η) +

1

2N

∑
|i|<N−1

∑
j:|j−i|>1

η̄iη̄j∆
N
1 (g − h)i,j

+
1

2

∑
|i|<N−1

η̄i
[
η̄i−1∂

N
1 (g − h)i,i−1 − η̄i+1∂

N
1 (g − h)i−1,i+1

]
, (3.89)
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where δN,20,2 (η) := Nη̄N−1B
h−g
N−2−Nη̄−(N−1)B

h−g
−(N−1). δ

N,2
0,2 involves correlations between the reservoir

and the bulk, of the same form as the function U±1 defined in Lemma 3.9. δN,20,2 is thus Γ-controllable
with size N−1 and of vanishing type. On the other hand, the last line of (3.89) can be integrated
by parts once again:∑

|i|<N−1

η̄i
[
η̄i−1∂

N
1 (g − h)i,i−1 − η̄i+1∂

N
1 (g − h)i−1,i+1

]
=

∑
−(N−1)<i<N−2

η̄iη̄i+1

[
∂N1 (g − h)i+1,i − ∂N1 (g − h)i−1,i+1

]
+ δN,30,2 (η), (3.90)

with:

δN,30,2 (η) := η̄−(N−1)η̄−(N−2)∂
N
1 (g − h)−(N−2),−(N−1) − η̄N−2η̄N−1∂

N
1 (g − h)N−3,N−1. (3.91)

The quantity δN,30,2 is again a Γ-controllable error term with size N−1 of vanishing type, as it is of
the same form as the function U±1 of Lemma 3.9. Equation (3.89) thus reads:∑

i<N−1

N(η̄i+1 − η̄i)Bh−g
i =

1

2N

∑
|i|<N−1

∑
j:|j−i|>1

η̄iη̄j∆
N
1 (g − h)i,j

+
1

2

∑
−(N−1)<i<N−2

η̄iη̄i+1

[
∂N1 (g − h)i+1,i − ∂N1 (g − h)i−1,i+1

]
+

3∑
q=2

δN,q0,2 (η). (3.92)

The other terms in (3.86) are simpler. Indeed, recall that:

sup
i<N−1

|ai − 2σ̄i| = O(N−1), sup
i<N−1

∣∣∣∂Nλi − ∂N ρ̄i
σ̄i

∣∣∣ = O(N−1). (3.93)

Using these estimates in (3.86), Corr becomes:

Corr =
1

2N

∑
|i|<N−1

∑
j:|j−i|>1

η̄iη̄j∆
N
1 (g − h)i,j

+
1

2

∑
−(N−1)<i<N−2

η̄iη̄i+1

[
∂N1 (g − h)i+1,i − ∂N1 (g − h)i−1,i+1 −

(∂N ρ̄i)
2

(σ̄i)2

]

−
∑
i<N−1

[[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]∂N ρ̄i
2σ̄i

Bh−2g
i + 2σ̄iB

g
iB

h−g
i

]
+

4∑
q=1

δN,q0,2 (η), (3.94)

where δN,40,2 reads:

δN,40,2 (η) = − 1

2N

∑
i<N−1

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

][
∂Nλi −

∂N ρ̄i
σ̄i

]
Bh−2g
i − 1

N

∑
i<N−1

N
[
ai − 2σ̄i

]
Bg
iB

h−g
i

− 1

2N

∑
−(N−1)<i<N−2

η̄iη̄i+1N
[
(∂Nλi)

2 − (∂N ρ̄i)
2

σ̄2
i

]
− 1

2

[
η̄−(N−1)η̄−(N−2)

(
∂Nλ−(N−1)

)2
+ η̄N−2η̄N−1

(
∂NλN−2

)2
]
. (3.95)
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The last line comes from the fact that the sum involving η̄iη̄i+1 in (3.86) and in (3.92) do not have
the same range. It is of the same form as U+

1 in Lemma 3.9, thus its multiplication by N1/2 gives
a Γ-controllable term with size 1. The first line above is of the form N−2Xφ2

2,{0}, while the second
line reads N−1/2Xφ1

1,{0,1}; for bounded tensors φ1, φ2. As a result, δN,40,2 is Γ-controllable with size
N−1 and of vanishing type by Lemmas 3.9–3.13.

To conclude on the expression of the correlations, it remains to take care of the two terms
involving B in (3.94). Recalling the definition (3.53) of B, using the regularity of h, g and ρ̄ and
changing indices, one can write:

1

2

∑
i<N−1

[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]∂N ρ̄i
σ̄i

B2g−h
i (3.96)

=
1

2N

∑
|i|<N−1

σ′(ρ̄i)∂
N ρ̄i

σ̄i
η̄i

∑
j /∈{i,i+1}

η̄j∂
N
1 (2g − h)i,j + δN,50,2 (η),

where δN,50,2 is an error term that reads:

δN,50,2 (η) =
1

2N

∑
|i|<N−1

η̄iN
[
σ′(ρ̄i+1)− σ′(ρ̄i)

]∂N ρ̄i
σ̄i

B2g−h
i

+
1

2N

∑
|i|<N−1

η̄iN
[
σ′(ρ̄i−1)

∂N ρ̄i−1

σ̄i−1

B2g−h
i−1 − σ′(ρ̄i)

∂N ρ̄i
σ̄i

B2g−h
i

]
+ η̄N−1

σ′(ρ̄N−2)∂N ρ̄N−2

2σ̄N−2

B2g−h
N−2 + η̄−(N−1)

σ′(ρ̄−(N−2))∂
N ρ̄−(N−1)

2σ̄−(N−1)

B2g−h
−(N−1). (3.97)

δN,50,2 is of the form N−1Xφ2
2,{0} for a bounded φ2 for the first two lines, and N−1U±1 for the third

line. By Lemmas 3.9–3.13, δN,50,2 is therefore Γ-controllable with size N−1 and of vanishing type.

Finally, recall that (η̄·)
2 = σ̄·+σ′(ρ̄·)η̄·. Separating diagonal and off-diagonal contributions, the

term involving Bg
· B

h−g
· in (3.94) reads:

−2
∑
i<N−1

σ̄iB
g
iB

h−g
i =

1

2N2

∑
i<N−1

σ̄i
∑

j,`/∈{i,i+1}

η̄j η̄`∂
N
1 gi,j∂

N
1 (g − h)i,`

=
1

2N

∑
|j|<N−1
6̀=j

η̄j η̄`

( 2

2N

∑
i/∈{j−1,j,`−1,`,N−1}

σ̄i∂
N
1 gi,j∂

N
1 (g − h)i,`

)

+
1

2N2

∑
i<N−1

∑
j /∈{i,i+1}

σ̄iσ̄j∂
N
1 gi,j∂

N
1 (g − h)i,j + δN,60,2 (η), (3.98)

where δN,60,2 is the sum of error terms of the form N−1/2Y N(φ) (recall (3.26)) and U±1 , thus δN,60,2 is
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Γ-controllable with size N−1 and of vanishing type. It is given by :

δN,60,2 (η) =
1

2N2

∑
i<N−1

∑
j /∈{i,i+1}

σ̄iσ
′(ρ̄j)η̄j∂

N
1 gi,j∂

N
1 (g − h)i,j

+
∑

j∈{±(N−1)}

∑
` 6=j

η̄j η̄`

( 2

2N

∑
i/∈{j−1,j,`−1,`,N−1}

σ̄i∂
N
1 gi,j∂

N
1 (g − h)i,`

)
. (3.99)

The correlations (3.85) have so far been rewritten as follows:

Corr =
∑
|i|<N−1
j 6=i

η̄iη̄j

{
1

2N

[
1|i−j|>1∆N

1 (g − h)i,j + 1j 6=i+1∂
N ρ̄i

σ′(ρ̄i)

σ̄i
∂N1 (2g − h)i,j (3.100)

+
1

N

∑
`/∈{i−1,i,j−1,j,N−1}

σ̄`∂
N
1 g`,i∂

N
1 (g − h)`,j

]

+ 1j=i+1<N−1
1

2

[
∂N1 (g − h)i+1,i − ∂N1 (g − h)i−1,i+1 −

∂N ρ̄i
(σ̄i)2

]}
(3.101)

+
1

2N2

∑
i<N−1

∑
j /∈{i,i+1}

σ̄iσ̄j∂
N
1 gi,j∂

N
1 (g − h)i,j +

6∑
q=1

δN,q0,2 (η). (3.102)

We claim that the curly bracket is a discrete version of the partial differential equation (2.61).
To see it, first use the symmetry of g, h and exchange i, j. Recall then that, by assumption,
h, g ∈ W 4,s( ) for some s > 2. By Sobolev embedding,W 4,s( ) ⊂ C3(B̄)∩C3(C̄), see Appendix E.
As a result, approximating discrete derivatives by continuous ones and the Riemann sum in the
second line of (3.101) by an integral, there is an error term δN,70,2 , controllable with size N−1 and of
vanishing type, of the form N−1ΠN(u) +N−1Xv

1,{0,1} for bounded u, v, such that:

(3.100) + (3.101) = ΠN
(

∆(g − h) +
(σ̄)′

σ̄
∂1(2g − h) + ∂2(2g − h)

(σ̄)′

σ̄

)
+ ΠN

(
M(∂1g, ∂1(g − h)) +M(∂1(g − h), ∂1g)

)
+
∑
i<N−1

η̄iη̄i+1

[
∂1(g − h)i+,i − ∂1(g − h)i−,i −

(ρ̄′)2

σ̄2
i

]
+ δN,70,2 (η), (3.103)

withM the bilinear operator defined in (2.46) and the convention, for (x, y) ∈ :

wφ(x, y) = w(x)φ(x, y), φw(x, y) = φ(x, y)w(y), φ : → R, w : (−1, 1)→ R. (3.104)

If g is chosen as the solution gh of the main equation (2.61), then the right-hand side of (3.103)
reduces to δN,70,2 (η), whence:

Corr =
1

2N2

∑
i<N−1

∑
j /∈{i,i+1}

σ̄iσ̄j∂
N
1 (gh)i,j∂

N
1 (gh − h)i,j + δN0,2(η), δN0,2 =

7∑
q=1

δN,q0,2 . (3.105)
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The first term is independent of the configuration, and will be estimated in Section 3.4.4. By
definition of error terms (see Definition 3.6), for any θ, γ > 0, there is thus C(θ, γ) > 0 such that,
for any density f for νNgh and any N large enough depending on γ:

νNgh
(
f · Corr

)
≤ 1

2N2

∑
i<N−1

∑
j /∈{i,i+1}

σ̄iσ̄j∂
N
1 (gh)i,j∂

N
1 (gh − h)i,j

+ θN2νNgh
(
Γh(
√
f)
)

+
H(fνNgh|ν

N
gh

)

γ
+
C(θ, γ)

N
. (3.106)

Remark 3.16. The choice of g = gh cancelling the curly bracket (3.100)–(3.101) is optimal in the
following sense: for another g, the first two terms in the right-hand side of (3.103) are not even
error terms, but only controllable with size 1. As a result, for g 6= gh, (3.106) can at best only be
true with γθN−1/2, Cθ respectively replacing γθ, CθN−1/2 in the right-hand side, which breaks the
oN(1) bound on the entropy obtained in Section 3.5. �

3.4.3 Higher-order correlations

In this section, we again assume that g = gh solves the main equation (2.61), and we estimate
the third order term (N2L∗h1)order 3 in the development (3.63) of the exponentials making up the
adjoint in the bulk, as well as three-point and four-point correlations arising in (3.62).

Consider first (N2L∗h1)order 3, which by (3.63) reads:

(N2L∗h1(η))order 3 =
1

12N

∑
i<N−1

(ηi+1 − ηi)
[[
Ch−2gh
i − ∂Nλi

]3
+
[
Ch
i

]3]
. (3.107)

For i < N − 1, write ηi+1− ηi = η̄i+1− η̄i +N−1∂N ρ̄i as before, and recall from (3.56) that Ch−2gh
· ,

Ch
· are bounded with N . As a result:∣∣∣(N2L∗h1(η))order 3 −

1

12N

∑
i<N−1

(η̄i+1 − η̄i)
[[
Ch−2gh
i − ∂Nλi

]3
+
[
Ch
i

]3]∣∣∣ ≤ C(h)

N
. (3.108)

One need not even integrate by parts to find that the sum in (3.108) is an error term. Indeed,
developing the cubes and recalling that C = B +D (see (3.53)) with ND bounded, one finds:

1

12N

∑
i<N−1

(η̄i+1 − η̄i)
[[
Ch−2gh
i − ∂Nλi

]3
+
[
Ch
i

]3]
=

4∑
n=1

N−nXφn
n,{0}(η), (3.109)

for bounded φn, 1 ≤ n ≤ 4, depending on ρ±, h. By Lemmas 3.9–3.13, N−nXφn
n,{0} is controllable

with size N−3/2 at most for 1 ≤ n ≤ 4, and of vanishing type. This observation and (3.108) yield:

∣∣(N2L∗h1(η))order 3
∣∣ ≤ δN0, order 3(η) :=

C(h)

N
+
∣∣∣ 4∑
n=1

N−nXφn
n,{0}(η)

∣∣∣, (3.110)

and δN0, order 3 is controllable with size N−1 and of vanishing type.
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Consider now three-and four-point correlations arising in the terms (3.63)–(3.64)–(3.65). They
read:

δN0,3−4(η) :=
∑
i<N−1

[
−
[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]
Bgh
i B

h−gh
i + η̄iη̄i+1B

gh
i

(
D2h−2gh
i − ∂Nλi

)
(3.111)

+ η̄iη̄i+1B
h−gh
i

(
D2gh
i + ∂Nλi

)]
+ 2

∑
i<N−1

η̄iη̄i+1B
gh
i B

h−gh
i . (3.112)

Recall that supi |D
φ
i | = O(N−1) for any bounded φ : [−1, 1]2 → R, and that supi |∂Nλi − ρ̄′/σ̄i| =

O(N−1). There are then bounded functions φn, ψn : (−1, 1)n → R (n ∈ {2, 3}) such that, in the
notations of Lemma 3.9:∑

i<N−1

[
−
[
σ′(ρ̄i)η̄i+1 + σ′(ρ̄i+1)η̄i

]
Bgh
i B

h−gh
i =: N−2Xφ3

3,{0}, (3.113)

∑
i<N−1

η̄iη̄i+1

[
Bgh
i D

2h−2gh
i +Bh−gh

i D2gh
i

]
=: N−2Xφ2

2,{0,1}, (3.114)∑
i<N−1

η̄iη̄i+1B
h−2gh
i ∂Nλi =: N−1Xψ2

2,{0,1}, (3.115)

2
∑
i<N−1

η̄iη̄i+1B
gh
i B

h−gh
i =: N−2Xψ3

3,{0,1}, (3.116)

so that δN0,3−4 reads:

δN0,3−4 = N−2Xφ2
2,{0,1} +N−2Xφ3

3,{0} +N−2Xψ3

3,{0,1} +N−1Xψ2

2,{0,1}. (3.117)

The first three terms are controllable error terms with size N−1/2 at most, with the first term
of vanishing type. The second and third term, involving φ3, ψ3 are of large type, and φ3, ψ3 are
bounded as follows:

max
{
‖φ3‖∞, ‖ψ3‖∞

}
≤ 1

2
‖∂1gh‖∞‖∂1(gh − h)‖∞. (3.118)

By taking ρ̄′ ≤ ε and h ∈ S(ε) for sufficiently small ε, the right-hand side can be made as small
as needed, see Appendix F.5. Lemma 3.13 therefore ensures that N−2Xφ3

3,{0} and N
−2Xψ3

3,{0,1} are
of LS type.
The last term in (3.117) is N−1Xψ2

2,{0,1} given in (3.115). ψ2 satisfies:

‖ψ2‖∞ ≤
Cρ̄′‖∂1(h− 2gh)‖∞

min{ρ−(1− ρ−), ρ+(1− ρ+)}
−→
ρ̄′→0

0. (3.119)

At first glance, the second item of Lemma 3.9 only yields that N−1Xψ2

2,{0,1} is controllable with size
‖ψ2‖∞N−1/2. The last item of Lemma 3.9 in fact yields that N−1Xψ2

2,{0,1} is Γ-controllable with size
N−1/2. This improvement is obtained in Appendix C.1, through the renormalisation scheme of
Jara and Menezes [JM18]. In view of the bound (3.119), taking ρ̄′ ≤ ε and h ∈ S(ε) for sufficiently
small ε ensures that N−1Xφ2

2,{0,1} is of LS type. All terms in the decomposition (3.117) have now
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been treated, and we conclude that, for small enough ε > 0 such that ρ̄′ ≤ ε, h ∈ S(ε), δN0,3−4 is a
Γ-controllable error term of LS type. Thus, for all large enough N and each δ > 0:

νNg
(
fδN0,3−4

)
≤ δN2νNg

(
Γh(
√
f)
)

+
H(fνNg |νNg )

210CLSδ
+
C ′(g, h)

N1/2δ
. (3.120)

Remark 3.17. In addition to the boundary terms, the term N−1Xψ2

2,{0,1} is the only one for which
a renormalisation scheme using the carre du champ is needed. �

3.4.4 The constant terms

Here, we prove that the configuration-independent terms appearing in the full adjoint N2L∗h1 are
small when g = gh, with gh the solution of the main equation (2.61). The terms in question
correspond to various constant terms bounded by O(N−1) encountered in the previous subsections
and the computation of N2L∗h,±1, which already are error terms; and the sum of the constant term
in (3.105), as well as the Const term of (3.66), which reads:

Const :=
∑
i<N−1

[
∂N ρ̄i

(
Dh−g
i − ∂Nλi

2

)
+
ai
4

[(
Dh−2g
i − ∂Nλi

)2 − (Dh
i )2
]]
. (3.121)

By definition of N2L∗h1, one has:

νNgh
(
N2L∗h1

)
= νNgh

(
N2Lh1

)
= 0. (3.122)

We can also estimate νNgh(N2L∗h1) through the expression (3.52) of the adjoint at the boundary
and the expansion (3.63) of the adjoint in the bulk. Indeed, Lemma A.2 yields the estimates:

∀n ≥ 1, sup
J⊂ΛN
|J |=n

νNgh

(∏
j∈J

η̄j

)
= O(N−n/2), (3.123)

∀j /∈ {±(N − 1)}, νNgh(η̄±(N−1)η̄j) = O(N−2), νNgh(η̄±(N−1)) = O(N−3/2). (3.124)

These bounds can be used on the error term δN± involving the adjoint at the boundary (3.52), the
error term δNorder≥3,0 defined in (3.110), the error term δN3−4,0 accounting for three and four point
correlations defined in (3.111)–(3.112), the estimates (3.83) of the fluctuations and (3.105) of the
correlations. They yield:

νNgh
(
N2L∗h1

)
= 0 = Const +

1

2N2

∑
i<N−1

∑
j /∈{i,i+1}

σ̄iσ̄j∂
N
1 gi,j∂

N
1 (g − h)i,j +O(N−1)

=: δN0,0 +O(N−1). (3.125)

The configuration-independent terms δN0,0 arising in N2L∗h,01 are thus bounded by O(N−1).

3.5 Conclusion

Let us put together the estimates obtained so far to conclude the proof of Lemma 3.5. The
expression of the adjoint at the boundary was obtained in (3.52) for general g, while the adjoint
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in the bulk has been estimated in the last three sections, provided one takes g = gh, with gh the
solution of the main equation (2.61). One has therefore:

N2L∗h1(η) = N2L∗h,±1(η) +N2L∗h,01(η)

=
N

2
η̄−(N−1)

(
∂Nλ−N − ∂Nλ−(N−1)

)
− N

2
η̄N−1

(
∂NλN−1 − ∂NλN−2

)
+ δN(η)

=
η̄−(N−1)

2
∆Nλ−(N−1) −

η̄N−1

2
∆NλN−1 + δN(η), (3.126)

with δN a Γ-controllable error term with size N−1/2, given by:

δN(η) = δN± (η) + δN0,0 + δN0,1(η) + δN0,2(η) + δN0,3−4(η) + δN0, order 3(η) + δN0, order≥4(η). (3.127)

Since supN |∆Nλ±(N−1)| <∞, the quantity:

η̄−(N−1)

2
∆Nλ−(N−1) −

η̄N−1

2
∆NλN−1 (3.128)

is Γ-controllable with size N−1 by Lemma B.3, and of vanishing type. It follows that N2L∗h1 is
Γ-controllable with size N−1/2, and equal to a sum of terms of vanishing type, plus δN0,3−4 which
is of LS type. Thus, by Definition 3.6 of Γ-controllability and taking δ = 1/2 there, there is a
controllable function E with size N−1/2 and C(ρ±, h) satisfying, for some γ > 8CLS:

1

γ
log νNgh

(
exp

[
γE
])
≤ C(ρ±, h)

N1/2
, (3.129)

and for any density f for νNgh :

νNgh
(
fN2L∗h1

)
≤ νNgh(fE) +

N2

2
νNgh
(
Γh(
√
f)
)

≤
H(fνNgh|ν

N
gh

)

8CLS
+
N2

2
νNgh
(
Γh(
√
f)
)

+
C(ρ±, h)

N1/2
. (3.130)

This concludes the proof of Lemma 3.5. �

3.6 The Radon-Nikodym derivative

The computations in the previous subsections can be used to obtain an expression of the Radon-
Nikodym derivative Dh = dPh/dP (h ∈ S(∞)) on each fixed time interval. By definition, for
trajectories up to time T > 0, Dh reads (see Appendix A.7 in [KL99]):

logDh((ηt)t≤T ) = ΠN
T (h)− ΠN

0 (h)−N2

∫ T

0

e−ΠNt (h)LeΠNt (h)dt. (3.131)

The correlation field ΠN is defined in (2.7).
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Proposition 3.18. Let h ∈ S(εB), and recall thatM(u, v)(x, y) =
∫

(−1,1)
u(z, x)σ̄(z)u(z, y)dz for

u, v ∈ L2( ) and (x, y) ∈ . Then, for each η ∈ ΩN :

N2e−ΠN (h)LeΠN (h)(η) =
1

2
ΠN
(

∆h+M(∂1h, ∂1h)
)
− (ρ̄′)2

4

∫
(−1,1)

h(x, x) dx (3.132)

+
1

4

∑
i<N−1

η̄iη̄i+1

(
∂1hi+,i − ∂1hi−,i

)
+

1

8

∫
σ̄(x)σ̄(y)

[
∂1h(x, y)

]2
dxdy + εN(h),

where εN(h) is a Γ-controllable error term with size N−1/2 and of LS type. It thus satisfies by
Corollary 3.14, for some C(h, ρ±) > 0, each large enough N and each T > 0:

E
νNgh
h

[
exp

[ ∫ T

0

εNt (h)dt
]]
≤ exp

[C(h, ρ±)T

N1/2

]
. (3.133)

Remark 3.19. A bias h ∈ S(εB) is a symmetric function by definition. As a result, for each
(x, y) ∈ :

∂1h(x, y) = ∂2h(y, x) ⇒ ∂1h(x+, x)− ∂1h(x−, x) = (∂1 − ∂2)h(x+, x). (3.134)

The first term in the second line of (3.132) thus corresponds to a contribution of the derivative of
h normal to the diagonal. �

The following corollary will be useful in the proof of lower bound large deviations.

Corollary 3.20. Consider the Ph-martingale MN,φ, defined for T ≥ 0 and φ ∈ T (T is defined
in (2.38)) by:

MN,φ
T = ΠN

T (φ)− ΠN
0 (φ)−

∫ T

0

N2LhΠ
N
t (φ)dt. (3.135)

If additionally φ is a symmetric function in C3(B̄), there is a Γ-controllable error term ε̃N(h, φ)
with size N−1/2 such that, for any T ≥ 0:

MN,φ
T = ΠN

T (φ)− ΠN
0 (φ)− 1

2

∫ T

0

ΠN
t

(
∆φ+M(∂1φ, ∂1h) +M(∂1h, ∂1φ)

)
dt

+
1

4

∫ T

0

∑
i<N−1

η̄i(t)η̄i+1(t)
(
∂1φi+,i − ∂1φi−,i

)
dt+

(ρ̄′)2T

4

∫
(−1,1)

φ(x, x) dx

− T

4

∫
σ̄(x)σ̄(y)∂1φ(x, y)∂1h(x, y) dx dy +

∫ T

0

ε̃Nt (h, φ) dt. (3.136)

When φ = h, one has in particular:

MN,h
T − logDh((ηt)t≤T ) = −1

2

∫ T

0

ΠN
t

(
M(∂1h, ∂1h)

)
dt− T

8

∫
σ̄(x)σ̄(y)

[
∂1h(x, y)

]2
dxdy

+

∫ T

0

ε̂Nt (h)dt, (3.137)

for a Γ-controllable error term ε̂N(h) with size N−1/2 of LS type.
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4 Long-time behaviour: upper bound
In this section, we establish the upper bound in Theorem 2.3: for the εB of Theorem 2.6 and any
closed set F in (T ′s , ∗),

lim sup
N→∞

lim sup
T→∞

1

T
logPπNinv

( 1

T

∫ T

0

ΠN
t dt ∈ F

)
≤ − inf

Π∈F
IεB(Π), (4.1)

with IεB the functional defined in (2.50). A bound for compact sets is established in Section 4.1,
relying on a regularity estimate in the space H1( ), proven in Section 4.2. Exponential tightness,
which yields the bound for closed sets, is obtained in Section 4.3.

Before we start, let us make some remarks and fix notations. For N ∈ N∗, T > 0, a probability
measure µN on the state space ΩN and each measurable set B ⊂ T ′s , introduce the notation:

QµN

T

(
B
)

:= PµN
( 1

T

∫ T

0

ΠN
t dt ∈ B

)
. (4.2)

For short, we will also write:

BT = BTN :=
{ 1

T

∫ T

0

ΠN
t dt ∈ B

}
. (4.3)

Recall that, for N ∈ N∗, νNg0 is the discrete Gaussian measure (2.58) built from the inverse corre-
lation kernel g0 of the steady state of the open SSEP. Changing initial condition from πNinv to the
measure νNg0 (defined in (3.11), with g0 given by (2.59)) has a cost independent of T :

∀T > 0,∀N ∈ N∗, QπNinv
T (B) ≤ max

η∈ΩN

πNinv(η)

νNg0(η)
×QνNg0

T (B). (4.4)

Upon taking T−1 log and the large T , then large N limit, the initial condition of the dynamics
does not change the value of the left-hand side in (4.1). The dynamics will therefore be started
from the measure νNg0 .

4.1 Upper bound for open and compact sets

To estimate (4.2), we consider dynamics with tilted two-point correlations as in (2.41) and use
the martingale method presented in Chapter 10 of [KL99]. It relies on the computation of the
Radon-Nikodym derivatives Dh = dPh/dP, h ∈ S(εB). In Section 4.1.1, a first upper bound on
compact sets with a rate function ĨεB ≤ IεB is established. The bound is then improved to IεB in
Section 4.1.2 with the help of the regularity estimate of Section 4.2.

4.1.1 A first upper bound

Here, we build a functional ĨεB : (T ′s , ∗)→ R+ such that, if K ⊂ (T ′s , ∗) is a compact set,

lim sup
N→∞

lim sup
T→∞

1

T
logQνNg0

T (K) ≤ − inf
K
ĨεB . (4.5)
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We first prove an upper bound for general Borel sets, then specify to compactn sets. Let h ∈ S(εB).
In Proposition 3.18, we proved that, for any T > 0 and any trajectory (η(t))t≤T :

logDh

(
(η(t)

)
t≤T ) = ΠN

T (h)− ΠN
0 (h)− 1

2

∫ T

0

ΠN
t

(
∆h+M(∂1h, ∂1h)

)
dt

− 1

4

∫ T

0

∑
i<N−1

η̄i(t)η̄i+1(t)
(
∂1hi+,i − ∂1hi−,i

)
+

(ρ̄′)2T

4

∫
(−1,1)

h(x, x)dx (4.6)

− T

8

∫
σ̄(x)σ̄(y)

[
∂1h(x, y)

]2
dxdy −

∫ T

0

εNt (h)dt,

with εN(h) a Γ-controllable error term with size N−1/2 of LS type (see Definitions 3.6–3.11). For
any Borel set B in T ′s , one can thus write:

QνNg0
T (B) = Eν

N
g0
h

[
1BT (Dh)

−1
]
, (4.7)

and the point is to build the functional ĨεB from D−1
h (h ∈ S(εB)).

Closed expression. Up to the error term εN(h), the expression (4.6) is nearly closed in terms
of the distribution

∫ T
0

ΠN
t dt applied to regular test functions. The only problematic term is the

diagonal term involving the η̄iη̄i+1, i < N − 1. Call it WNeu
h :

WNeu
h (η) =

1

4

∑
i<N−1

η̄iη̄i+1

(
∂N1 hi+,i − ∂N1 hi−,i

)
, η ∈ ΩN . (4.8)

In Appendix D, we estimate the cost of rewritingWNeu
h in terms of the correlation field ΠN applied

to a smooth test function supported in a small neighbourhood of the diagonal D. To state this
estimate, consider a function χε ∈ C∞(�̄) with χε = 0 on ∂�, 0 ≤ χε ≤ 2/ε, such that χε(x, ·) is
supported on (x, x+ ε) ∩ (−1, 1) for each x ∈ (−1, 1), and:

∀x < 1− ε,
∫

(x,x+ε)

χε(x, y)dy = 1, ∀x ≥ 1− ε,
∫

(x,x+ε)

χε(x, y)dy ≤ 1. (4.9)

Define then N ε
h(x, y) for (x, y) ∈ as follows:

N ε
h(x, y) =

σ̄(x)

σ̄(y)
χε(x, y)

(
∂1 − ∂2)h(x+, x). (4.10)

Then N ε
h ∈ T (defined in (2.38)), and we prove the following in Proposition D.1. Let θ > 0 and

ε ∈ (0, 1) be smaller than some ε0(ρ±, h, θ) > 0. There are constants C1(ρ±, h, θ), C2(ρ±, h, ε, θ) > 0
such that, for each N large enough depending on ε, A and each T > 0:

E
νNgh
h

[
exp

[
θ

∫ T

0

[
WNeu
h (ηt)− ΠN

t

(
N h
ε

)]
dt
]]
≤ exp

[
C1(h, ρ±, θ)ε

1/2T +
C2(h, ρ±, ε, θ)T

N1/2

]
. (4.11)

The same bound is valid starting from νNg0 up to an additional eC(ρ±,h)N factor in the right-hand
side (in fact only a factor eC(ρ±,h), i.e. bounded with N , but this does not matter for our purposes).
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Since we take T large first, this eC(ρ±,h)N multiplicative constant is not a problem.
Introduce then the following continuous functional Jεh on (T ′s , ∗):

∀Π ∈ T ′s , Jεh(Π) = −1

2
Π
(

∆h+M(∂1h, ∂1h)
)
− Π

(
N ε
h

)
+

(ρ̄′)2

4

∫
(−1,1)

h(x, x)dx− 1

8

∫
σ̄(x)σ̄(y)

[
∂1h(x, y)

]2
dxdy. (4.12)

With this definition, the Radon-Nikodym derivative (4.6) becomes:

logDh

(
(η(t)

)
t≤T ) = ΠN

T (h)− ΠN
0 (h) + TJεh

( 1

T

∫ T

0

ΠN
t dt
)

−
∫ T

0

[
WNeu
h (ηt)− ΠN

t

(
N h
ε

)]
dt−

∫ T

0

εNt (h)dt. (4.13)

Estimates on error terms. Let us estimate the contribution of εN(h) + WNeu
h (ηt) − ΠN

t

(
N h
ε

)
.

By Proposition 3.18, εN(h) will not contribute to the large deviations as it has small exponential
moment. Indeed, Proposition 3.18 together with the last item of Lemma 3.13 give that, for some
small enough α > 0:

lim sup
N→∞

lim sup
T→∞

1

T
logPν

N
gh

[
exp

[
(1 + α)

∫ T

0

εNt (h) dt
]]

= 0. (4.14)

Since a change of initial condition has no influence in the large T limit, the above estimate is also
valid starting from νNg0 . Thus, by Hölder inequality:

1

T
logPν

N
g0
h

[
exp

[ ∫ T

0

[
WNeu
h (ηt)− ΠN

t

(
N h
ε

)]
dt+

∫ T

0

εNt (h)dt

]
≤ α

(1 + α)T
logPν

N
g0
h

[
exp

[ ∫ T

0

(1 + α)

α

[
WNeu
h (ηt)− ΠN

t

(
N h
ε

)]
dt
]]

+
1

(1 + α)T
logPνNg0

[
exp

[ ∫ T

0

(1 + α)εNt (h)dt

]
. (4.15)

Combining (4.11)–(4.14), we find that there is a constant C = C(h, ρ±, α) > 0 such that:

lim sup
N→∞

lim sup
T→∞

1

T
logPνNg0

[
exp

[ ∫ T

0

[
WNeu
h (ηt)− ΠN

t

(
N h
ε

)]
dt+

∫ T

0

εNt (h) dt
]
≤ Cε1/2. (4.16)

We can now try to obtain the upper bound (4.5). Take a Borel set B. Starting from (4.7), one has:

1

T
logQνNg0

T (B) =
1

T
logEν

N
g0
h

[
1BT (Dh)

−1
]

(4.17)

≤ 1

T
logEν

N
g0
h

[
exp

[
− ΠN

T (h) + ΠN
0 (h) +

∫ T

0

[
WNeu
h (ηt)− ΠN

t

(
N h
ε

)]
dt+

∫ T

0

εNt (h)dt
]]

+ sup
Π∈B

(
− Jεh(Π)

)
≤ C(h)N

T
+

1

T
logEν

N
g0
h

[
exp

[ ∫ T

0

[
WNeu
h (ηt)− ΠN

t

(
N h
ε

)]
dt+

∫ T

0

εNt (h)dt
]]

+ sup
Π∈B

(
− Jεh(Π)

)
.
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Taking the large T , then large N limits and estimating the error terms via (4.16), one finds that,
for all ε > 0 smaller than some ε0 = ε0(ρ±, h, α):

lim sup
N→∞

lim sup
T→∞

1

T
logQνNg0

T (B) ≤ C(h, ρ±)ε1/2 + sup
Π∈B

(
− Jεh(Π)

)
. (4.18)

Taking the infimum on ε ∈ (0, ε0) and h ∈ S(εB) yields a first bound:

lim sup
N→∞

lim sup
T→∞

1

T
logQνNg0

T (B) ≤ inf
h∈S(εB)

inf
ε∈(0,ε0)

sup
Π∈B

(
− Jεh(Π)

)
. (4.19)

We now work out a way to exchange supremum and infima in (4.19) when B is a compact set. The
argument is standard and relies on Lemmas 3.2 and 3.3 in Appendix 2 of [KL99]. Let K ⊂ (T ′, ∗)
be compact. We wish to prove:

lim sup
N→∞

lim sup
T→∞

1

T
logQνNg0

T (K) ≤ sup
K

inf
h∈S(εB)

lim inf
ε→0

(
− Jεh

)
. (4.20)

Since (Jεh)h,ε is a family of continuous functionals on (T ′s , ∗), Lemmas 3.2 and 3.3 in Appendix 2
of [KL99] allow for the exchange of the infima on h, ε and the supremum on (open covers of) K:

lim sup
T→∞

1

T
logQνNg0

T (K) ≤ sup
K

inf
h∈S(εB)

inf
ε∈(0,ε0)

Jεh. (4.21)

Since infε<ε0 increases when ε0 shrinks, (4.21) yields:

lim sup
N→∞

lim sup
T→∞

1

T
logQνNg0

T (K) ≤ sup
Π∈K

inf
h∈S(εB)

lim inf
ε→0

(−Jεh(Π)). (4.22)

This yields a first bound on compact sets and proves (4.5):

lim sup
N→∞

lim sup
T→∞

1

T
logQνNg0

T (K) ≤ − inf
K
ĨεB , ĨεB = sup

h∈S(εB)

lim sup
ε→0

Jεh. (4.23)

4.1.2 Refinement of the upper bound to restrict to more regular correlations

To improve the expression for the functional ĨεB , we would like to take the limit in ε in (4.23).
This is however not possible in general. Indeed, recall that Π ∈ T ′s is a distribution, and taking ε
to 0 amounts to asking for Π to have a well-defined trace on the diagonal D of the square . This
is possible only if Π has some regularity.
In this section, we explain how to improve the upper bound (4.23) so that it is finite only on
correlation fields Π that have a well defined trace. More precisely, write Π = 1

4

〈
kΠ, ·

〉
∈ T ′s . we

prove that one can restrict to Π’s with kΠ ∈ H1( ). Note that, as Π ∈ T ′s ∩ H1( ), kΠ is a
symmetric function, and the traces on both sides of the diagonal coincide. We thus write trD(kΠ)
for the trace of kΠ on the diagonal without ambiguity. By definition of the trace, one has then:

lim
ε→0

Π
(
N ε
h

)
= lim

ε→0

1

4

〈
kΠ,N ε

h

〉
=

1

4

∫
(−1,1)

tr(kΠ)(x, x)(∂2 − ∂1)h(x+, x)dx. (4.24)
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Thus, for Π ∈ T ′s ∩ H1( ), lim supε→0 |Jεh(Π) − Jh(Π)| = 0, with Jh the functional equal to +∞
outside of T ′s ∩H1( ), and:

∀Π ∈ T ′s ∩H1( ), Jh(Π) = −1

2
Π
(

∆h+M(∂1h, ∂1h)
)

+
1

4

∫
(−1,1)

trD(kΠ)(∂2 − ∂1)h(x+, x)dx

+
(ρ̄′)2

4

∫
(−1,1)

h(x, x)dx− 1

8

∫
σ̄(x)σ̄(y)

[
∂1h(x, y)

]2
dxdy. (4.25)

As a result, for Π ∈ T ′s ∩ H1( ), ĨεB(Π) = I(Π), with ĨεB defined in (4.23), and IεB ≥ ĨεB the
better rate function (recall its definition (2.50)). The goal of the section is summarised in the
following lemma.

Lemma 4.1. Let K ⊂ (T ′s , ∗) be a compact set. Then:

lim sup
N→∞

lim sup
T→∞

1

T
logQνNg0

T (K) ≤ − inf
K
IεB . (4.26)

To prove Lemma 4.1, consider the functionals Q and Qφ, defined for each φ 6= 0 in C∞c ( ), the
set of compactly supported, C∞ functions on , by:

∀Π ∈ T ′s , Qφ(Π) =
Π(∂1φ)

‖φ‖2

, Q = sup
φ∈C∞c ( )\{0}

Qφ, (4.27)

Note that Q is weak∗ lower semi-continuous on (T ′s , ∗). Indeed, it is a supremum over the Qφ for
φ ∈ C∞c ( ) \ {0}, and Qφ is weak∗ continuous since ‖φ‖2Qφ(Π) is the evaluation of Π at ∂1φ ∈ T
for Π ∈ T ′s .
It is classical that Q controls the regularity of elements of T ′s , as stated in the next lemma.

Lemma 4.2. For Π ∈ T ′s , Π ∈ H1( ) if and only if Q(Π) <∞.

Proof of Lemma 4.1. We now begin the proof of the large deviation bound (4.26). Consider a
sequence φj ∈ C∞c ( ) \ {0}, j ∈ N∗, dense for the norm of H3( ). Introduce then, for each ` ∈ N∗
and each A > 0:

U(`, A) =
{

max
1≤j≤`

Qφj ≤ A
}
. (4.28)

In Proposition 4.3, we prove the existence of C = C(ρ±) > 0 such that, for A larger than some
A0 > 0 and each ` ∈ N∗:

lim sup
N→∞

lim sup
T→∞

1

T
logQνNg0

T

(
(U(`, A))c

)
≤ −CA. (4.29)

Notice also that, for Π ∈ T ′s , if (φjn) converges to φ ∈ C∞c ( ) in the norm of H3( ), then ∂1φnj
converges to ∂1φ in T , so that limnQφjn (Π) = Qφ(Π), and:

Q(Π) = sup
j∈N∗
Qφj(Π). (4.30)

The regularity of the correlation fields can therefore be controlled through the Qφj (j ∈ N∗). Let
` ∈ N∗ and A > A0. Recall the notation:

U(`, A)T :=
{ 1

T

∫ T

0

Πtdt ∈ U(`, A)
}
, (4.31)
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so that P(U(`, A)T ) = QT (U(`, A)). Let B ⊂ (T ′s , ∗) be a Borel set. For ease of writing, let us
abbreviate limits in N, T as follows:

lim sup
N,T→∞

:= lim sup
N→∞

lim sup
T→∞

. (4.32)

We again estimate QνNg0
T (B), starting from the bound:

lim sup
N,T→∞

1

T
logQνNg0

T (B) ≤ max
{

lim sup
N,T→∞

1

T
logQνNg0

T

(
B ∩ U(`, A)

)
, lim sup
N,T→∞

1

T
logQνNg0

T

(
U(`, A)c

)}
≤ max

{
lim sup
N,T→∞

1

T
logQνNg0

T

(
B ∩ U(`, A)

)
,−CA

}
, (4.33)

where (4.29) was used to obtain the second inequality. Proceeding as in (4.17)–(4.19) to estimate
the first probability, we find:

lim sup
N,T→∞

1

T
logQνNg0

T (B) ≤ max
{
C(h, ρ±)ε+ sup

Π∈B∩U(`,A)

(
− Jεh(Π)

)
,−CA

}
. (4.34)

For each admissible h, ε, `, A, let Jεh,`,A be equal to +∞ in U(`, A)c, and on U(`, A):

Jεh,`,A := max
{
C(h, ρ±)ε− Jεh(Π),−CA

}
. (4.35)

Minimising (4.34) on ε ∈ (0, ε0), h ∈ S(εB), ` ∈ N∗ and A > A0, we have therefore obtained the
upper bound:

lim sup
N,T→∞

1

T
logQνNg0

T (B) ≤ inf
A,`,h,ε

sup
B
J̄εh,`,A. (4.36)

Let us obtain a bound on compact sets from (4.36). Let K ⊂ (T ′s , ∗) be compact. Since U(`, A)
is weak∗ closed by continuity of each Qfj (1 ≤ j ≤ `), (Jεh,`,A)h,ε,`,A is a family of weak∗ upper
semi-continuous functionals. Lemmas A.2.3.2 and A.2.3.3 in [KL99] thus give as before:

lim sup
N,T→∞

1

T
logQνNg0

T (K) ≤ sup
K

inf
h∈S(εB)

inf
`,A,ε

Jεh,`,A, (4.37)

with the infimum still taken on ` ∈ N∗, A > A0 and ε ∈ (0, ε0).
One can again bound the infimum on ε by a liminf:

lim sup
N,T→∞

1

T
logQνNg0

T (K) ≤ sup
K

inf
h∈S(εB)

inf
`,A

max
{

lim inf
ε→0

(−Jεh,`,A),−CA
}
. (4.38)

Let A > A0. As U(`, A) ⊂ U(`′, A) if ` ≤ `′, the argument of the supremum on K in (4.38) is
equal to −∞ when evaluated at any Π /∈

⋂
`∈N∗ U(`, A). By definition of U(`, A) in (4.28) and

using (4.30), one has: ⋂
`∈N∗

U(`, A) = {Q ≤ A}. (4.39)

Equation (4.38) thus becomes:

lim sup
N,T→∞

1

T
logQνNg0

T (K) ≤ sup
K

inf
h∈S(εB)

inf
A>A0

max
{

lim inf
ε→0

(−Jεh,A),−CA
}
, (4.40)
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with, for each h, ε, A, Jεh,A = +∞ on {Q > A}, and Jεh,A = Jεh on {Q ≤ A}. Consider again
A > A0. For each Π ∈ {Q ≤ A}, the kΠ associated with Π via Π(·) = 1

4

〈
kΠ, ·

〉
belongs to H1( )

by Lemma 4.2. In particular, by (4.24), if h ∈ S(εB) and Π ∈ {Q ≤ A},

lim inf
ε→0

(−Jεh,A(Π)) = −Jh,A(Π). (4.41)

Above, Jh,A = Jh on {Q ≤ A}, Jh,A = +∞ outside, and Jh is defined in (4.25). Equation (4.40)
thus becomes:

lim sup
N,T→∞

1

T
logQνNg0

T (K) ≤ sup
K

inf
h∈S(εB)

inf
A>A0

max
{
− Jh,A,−CA

}
. (4.42)

Finally, note that Jh,A ≥ Jh for A > A0, since Jh may be finite on {Q > A} while Jh,A may not.
Lemma 4.1 is proven:

lim sup
N→∞

lim sup
T→∞

1

T
logQνNg0

T (K) ≤ − inf
K
IεB , IεB := sup

h∈S(εB)

Jh. (4.43)

4.2 Regularity estimate

In this section, we prove the energy estimate (4.29). The key argument is the following proposition.

Proposition 4.3. Let 0 < ρ− ≤ ρ+ < 1 and assume ρ̄′ ≤ εB, with εB given by Theorem 2.6.
Let A > 0 be larger than some fixed A0 > 0 and let φ ∈ C2

c ( ), where the subscript c stands for
compactly supported. There are constants C1(ρ±), C2(ρ±) > 0 and C3(ρ±, φ) such that, for each
T > 0, each A > 0 and each N larger than some N0(φ):

PνNg0
(∣∣∣ 1

T

∫ T

0

ΠN
t (∂1φ)dt

∣∣∣ > A‖φ‖2

)
≤ 2 exp

[
− C1(ρ±)

(
A− C2(ρ±)

)
T +

C3(ρ±, φ)T

N1/2

]
. (4.44)

In particular,

lim sup
N→∞

lim sup
T→∞

1

T
logPνNg0

(∣∣∣ 1

T

∫ T

0

ΠN
t (∂1φ)dt

∣∣∣ > A‖φ‖2

)
≤ −C1(ρ±)

(
A− C2(ρ±)

)
. (4.45)

Assuming the proposition, (4.29) immediately follows by a union bound and the appropriate
limits.

Proof of Proposition 4.3. Up to considering −φ, it is enough to prove the result without the ab-
solute value and the factor 2 in front of the probability. Up to taking N large enough depending
on φ, we can assume that the support of φ is contained in {z ∈ : d(z, ∂ ) > 2/N}, so that
φi,i+1 = 0 = ∂1φi,i+1 for each i < N − 1. We may also assume without loss of generality that φ
is symmetric owing to the identity ΠN(φ) = ΠN(φ̌), with φ̌(x, y) = φ(y, x) for x, y ∈ . The idea
is to use Feynman-Kac inequality (Lemma 3.3) and a microscopic integration by parts to rewrite,
for each density f for νNg0 , the average νNg0

(
f‖φ‖−1

2 ΠN(∂1φ)dt
)
as νNg0

(
fΠN(F (‖φ2‖−1

2 φ))
)
plus a

term involving the carré du champ. The term F (‖φ‖−1
2 φ) now involves only ‖φ‖−1

2 φ, and not its
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first partial derivative. The average νNg0
(
fΠN(F (‖φ2‖−1

2 φ))
)
is then estimated through the entropy

inequality.

By Feynman-Kac inequality (3.6) together with the bound (3.17) on the adjoint, one has, for
some C = C(ρ±) > 0 and some κ > 0 to be chosen later:

1

T
logPνNg0

( 1

T

∫ T

0

‖φ‖−1
2 ΠN

t (∂1φ)dt > A
)

≤ −Aκ+ sup
f≥0:νNg0 (f)=1

{
κ‖φ‖−1

2 νNg0
(
fΠN(∂1φ)

)
− N2

8
νNg0
(
Γ(f 1/2)

)
+
C(ρ±)

N1/2

}
. (4.46)

To estimate the right-hand side, let us write out ‖φ‖−1
2 ΠN(∂1φ). Fix η ∈ ΩN .

‖φ‖−1
2 ΠN(∂1φ) =

1

4‖φ‖2N

∑
i<N−1

[ ∑
j /∈{i,i+1}

η̄iη̄j∂
N
1 φi,j + η̄iη̄i+1∂1φi,i+1

]
+

1

N‖φ‖2

ΠN(b), (4.47)

where b = N [∂1φ− ∂N1 φ] is the discretisation error, which is bounded with N . By assumption on
the compact support of φ in , ∂1φi,i+1 = 0 for each i < N − 1, and (4.47) becomes:

‖φ‖−1
2 ΠN(∂1φ) =

1

4‖φ‖2N

∑
i<N−1

∑
j /∈{i,i+1}

η̄iη̄j∂
N
1 φi,j +

1

N‖φ‖2

ΠN(b). (4.48)

By Lemma 3.9, as b is bounded, the second term in the right-hand side above is controllable with
size N−1, and of vanishing type. Let us rewrite the first term through an integration by parts:

1

4‖φ‖2

∑
i<N−1

∑
j /∈{i,i+1}

η̄iη̄j
(
φi+1,j − φi,j

)
=

1

4‖φ‖2

∑
|i|<N−1

∑
j:|j−i|>1

(η̄i−1 − η̄i)η̄jφi,j

+
1

4‖φ‖2

∑
|i|<N−1

η̄i−1(η̄i+1φi,i+1 − η̄iφi,i−1)

=
1

4‖φ‖2

∑
|i|<N−1

∑
j:|j−i|>1

(η̄i−1 − η̄i)η̄jφi,j =: S, (4.49)

where the first equality makes use of φ±(N−1),· = 0, while the second equality follows from φi,i±1 = 0
for each |i| < N − 1. To estimate the supremum in (4.46), we see from (4.49) that we have to
estimate νNg0(fS). This is done through the integration by parts Lemma B.2. This lemma is
formulated with the variables ωi = η̄i/σ̄i for i ∈ ΛN , so we first rewrite (4.49) in terms of these
variables. For |i| < N − 1, using the identity:

η̄i−1 − η̄i = σ̄i−1(ωi−1 − ωi)− (σ̄i − σ̄i−1)ωi

= σ̄i−1(ωi−1 − ωi)−
ρ̄′

N

(
σ′(ρ̄i) +

ρ̄′

N

)
ωi (4.50)

and the convention:

qφ(x, y) = q(x)φ(x, y) for q : (−1, 1)→ R and (x, y) ∈ , (4.51)
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the right-hand side S of (4.49) can be rewritten as follows:

S =
1

4‖φ‖2

∑
|i|<N−1

∑
j:|j−i|>1

σ̄i−1(ωi−1 − ωi)η̄jφi,j −
1

‖φ‖2

ΠN
( ρ̄′
σ̄

(
σ′(ρ̄) +

ρ̄′

N

)
φ
)

=: S ′ + ΠN(Y (0)), Y (0) = − 1

‖φ‖2

ρ̄′

σ̄

(
σ′(ρ̄) +

ρ̄′

N

)
φ. (4.52)

ΠN(Y (0)) is of the form ‖φ‖−1
2 ΠN(qφ) with q bounded independently of φ, i.e. the kind of expression

we were after. It remains to estimate S ′. Define, for |i| < N − 1, a function vi on ΩN as follows:

∀η ∈ ΩN , vi(η) =
1

4

∑
j:|j−i|>1

η̄jσ̄i−1
φi,j
‖φ‖2

. (4.53)

Recall also the notation Cg0
· defined in (3.53):

∀η ∈ ΩN , ∀i < N − 1, ΠN(g0)(ηi,i+1)− ΠN(g0)(η) =: −(ηi+1 − ηi)
N

Cg0
i . (4.54)

With these notations, we can apply the integration by parts Lemma B.2 to each |i| < N − 1 with
u = vi, and obtain the existence of C > 0 such that, for each δ > 0 and each density f for νNg0 :

νNg0(fS
′) ≤ δN2νNg0

(
Γ(f 1/2)

)
+

C

δN2

∑
|i|<N−1

νNg0
(
f(vi)

2
)

−
∑
|i|<N−1

(ρ̄i − ρ̄i−1)νNg0
(
ωi−1ωife

−(ηi−ηi−1)C
g0
i−1/Nvi

)
(4.55)

+
∑
|i|<N−1

νNg0

((
ωi − ωi−1)

(
1− e−(ηi−ηi−1)C

g0
i−1/N

)
fvi

)
.

We express each term appearing in (4.55) as ΠN(G(φ)) plus error terms, for explicit G’s. Consider
first the second term on the first line. By definition (4.53) of v and using (η̄·)

2 = σ̄· + σ′(ρ̄·)η̄·, it
reads:

C

16δN
νNg0

(
f
∑
j,`∈ΛN

η̄j η̄`
N

∑
|i|<N−1:

|i−j|>1,|i−`|>1

σ̄2
i

φi,jφi,`
‖φ‖2

2

)

=
1

δ
νNg0
(
fΠN(Y (1))

)
+

C

16δ

∫
σ̄(x)σ̄(y)2φ(x, y)2

‖φ‖2
2

dxdy + νNg0
(
fθN,1δ (φ)

)
, (4.56)

with Y (1) the function recording the off-diagonal, ` 6= j contribution:

∀(x, y) ∈ , Y (1)(x, y) =
C

4

∫
(−1,1)

σ̄(z)2φ(z, x)φ(z, y)

‖φ‖2
2

dz. (4.57)
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The error term θN,1δ (‖φ‖−1
2 φ) in (4.56) involves discretisation errors and the diagonal, ` = j con-

tributions. It is given for η ∈ ΩN by:

θN,1(‖φ‖−1
2 φ)(η) =

C

16δ

∫
σ̄(x)σ̄(y)2φ(x, y)2

‖φ‖2
2

dxdy − C

16δN2

∑
|i|<N−1
|j−i|>1

σ̄iσ̄
2
j

φ2
i,j

‖φ‖2
2

+
C

16δN2
νNg0

(
f
∑
|i|<N−1
|j−i|>1

η̄iσ
′(ρ̄i)σ̄

2
j

φ2
i,j

‖φ‖2
2

)
+

1

N
ΠN(c), (4.58)

where c is a discretisation error arising in the replacement of (4.56) by Y (1). We write θN,1(‖φ‖−1
2 φ)

to emphasise the fact that θ only depends on ‖φ‖−1
2 φ rather than φ itself. The first line of

θN,1(‖φ‖−1
2 φ) is configuration-independent, and bounded by C(φ)/N . The first sum on the second

line is of the form N−1/2Y N(u) for u : (−1, 1)→ R bounded, with Y N(u) the fluctuations defined
in (3.26). θN,1(‖φ‖−1

2 φ) is therefore controllable with size N−1 by Lemma 3.9, and of vanishing
type by Lemma 3.13. For later use, note that the middle term in (4.56) is bounded by C/(210δ)
for all large enough N , as σ̄ ≤ 1/4.
Consider now line 2 of (4.55). Using the identity ex = 1 +

∫ 1

0
xetxdt for x ∈ R, there is C(ρ±) > 0

such that: ∣∣∣ ∑
|i|<N−1

(ρ̄i − ρ̄i−1)νNg0
(
ωi−1ωife

−(ηi−ηi−1)C
g0
i−1/Nvi

)
− ρ̄′

N

∑
|i|<N−1

νNg0
(
ωi−1ωifvi

)∣∣∣
≤ C(ρ±)

N2

∑
|i|<N−1

νNg0
(
f
∣∣viCg0

i−1

∣∣)
. (4.59)

The second sum in the left-hand side already involves three point correlations. It is shown to be
Γ-controllable with size N−1/2 in Proposition C.1, and is of large type. The second term is of the
form N−2Xv2

2,{0} in the notations of Lemma 3.9, and therefore controllable with size N−1 and of
vanishing type. It follows that the first sum if a Γ-controllable error term with size N−1/2 and of
large type, depending only on ‖φ‖−1

2 φ rather than φ itself. We rewrite it as follows:

θN,2(‖φ‖−1
2 φ)

)
:= −

∑
|i|<N−1

(ρ̄i − ρ̄i−1)νNg0
(
ωi−1ωife

−(ηi−ηi−1)C
g0
i−1/Nvi

)
. (4.60)

By Lemma 3.13, there is a numerical constant γ2 > 0 such that γ2θ
N,2(‖φ‖−1

2 φ) is of LS type.
Consider finally line 3 of (4.55). Let C(ρ̄) > 0 be such that:

∀|i| < N − 1, |ωi − ωi−1| ≤ C(ρ̄). (4.61)

Using this time the existence of c(g0) > 0 such that |ex − 1 − x| ≤ c(g0)x2 for all |x| ≤ 2‖g0‖∞,
one can write, for each η ∈ ΩN :∑

|i|<N−1

(
ωi − ωi−1)

(
1− e−(ηi−ηi−1)C

g0
i−1/N

)
vi ≤

1

N

∑
|i|<N−1

(ωi − ωi−1)(ηi − ηi−1)Cg0
i−1vi

+
c(g0)C(ρ̄)

N

∑
|i|<N−1

|vi|
N

(
Cg0
i−1

)2
. (4.62)
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The last term is an average over i of terms of the form N−3|Xwi3
3,{0}| with the notations of Lemma 3.9,

where the wi3 satisfy supN,i supΛ3
N
|wi3| < ∞. It is therefore controllable with size N−3/2 and of

vanishing type. To estimate the first sum in the right-hand side of (4.62), we use the following
elementary identity, valid for each |i| < N − 1:

(ωi − ωi−1)(ηi − ηi−1) =
[
2 + (1− ρ̄i − ρ̄i−1)[ωi + ωi−1]− (σ̄i−1 + σ̄i)ωi−1ωi

]
. (4.63)

This identity can be obtained by making the following observation:

∀i ∈ ΛN , ηiωi := ηi
(ηi − ρ̄i)

σ̄i
=
ηi
σ̄i

(1− ρ̄i) =
η̄i
ρ̄i

+ 1. (4.64)

Looking at (4.62), we see that the term Cg0
i−1vi already contains two-point correlations for each

|i| < N − 1. We therefore claim that only the constant term in the identity (4.63) will give
something that is not an error term in (4.62). More precisely, we claim that one can obtain the
following bound for line 3 of (4.62):∑

|i|<N−1

νNg0

((
ωi − ωi−1)

(
1− e−(ηi−ηi−1)C

g0
i−1/N

)
fvi

)
≤ νNg0

(
fΠN(Y (2))

)
+

1

4

∫
σ̄(x)σ̄(y)

φ(x, y)

‖φ‖2

∂1g0 (x, y)dxdy + νNg0
(
fθN,3(‖φ‖−1

2 φ)
)
, (4.65)

where θN,3(‖φ‖−1
2 φ) is controllable with size N−1/2, of large type, and again depends on ‖φ‖−1

2 φ
only rather than on φ. By Lemma 3.13, there is thus γ3 > 0 such that θN,3(‖φ‖−1

2 φ) is of LS type.
There is C(g0) = C(ρ±) > 0 independent of φ bounding the middle term in (4.65), which comes
from the constant term in the identity (η̄·)

2 = σ̄· + σ′(ρ̄·)η̄·, and Y (2) is defined as:

∀(x, y) ∈ , Y (2)(x, y) =

∫
(−1,1)

σ̄(z)∂1g0(z, x)
φ(z, y)

‖φ‖2

dz. (4.66)

To summarise, we have established the following. If, for δ > 0, Vδ is the quantity:

Vδ = ΠN(δ−1Y (0) + Y (1) + Y (2)), (4.67)

then, for each N large enough depending on φ:

νNg0
(
f‖φ‖−1

2 ΠN(∂1φ)
)
≤ δN2νNg0

(
Γ(
√
f)
)

+ νNg0(fVδ) + C(ρ±) + ζNδ (‖φ‖−1
2 φ). (4.68)

The quantity ζNδ (‖φ‖−1
2 φ) is a Γ-controllable error term of size N−1/2 of large type. One can then

choose the κ appearing in (4.46) equal to some κ0(ρ±) > 0 independent of φ, δ such that, for N
large enough depending on φ:

κ0(ρ±)ζNδ (‖φ‖−1
2 φ) is of LS type. (4.69)

To conclude the estimate of the right-hand side of (4.46) using (4.68), it remains to bound the
average of Vδ. Fix δ = 1/16. Recall that Y (0) has 2-norm bounded by 4 and, by Cauchy-Schwarz
inequality, that Y (1) has 2-norm bounded by 2−6δ−1C = C/4 and Y (2) by

√
2‖∇g0‖2/8. The Y (i)
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(0 ≤ i ≤ 2) thus have 2-norm bounded independently of φ. Lemma 3.9 then implies that there
is κ′0(ρ±) > 0 independent of φ and a numerical constant C such that κ′0(ρ±)V1/16 is of LS type.
Taking κ(ρ±) := min{κ0(ρ±), κ′0(ρ±)}, there are then constants C(ρ±), C(ρ±, φ) > 0 such that, for
each N large enough depending on φ:

κ(ρ±)νNg0

(
f
[
V1/16 + ζN1/16(‖φ‖−1

2 φ)
])
≤
H(fνNg0 |ν

N
g0

)

29CLS
+C(ρ±) +

C(ρ±, φ)

N1/2
+
N2

16
νNg0
(
Γ(f 1/2)

)
. (4.70)

Injecting this bound in (4.46) and using the log-Sobolev inequality of Lemma 3.4 concludes the
proof:

1

T
logPνNg0

( 1

T

∫ T

0

‖φ‖−1
2 ΠN

t (∂1φ)dt > A
)
≤ −Aκ(ρ±) + C(ρ±) +

C(ρ±, φ)

N1/2
. (4.71)

4.3 Exponential tightness

In this section, we prove that the upper bound (4.43) is also valid for closed sets. We refer to
Appendix E for a characterisation of compact sets in (T ′s , ∗), and establish exponential tightness
in the next proposition.

Proposition 4.4. For each large enough A > 0, there is a compact set KA ⊂ (T ′s , ∗) such that:

sup
N

lim sup
T→∞

1

T
logPνNg0

( 1

T

∫ T

0

ΠN
t dt /∈ KA

)
≤ −A. (4.72)

Proof. In Appendix E, we prove that there is a norm ‖·‖T,−2 on T ′s such that the set {‖·‖T,−2 ≤ B}
is relatively weak-* compact for each B > 0. The norm ‖·‖T,−2 involves a certain family of functions
ψm ∈ T (m ∈ N2), and reads:

‖Π‖2
T,−2 :=

∑
m∈N2

1

(1 + |m|2)2
|Π(ψm)|2, Π ∈ (T )′s. (4.73)

Above, |m|2 = m2
1 + m2

2 for m = (m1,m2) ∈ N2. It is therefore enough to prove the existence of
c(·) > 0 with limB→∞ c(B) =∞ such that:

sup
N∈N∗

PνNg0
(∥∥∥ 1

T

∫ T

0

ΠN
t dt
∥∥∥
T,−2
≥ A

)
≤ e−c(A)T . (4.74)

To prove (4.74), let ε ∈ (0, 1) and define cε :=
∑

m(1 + |m|2)1+ε <∞. A union bound gives:

PνNg0
(∥∥∥ 1

T

∫ T

0

ΠN
t dt
∥∥∥
T,−2
≥ A

)
≤
∑
m∈N2

PνNg0
(∣∣∣ 1

T

∫ T

0

ΠN
t (ψm)dt

∣∣∣ ≥ A

c
1/2
ε

(1 + |m|2)
1−ε
2

)
. (4.75)

The ψm are just restrictions to B of the eigenvectors of the torus Laplacian on [−2, 2)2 (see
Appendix E). In particular, ‖ψm‖∞ ≤ C where C does not depend on N,m. Each probability in
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the above sum is thus estimated by Corollary 3.14 according to:

PνNg0
(∥∥∥ 1

T

∫ T

0

ΠN
t dt
∥∥∥
T,−2
≥ A

)
≤
∑
m∈N2

exp
[
− ζ2A

c
1/2
ε

(1 + |m|2)
1−ε
2

‖ψm‖∞
T + C(ρ±)T

]
≤
∑
m∈N2

exp
[
− ζ2A

c
1/2
ε C

(1 + |m|2)
1−ε
2

‖ψm‖∞
T + C(ρ±)T

]
, (4.76)

where the parameter ζ2 is a universal constant defined in item 3 of Lemma 3.13. The expression in
the right-hand side is summable for any ε < 1. It is moreover bounded by e−c(A)T , with c(A) > 0
for A large enough and limB→∞ c(B) = +∞. This completes the proof.

5 Lower bound for smooth trajectories

In this section, we give a lower bound on QπNinv
T (O) (defined in (4.2)) when O is an open subset of

(T ′s , ∗), in terms of the kernels kh, h ∈ S(εB), with εB the quantity appearing in Theorems 2.3–
2.6. As for standard large deviations (see Chapter 10 in [KL99]), we consider the tilted dynamics
Ph, h ∈ S(εB) such that 1

4

〈
kh, ·

〉
∈ O, and obtain a lower bound by proving that the measure Ph

concentrates on O. In the following, let QT,h denote the law of 1
T

∫ T
0

ΠN
t dt under Ph.

We first change the initial measure to νNgh , with gh chosen according to (2.61), and tilt the
dynamics by h. Using Jensen inequality to obtain the last line below, one finds, with Dh = dPh/dP
(see (3.131)):

logQπNinv
T (O) = logE

νNgh
h

[
1O

πNinv(η0)

νNgh(η0)
(Dh)

−1
]

= logE
νNgh
h,O

[πNinv(η0)

νNgh(η0)
(Dh)

−1
]

+ logQ
νNgh
T,h(O)

≥ E
νNgh
h,O
[
− logDh

]
+ E

νNgh
h,O

[
log
(πNinv(η0)

νNgh(η0)

)]
+ logQ

νNgh
T,h(O)

≥ E
νNgh
h,O
[
− logDh

]
− C(ρ±, h)N + logQ

νNgh
T,h(O). (5.1)

Above, C(g, gh) > 0, while P
νNgh
h,O is the probability P

νNgh
h conditional to

{
1
T

∫ T
0

ΠN
t dt ∈ O

}
:

P
νNgh
h,O(·) =

(
Q
νNgh
T,h(O)

)−1

P
νNgh
h

(
· ∩
{ 1

T

∫ T

0

ΠN
t dt ∈ O

})
, E

νNgh
h,O[ · ] =

∫
· dP

νNgh
h,O. (5.2)

The terms appearing in (5.1) are of three types: the change of initial condition corresponding to
the constant −C(ρ±, gh)N , which will vanish upon division by T when T is large; the dynamical

part with logDh, and the term Q
νNgh
T,h(O). The latter is well controlled only if h is such that, under

Q
νNgh
T,h, correlations are typically in O when N, T are large. For such an h, upon dividing by T and

taking the large T limit, only the dynamical part will contribute. The limit of Q
νNgh
T,h(O) is worked

out in the next section, and the dynamical part is studied in Section 5.2.

56



5.1 Law of large numbers and Poisson equation

Proposition 5.1. Let h ∈ S(εB), and let kh be the large N limit of the correlations under νNgh,
where gh solves the main equation (2.61). If O ⊂ (T ′s , ∗) is an open set containing 1

4

〈
kh, ·

〉
, then:

lim inf
N→∞

lim inf
T→∞

Q
νNgh
T,h(O) = 1. (5.3)

An open set in (T ′s , ∗) is a (possibly uncountable) union of finite intersections of sets of the
form

{∣∣∣ 1
T

∫ T
0

ΠN
t (φ) dt− 1

4

〈
kh, φ

〉∣∣∣ ∈ U}, for an open set U ⊂ R and φ ∈ T . It is therefore enough
to prove (5.3) for those sets, with U = (−ε, ε) for ε > 0.

Let us first check that it suffices to prove (5.3) for symmetric φ ∈ C2(B̄) with φ|∂� = 0. Recall
the notation ‖φ‖2

2,N = N−2
∑

i,j φ
2
i,j. For each a > 0 and φ, ψ ∈ T , the entropy- and Markov

inequalities together with the second item of Lemma 3.9 give, for some C(h, ρ±) > 0:

P
νNgh
h

(∣∣∣ 1

T

∫ T

0

ΠN
t (φ− ψ) dt

∣∣∣ ≥ a

)
≤ C(h, ρ±)‖φ− ψ‖2,N

a
=
C(h, ρ±)‖φ− ψ‖2

a
+ oN(1).. (5.4)

In addition,
∣∣〈kh, φ − ψ

〉∣∣ ≤ ‖kh‖2‖φ − ψ‖2. Since one can approximate φ ∈ T in L2( ) with
arbitrary precision by some ψ ∈ T ∩ C2(B̄) with ψ∂� = 0, it is enough to focus on such ψ as
claimed. This is done in the next proposition, by means of a Poisson problem associated with the
large N limit of the generator N2Lh.

Proposition 5.2. Let φ ∈ T ∩ C2(B̄) be a symmetric function with φ∂� = 0, where we recall
T = H2( ). Let h ∈ S(εB). Then, for any ε ∈ (0, 1) and any T > 0, there are positive constants
C(h, φ), C ′(h, φ) > 0 (independent of T ) such that:

P
νNgh
h

(∣∣∣ 1

T

∫ T

0

ΠN
t (φ) dt− 1

4

〈
kh, φ

〉∣∣∣ ≥ ε‖φ‖2

)
≤ C(h, φ)

T

(
ε−2 +Nε−1

)
+
C ′(h, φ)

ε2N1/2
. (5.5)

Proof. Fix a symmetric φ ∈ T ∩C2(B̄). To prove Proposition 5.2, we express the difference appear-
ing in the probability in (5.5) as a time integral involving the generator N2Lh, plus a martingale
term. The martingale term is then proven to fluctuate like

√
T whenN, T are large. It thus vanishes

in the large T limit upon dividing by T . Recall that M(u, v)(x, y) =
∫

(−1,1)
u(z, x)σ̄(z)v(z, y)dz

for any u, v ∈ L2( ). The key ingredient is the following Poisson equation:
1
2
∆f(x, y) + 1

2
M(∂1f, ∂1h) + 1

2
M(∂1h, ∂1f) =

φ(x, y)

‖φ‖2

for (x, y) ∈ ,

f = 0 on ∂�,
(∂1 − ∂2)f(x±, x) = 0 for x ∈ (−1, 1).

(5.6)

For φ ∈ T ∩ C2(B̄) satisfying φ∂� = 0, we prove in Appendix F that (5.6) has a unique solution
fφ ∈ T ∩C3(B̄), a symmetric function on . It satisfies ‖fφ‖∞ ≤ C for a constant independent of
φ, see Proposition F.5. The semi-martingale decomposition for ΠN(fφ) reads:

∀T ≥ 0, ΠN
T (fφ) = ΠN

0 (fφ) +

∫ T

0

N2LhΠ
N
t (fφ)dt+M

N,fφ
t . (5.7)

Let us first use the Poisson equation (5.6) to express N2LhΠ
N(fφ) in terms of ΠN(φ).
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Lemma 5.3.
N2LhΠ

N(fφ) =
1

‖φ‖2

(
ΠN(φ)− 1

4

〈
kh, φ

〉)
+ θN(fφ), (5.8)

where θN(fφ) is an error term of size N−1/2 of large type (recall Definitions 3.6–3.11 of error terms
and of large type).

Assuming Lemma 5.3 for the moment, let us prove Proposition 5.2. For each T > 0 and ε > 0,
integrate (5.8) between 0 and T and use the martingale decomposition (5.7) to find:

P
νNgh
h

(∣∣∣ 1

T

∫ T

0

ΠN
t (φ)dt− 1

4

〈
kh, φ

〉∣∣∣ ≥ ε‖φ‖2

)
≤ P

νNgh
h

(
1

T

∣∣∣ΠN
T (fφ)− ΠN

0 (fφ)−MN,fφ
T −

∫ T

0

θNt (fφ)dt
∣∣∣ > ε

)
. (5.9)

Let us estimate each of the terms appearing in the last probability. Proposition 3.8 takes care of
θN(fφ): There are γ, C > 0 depending on ρ±, h, but not φ, such that for all N ∈ N∗ and T > 0:

E
νNgh
h

[∣∣∣ 1

T

∫ T

0

θNt (fφ)dt
∣∣∣] ≤ 1

γ
logE

νNgh
h

[
exp

∣∣∣ γ
T

∫ T

0

θNt (fφ)dt
∣∣∣] ≤ CN−1/2. (5.10)

By Markov- and Chebychev inequalities:

P
νNgh
h

(∣∣∣ 1

T

∫ T

0

ΠN
t (φ)dt− 1

4

〈
kh, φ

〉∣∣∣ ≥ ε‖φ‖2

)
≤ 3C

εN1/2
+

3

Tε
E
νNgh
h

[∣∣ΠN
T (fφ)− ΠN

0 (fφ)
∣∣]+

9

ε2T 2
E
νNgh
h

[〈
MN,fφ

〉
T

]
. (5.11)

The middle expectation involving the terms ΠN
T (fφ), ΠN

0 (fφ) is bounded by ‖fφ‖∞N (which does
not depend on φ). Its contribution to (5.11) thus vanishes when T is large. Let us prove that
the quadratic variation of MN,fφ has average bounded linearly in time for N large, which will be
enough to conclude the proof of Proposition 5.2. The quadratic variation is given for each t ≥ 0
by:〈

MN,fφ
〉
t

=
1

2

∫ t

0

∑
i<N−1

ch
(
η(s), i, i+ 1

)[ ρ̄′
4N

(fφ)i,i+1 +
1

2N

∑
j /∈{i,i+1}

η̄j(s)∂
N
1 (fφ)i,j

]2

ds. (5.12)

Recall from the definition (2.41) of ch that supN,ΩN ch ≤ c(h) for some c(h) > 0. Using the
inequality (a+ b)2 ≤ 2a2 + 2b2 for a, b ∈ R and the fact that fφ is bounded, one has:

E
νNgh
h

[〈
MN,fφ

〉
T

]
≤ c(h)E

νNgh
h

[ ∫ T

0

∑
i<N−1

( 1

2N

∑
j /∈{i,i+1}

η̄j(t)∂
N
1 (fφ)i,j

)2

dt

]
+
Tc(h)‖fφ‖∞

N
. (5.13)

The integrand at each time t ≤ T is of the form N−1Xu
2,{0} in the notations of Lemma 3.9, with

u = (ui,j)i,j∈ΛN given by:

ui,j =
1

N

∑
k/∈{i−1,i,j−1,j,N−1}

∂N1 (fφ)k,i∂
N
1 (fφ)k,j =

∫
(−1,1)

∂1fφ(z, i/N)∂1fφ(z, j/N)dz +
vNi,j
N
, (5.14)
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where vN is a discretisation error bounded by C(φ) > 0. N−1Xu
2,{0} is thus controllable with size

1, and Proposition 3.8 yields the existence of C(h, φ) > 0, C ′(h, φ) > 0 such that:

9

ε2T 2
E
νNgh
h

[〈
MN,fφ

〉
T

]
≤ 1

ε2

(C(h, φ)

T
+
C(h, φ)

N

)
. (5.15)

This estimate and (5.11) conclude the proof of Proposition 5.2 assuming Lemma 5.3, proven
below.

Proof of Lemma 5.3. To prove Lemma 5.3, the starting point is the expression of N2LhΠ
N(fφ)

worked out in Corollary 3.20: there is a Γ-controllable error term ε̃N(h, fφ) with size N−1/2, of
large type, such that:

N2LhΠ
N(fφ) =

1

2
ΠN
(

∆fφ +M(∂1fφ, ∂1h) +M(∂1h, ∂1fφ)
)
− (ρ̄′)2

4

∫
(−1,1)

fφ(x, x)dx

+
1

4

∫
σ̄(x)σ̄(y)

[
∂1fφ(x, y)∂1h(x, y)

]
dxdy + ε̃N(h, fφ). (5.16)

Note the absence of the diagonal term
∑

i<N−1 η̄iη̄i+1(∂1(fφ)i+,i − ∂1(fφ)i−,i): recall from Re-
mark 3.19 that this term corresponds to the derivative of fφ in the normal direction to the diagonal,
which vanishes according to (5.6). By Proposition 3.8, there are γ, C > 0 depending on h, φ with:

E
νNgh
h

[∣∣∣ ∫ T

0

ε̃Nt (h, fφ) dt
∣∣∣] ≤ 1

γ
logE

νNgh
h

[
exp

∣∣∣γ ∫ T

0

ε̃Nt (h, fφ) dt
∣∣∣] ≤ C(h, φ)N−1/2. (5.17)

As fφ solves (5.6), (5.16) can be written as:

N2LhΠ
N(fφ) =

1

‖φ‖2

ΠN(φ)− (ρ̄′)2

4

∫
(−1,1)

fφ(x, x)dx

+
1

4

∫
σ̄(x)σ̄(y)

[
∂1fφ(x, y)∂1h(x, y)

]
dxdy + ε̃N(h, fφ). (5.18)

Equation (5.18) will correspond to (5.8) with θN(fφ) = ε̃N(h, fφ), if we can prove:

− 1

4‖φ‖2

〈
kh, φ

〉
= −(ρ̄′)2

4

∫
(−1,1)

fφ(x, x)dx+
1

4

∫
σ̄(x)σ̄(y)

[
∂1fφ(x, y)∂1h(x, y)

]
dxdy. (5.19)

By definition, kh + σ̄ = (σ̄−1 − gh)
−1 with gh solving the main equation (2.61). We prove in

Appendix F that this is equivalent to saying that kh solves the Euler-Lagrange equation (F.5).
The identity (5.19) is then straightforwardly obtained by taking fφ as a test function in the weak
formulation (F.4) of the Euler-Lagrange equation, then integrating by parts.

5.2 Estimation of the dynamical part and conclusion of the lower bound

Let h ∈ S(εB). In this section, we estimate the term E
νNgh
h,O
[
− logDh

]
arising in (5.1), and prove:

lim inf
N→∞

lim inf
T→∞

1

T
E
νNgh
h,O
[
− logDh

]
= −Jh(kh) = −IεB(kh) = I∞(kh), (5.20)
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where I∞ is defined in (2.50) and IεB(kh) is short for IεB
(

1
4

〈
kh, ·

〉)
, idem for I∞(kh) and Jh(kh) be-

low. This concludes the proof of the lower bound for regular kernels close to that of the steady state.

Recall from Corollary 3.20 the definition of the martingale MN,h
T . Then E

νNgh
h,O
[
− logDh

]
reads:

E
νNgh
h,O
[
− logDh

]
=
(
Q
νNgh
T,h(O)

)−1

E
νNgh
h

[
1O

(
−MN,h

T − 1

2

∫ T

0

ΠN
t

(
M(∂1h, ∂1h)

)
dt
)]

− T

8

∫
σ̄(x)σ̄(y)

[
∂1h(x, y)

]2
dx dy +

E
νNgh
h

[
1O
∫ T

0
ε̂N(h)(ηt)dt

]
Q
νNgh
T,h(O)

, (5.21)

with ε̂N(h) the error term defined in Corollary 3.20. Proposition 5.1 establishes the convergence

of Q
νNgh
T,h(O) to 1 as T , then N become large. The error term ε̂N(h) is controlled through Proposi-

tion 3.8:

lim sup
N→∞

sup
T>0

E
νNgh
h

[∣∣∣ 1

T

∫ T

0

ε̂N(h)(ηt)dt
∣∣∣] = 0. (5.22)

In particular,

lim sup
N→∞

lim sup
T→∞

∣∣∣∣∣E
νNgh
h

[
1O
∫ T

0
ε̂N(h)(ηt)dt

]
Q
νNgh
T,h(O)

∣∣∣∣∣ = 0. (5.23)

Consider now the expectation in the first line of (5.21). By Cauchy-Schwarz inequality and the
fact that

〈
MN,h

〉
T
grows at most linearly in T up to a small error vanishing with N (see (5.15)),

the contribution of the martingale term vanishes:

lim sup
N→∞

lim sup
T→∞

E
νNgh
h

[
1O
∣∣MN,h

T

∣∣]
TQ

νNgh
T,h(O)

= 0. (5.24)

Consider now the last remaining term in (5.21), the term involving ΠN
· (M(∂1h, ∂1h)). To estimate

it, we state the following moment bound, proven afterwards.

Lemma 5.4. For any continuous and bounded F : → R, there is C(h, ‖F‖∞) > 0 such that:

sup
N∈N∗

sup
t≥0

E
νNgh
h

[
|ΠN

t (F )|3/2
]
≤ C(h, ‖F‖∞), (5.25)

Proposition 5.2 and the moment bound of Lemma 5.4 directly yield:

lim sup
N→∞

lim sup
T→∞

∣∣∣∣EνNgh [1O 1

T

∫ T

0

ΠN
t

(
M(∂1h, ∂1h)

)]
dt− 1

4

〈
kh,M(∂1h, ∂1h)

〉∣∣∣∣ = 0. (5.26)

From equations (5.23) to (5.26), we obtain:

lim inf
N→∞

lim inf
T→∞

1

T
E
νNgh
h,O
[
− logDh

]
= −1

8

∫
dxdy σ̄(x)σ̄(y)

[
∂1h(x, y)

]2 − 1

8

〈
kh,M(∂1h, ∂1h)

〉
= −1

8

∫
(−1,1)

dz σ̄(z)
〈
∂1h(z, ·), (σ̄ + kh)∂1h(z, ·)

〉
. (5.27)
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Let us check that the right-hand side in (5.27) is indeed equal to −IεB(kh), and that I∞(kh) =
IεB(kh). The weak formulation (2.52) of the Euler-Lagrange equation on kh with test function h
gives:

Jh(kh) =
1

8

∫
(−1,1)

dz σ̄(z)
〈
∂1h(z, ·), (σ̄ + kh)∂1h(z, ·)

〉
. (5.28)

Again using (2.52) for test functions f ∈ S(εB), the rate function Iε′(kh) := supf∈S(ε′) Jf (kh) reads,
for any ε′ ≥ εB:

Iε′(kh) = sup
f∈S(ε′)

{
1

4

∫
(−1,1)

dz σ̄(z)
〈
∂1f(z, ·), (σ̄ + kh)∂1h(z, ·)

〉
− 1

8

∫
(−1,1)

dz σ̄(z)
〈
∂1f(z, ·), (σ̄ + kh)∂1f(z, ·)

〉}
(5.29)

= Jh(kh)− sup
f∈S(ε′)

{
1

8

∫
(−1,1)

dz σ̄(z)
〈
∂1(f − h)(z, ·), (σ̄ + kh)∂1(f − h)(z, ·)

〉}
= Jh(kh).

This in particular yields Jh(kh) = IεB(kh) = I∞(kh) and, together with (5.27)–(5.28), proves (5.20).

Proof of Lemma 5.4. Let F : → R be bounded. Let t ≥ 0, and let ε > 0 that will eventually be
chosen as ε = 1

2
. The moment bound is obtained by a careful application of the entropy inequality,

putting to good use the O(N−1/2) estimate on the size of the relative entropy of Theorem 2.6. Note
that |ΠN

t (F )| ≤ ‖F‖∞N . As a result, fixing c > 0 to be chosen later and applying the entropy
inequality to cλ1|ΠN (F )|>λ for each λ > 1 in the second line below:

E
νNgh
h

[∣∣ΠN
t (F )

∣∣1+ε] ≤ 1 + (1 + ε)

∫ ‖F‖∞N
1

λεPν
N
gh

(
|ΠN

t (F )| > λ
)
dλ (5.30)

≤ 1 + (1 + ε)

∫ ‖F‖∞N
1

c−1λ−1+ε
[
H(ftν

N
gh
|νNgh) + log

(
1 + (ecλ − 1)νNgh

(
|ΠN(F )| > λ

))]
dλ.

By Theorem 2.6, H(ftν
N
gh
|νNgh) ≤ CN−1/2 for some C = C(h, ρ±) > 0. Moreover, by Corol-

lary A.4, the probability involving νNgh above is bounded by C(h, ‖F‖∞)e−c(h,‖F‖∞)λ for some
C(h, ‖F‖∞), c(h, ‖F‖∞) > 0. Choosing c = c(h, ‖F‖∞)/2, one obtains the existence of C ′(h, ‖F‖∞) >
0 such that:

E
νNgh
h

[∣∣ΠN
t (F )

∣∣1+ε] ≤ 1 +
(1 + ε)C ′(h, ‖F‖∞)

εN1/2−ε

+
2(1 + ε)

c(h, ‖F‖∞)

∫ ‖F‖∞N
1

λ−1+εe−c(h,‖F‖∞)λ/2 dλ. (5.31)

The integral is bounded with N whatever the choice of ε > 0. Overall, the right-hand side above
is therefore bounded with N as soon as ε ∈ (0, 1/2], which yields (5.25). This concludes the proof
of the lemma.

5.3 Towards a lower bound for non regular correlations

In this section, we discuss how to extend the lower bound to non regular correlations, i.e. to kernels
k ∈ H1( ) which solve the Euler-Lagrange equation (2.52) associated with a possibly non regular

61



bias h. As we shall see below, this extension is much simpler here than in the case of large devia-
tions of the density for the open SSEP [Ber+03]. This is due to the fact that the Euler-Lagrange
equation (5.32) is linear as an equation with fixed h and unknown k, and the smallness assumption
on admissible biases h.

Let us sketch an informal proof of this extension. Take a symmetric k ∈ H1( ) with k|∂� = 0
and recall that the Euler-Lagrange equation (2.52), viewed as an equation with unknown h, reads
for all test functions φ ∈ H1( ) with φ|∂� = 0:

1

2

∫
∇(k − k0)(x, y) · ∇φ(x, y) dx dy +

1

2

∫
(−1,1)

σ̄(z)
〈
∂1h(z, ·), Ck∂1φ(z, ·)

〉
dz = 0. (5.32)

For k close to k0, one has σ̄ + k = (σ̄ + k0) + (k − k0) ≥ α id for some α > 0, and the second
term is a coercive bilinear form for the norm ‖∇ · ‖2. There is thus a unique symmetric h ∈ H1( )
with h|∂� = 0 associated with k. Using (5.32) with test function h, this h has small norm (recall
σ̄ ≤ 1/4 and ‖∇h‖2

2 = 2‖∂1h‖2
2 as h is symmetric):

α

2
‖∇h‖2

2 ≤ α

∫
σ̄(z)∂1h(x, z)2 dx dz ≤ ‖∇h‖2‖∇(k − k0)‖2. (5.33)

One would expect the estimate (5.33) to be enough to approximate h in ‖∇ · ‖2 norm by more
regular biases. However, to avoid technical difficulties, our set S(εB) of regular biases was defined
with an assumption on the sup norm of derivatives rather than on ‖∇ · ‖2. This assumption is
technical and could be lifted at the cost of lengthening some arguments. Assuming therefore that
one can take (hn) ∈ S(εB)N with limn ‖∇(hn − h)‖2 = 0, let kn denote the kernel associated with
hn (n ∈ N) through (5.32). Equation (5.32), written for k and kn with test function k − kn, and
the bounds Ck = σ̄ + k ≤ c id, σ̄ ≤ 1/4 and ‖∇hn‖2

2 = 2‖∂1hn‖2
2 give:

‖∇(k − kn)‖2
2 ≤ c‖∇(h− hn)‖2‖∇(k − kn)‖2 +

1

4
√

2
‖k − kn‖2‖∇(k − kn)‖2‖∇hn‖2. (5.34)

By assumption k is close to k0. This means that ‖∇h‖2 is small by (5.33). Since (‖∇hn‖2)n
converges to ‖∇h‖2, ‖∇hn‖2 is also small for large enough n. Using Poincaré inequality on � with
0 Dirichlet boundary conditions on ∂� to bound ‖k− kn‖2 by (2π)−1‖∇(k− kn)‖2, we thus find:

‖∇(k − kn)‖2

(
1− ‖∇hn‖2

8π
√

2

)
≤ c‖∇(h− hn)‖2. (5.35)

Assuming that k is close enough to k0 for the parenthesis on the left-hand side to be, say, larger
than 1/2 when n is large enough; we conclude that limn ‖∇(kn− k)‖2 = 0. This yields the alleged
general lower bound:

IεB(kn) =
1

8

∫
(−1,1)

dz σ̄(z)
〈
∂1hn(z, ·),

(
σ̄ + kn

)
∂1hn(z, ·)

〉
−→
n→∞

IεB(k). (5.36)
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A Correlations and concentration under discrete Gaussian
measures

In this section, we investigate the measures νNg , defined for g : �→ R as follows:

ν̄N =
⊗
i∈ΛN

Ber(ρ̄i), ∀η ∈ ΩN , νNg (η) =
1

ZNg
exp

[
1

2N

∑
i 6=j∈ΛN

gi,j η̄iη̄j

]
ν̄N(η), (A.1)

where the partition function ZNg is a normalising constant. For simplicity, we assume throughout
that g ∈ L2(�) is a negative kernel, i.e.:

∀u ∈ L2((−1, 1)),

∫
u(x)g(x, y)u(y)dxdy ≤ 0. (A.2)

None of the result in Appendix A would be modified if we instead assumed that g = g−+g+ where
g+ is a positive kernel, and ‖g+‖2 ≤ c for a small enough constant c .

A.1 Bound on the partition function and correlations

Lemma A.1 (Bound on the partition function). Let g : � → R be a continuous, bounded and
symmetric function, and assume that g is a negative kernel (see (A.2)). Then:

sup
N≥1
ZNg <∞, ZNg := ν̄N

[
exp

[ 1

2N

∑
i 6=j∈ΛN

η̄iη̄jgi,j

]]
. (A.3)

Proof. As g is continuous and a negative kernel, the matrix (gi,j)(i,j)∈Λ2
N
has negative eigenvalues,

and one has:

∀η ∈ ΩN , 2ΠN(g) +
1

2N

∑
i∈ΛN

(η̄i)
2gi,i =

1

2N

∑
(i,j)∈Λ2

N

η̄iη̄jgi,j ≤ 0. (A.4)

The continuity of g on the diagonal and the bound |η̄·| ≤ 1 imply:

ZNg = ν̄N
[

exp
[ 1

2N

∑
(i,j)∈Λ2

N

η̄iη̄jgi,j −
1

2N

∑
i∈ΛN

(η̄i)
2gi,i

]]
≤ e‖g‖∞ . (A.5)

Lemma A.2. Let g : �→ R satisfy the hypotheses of Lemma A.1. Then:

∀n ∈ N∗, sup
I⊂ΛN :|I|=n

∣∣∣νNg (∏
a∈I

η̄a

)∣∣∣ = O(N−n/2). (A.6)

Moreover, if g ∈ C1(B̄) ∩ C1(C̄) with g(±1, ·) = 0, then, for each n ∈ N∗ and each ε ∈ {+,−}:

sup
I⊂ΛN

ε(N−1)∈I and |I|=n

∣∣νNg (η̄ε(N−1)

∏
a∈I\{ε(N−1)}

η̄a

)∣∣ = O(N−n/2−1). (A.7)

63



Proof. Let In ⊂ ΛN with |I| = n ∈ N∗. The proof relies on a development of the exponential
defining νNg in (A.1), and the observation that the measure ν̄ is product, so that, for each p ∈ N∗,

∀(i1, ..., ip) ∈ Λp
N , |{i1, ..., ip}| > p/2 ⇒ ν̄N

( p∏
j=1

η̄ij

)
= 0. (A.8)

In other words, in a product η̄i1 ...η̄in , each η̄ must be paired with at least another η̄ with the same
index i1, ..., in. Since η̄· is bounded, a direct consequence is that, if 1 ≤ p ≤ n and wp = (wpi )i∈ΛN

satisfies supΛN
|wp| = ON(1), then:

ν̄N
[ n∏
p=1

( 1

N

∑
j∈ΛN

wpj η̄j

)]
= O(N−dn/2e). (A.9)

Write Ip = {i1, ..., ip} for each 1 ≤ p ≤ n (and by extension write Iip := Ip). Define, for J ⊂ ΛN :

GJc(η) :=
1

4N

∑
i 6=j∈ΛN\{J}

η̄iη̄jgi,j, η ∈ ΩN . (A.10)

Then, for each η ∈ ΩN :

2ΠN(g) = 2GIc1
(η) + η̄i1

∑
j 6=i1

η̄jgi1,j

= 2GIcp(η) +
1

N

p∑
q=1

η̄iq
∑

j∈ΛN\Iq

η̄jgiq ,j, 1 ≤ p ≤ n. (A.11)

As a result, one can write:

ZNg νNg
( n∏
p=1

η̄ip

)
= ν̄N

[( n∏
p=1

η̄ip

)
e2GIcn (η) exp

[ 1

N

n∑
p=1

η̄ip
∑

j∈ΛN\Ip

η̄jgip,j

]]
, (A.12)

and GIcn does not involve any η̄ip (1 ≤ p ≤ n). Note also that supN ZNg <∞ by Lemma A.1, thus
establishing Lemma A.2 only boils down to estimating the right-hand side above. To do so, recall
first the following identity:

∀x ∈ R, ex =
n−1∑
p=0

xm

m!
+

∫ 1

0

xm

(m− 1)!
(1− t)metxdt. (A.13)

Expanding the second exponential in (A.12) to order n thus yields, writing n0 := bn/2c:

ZNg νNg
( n∏
p=1

η̄ip

)
= ν̄N

[( n∏
p=1

η̄ip

)
e2GIcn (η)

{
T1(η) + T2(η) + T3(η)

}]
, (A.14)
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where:

T1(η) :=

n0−1∑
m=0

1

m!

( 1

N

n∑
q=1

η̄iq
∑

j∈ΛN\Iq

η̄jgiq ,j

)m
, (A.15)

T2(η) :=
n−1∑
m=n0

1

m!

( 1

N

n∑
q=1

η̄iq
∑

j∈ΛN\Iq

η̄jgiq ,j

)m
, (A.16)

T3(η) :=

∫ 1

0

(1− t)n−1

(n− 1)!

( 1

N

n∑
q=1

η̄iq
∑

j∈ΛN\Iq

η̄jgiq ,j

)n
exp

[ t
N

n∑
q=1

η̄iq
∑

j∈ΛN\Iq

η̄jgiq ,j

]
dt. (A.17)

Let us estimate the average of T1, T2, T3 separately. Consider first T1 in (A.15). For each 0 ≤ m ≤
n0− 1, developing the term elevated to the power m yields products of at most 2m = 2n0− 2 < n
η̄’s. In view of Equation (A.8), this is not enough to achieve a pairing of all indices in

∏n
p=1 η̄ip ,

thus the average of T1 vanishes identically.
Let us count the factors of η̄’s appearing in T2 in (A.16). For each n0 ≤ m < n, the term to the
power m in (A.16) is a sum of terms of the form:∏

i∈K

( η̄i
N

∑
j∈ΛN\Ii

η̄jgi,j

)ni
, K ⊂ In, (ni)i∈K ∈ N|K| with 1 ≤ |K| ≤ m,

∑
i∈K

ni = m. (A.18)

Again by (A.8), each term appearing in (A.18) gives a non-vanishing contribution to the aver-
age (A.14) provided each element i1, ..., in of In appears at least once in the expansion. Since the
term (A.18) contains the product

∏
i∈K η̄i with |K| < n, n − |K| indices j of the sums in (A.18)

must be fixed to an element of In \K. A contribution 1/N arises each time an index j is singled
out in a sum. It follows that the contribution of T2 to the average (A.14) is bounded by a sum of
terms of the form:

n−1∑
m=n0

C(m)

Nn−|K|

( ∏
i∈In\K

‖gi,·‖∞
)
ν̄N
[
e2GIcn (η)

∏
i∈K

∣∣∣ 1

N

∑
j∈ΛN\Ii

η̄jgi,j

∣∣∣n′i], C(m) > 0, (A.19)

where K ⊂ In, and the n′i satisfy:

0 ≤ n′i ≤ ni for i ∈ K, and
∑
i∈K

n′i = (m+ |K| − n)1m+|K|−n≥0. (A.20)

Let us now estimate the average in (A.19). Recall that g is continuous, and a negative kernel (as
defined in (A.2)). As a result, (gi,j)i,j∈ΛN\In has negative eigenvalues, and for each η ∈ ΩN :

2GIcn(η) =
1

2N

∑
i,j∈ΛN\In

η̄iη̄jgi,j −
1

2N

∑
i∈ΛN\In

(η̄i)
2gi,i

≤ − 1

2N

∑
i∈ΛN\In

(η̄i)
2gi,i ≤ ‖g‖∞. (A.21)
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Using then Cauchy-Schwarz inequality followed by the estimate (A.9) for moments of correlations
under the product measure ν̄N , the average in (A.19) is bounded by:

ν̄N
[
e2GIcn (η)

∏
i∈K

∣∣∣ 1

N

∑
j∈ΛN\K

η̄jgi,j

∣∣∣n′i] ≤ e‖g‖∞ ν̄N
[∏
i∈K

( 1

N

∑
j∈ΛN\K

η̄jgi,j

)2n′i
]1/2

= 1m+|K|−n≥0O(N−(m+|K|−n)/2). (A.22)

Putting together (A.19)-(A.22) and summing on all possible choices for K, (nq)q∈K , (n′q)q∈K yields:∣∣∣∣ν̄N[e2GIcn (η)
(∏
q∈I

η̄iq

)
· T2(η)

]∣∣∣∣ =
n−1∑
m=n0

∑
K:1≤|K|≤m

∑
(ni),(n′i)

O(N−(n−|K|))O(N−(m+|K|−n)/2)

= O(N−n/2). (A.23)

It remains to estimate the contribution of the average of T3, defined in (A.17). Since there are
already n sums involving η̄, it is enough to use the following bound, valid for each η ∈ ΩN :∣∣∣∣( n∏

p=1

η̄ip

)
T3(η)

∣∣∣∣ ≤ n∑
q=1

∣∣∣ 1

N

∑
j∈Λn\Iq

η̄jgiq ,j

∣∣∣n ∫ 1

0

(1− t)n−1

(n− 1)!
exp

[ t
N

n∑
q=1

η̄iq
∑

j∈ΛN\Iq

η̄jgiq ,j

]
dt. (A.24)

The integral on t is taken care of with the following identity: for each t ≥ 0 and η ∈ ΩN ,

2GIcn(η) +
t

N

n∑
q=1

η̄iq
∑

j∈ΛN\Iq

η̄jgiq ,j = 2ΠN(g) +
(t− 1)

N

n∑
q=1

η̄iq
∑

j∈ΛN\Iq

η̄jgiq ,j. (A.25)

Indeed, since g is a negative kernel, it follows that:∣∣∣∣ν̄N[e2GIcn (η)
( n∏
q=1

η̄iq

)
T3

]∣∣∣∣ ≤ e(n+1)‖g‖∞

n!
ν̄N
[∣∣∣ 1

N

n∑
q=1

η̄iq
∑

j∈ΛN\Iq

η̄jgiq ,j

∣∣∣n]
= O(N−n/2). (A.26)

Putting (A.23)-(A.26) together yields the first part of Lemma A.2, i.e. (A.6).

Let us now prove the improved estimate (A.7) if correlations include points at the boundaries.
If g is assumed to be C1 with g(±1, ·) = 0, then ‖g±(N−1),·‖∞ = O(N−1). By (A.8), the index
±(N − 1) must arise in the terms (A.15)-(A.17) to compensate the η̄±(N−1) present in the product∏

q∈I η̄iq ±(N−1). It follows that the O(N−n/2) bound in (A.23)-(A.26) is improved to O(N−n/2−1),
which concludes the proof of Lemma A.2.

A.2 Exponential moments of higher order correlations

Let g ∈ g0 + S(∞) be a negative kernel, where this set is defined in (2.45). In this section, we
give bounds on the size of exponential moments, under νNg , of random variables involving n-point
correlations, n ≥ 1. These are useful when applying the entropy inequality.
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Such concentration results are established in the literature by means of a logarithmic Sobolev
inequality, see [GSS+19]-[SS20]. That g be a negative kernel implies that, for any F : ΩN → R:

νNg
(

exp[F ]
)
≤ e‖g‖∞

(
ZNg
)−1

ν̄N
(

exp[F ]
)
, (A.27)

and it is enough to estimate exponential moments under the product measure ν̄N . To do so, let us
fix some notations. For d ∈ N, let A : Λd

N → R be a tensor. Define its Hilbert-Schmidt norm by:

‖A‖HS =
( ∑

(i0,...,id−1)∈ΛdN

(
A(i0, ..., id−1)

)2
)1/2

. (A.28)

For J ⊂ Z containing 0, let XA
d,J be defined as:

∀η ∈ ΩN , XA
d,J(η) =

∑
(i0,...,id−1)∈ΛdN
i0+J⊂ΛN

A(i0, ..., id−1)η̄i0+J

d−1∏
p=1

η̄ip , η̄i0+J :=
∏
j∈J

η̄i0+j. (A.29)

The next theorem gives concentration estimates of XA
d,J under ν̄N for J ⊂ Z and d ∈ N∗. The case

J = {0}, d ≤ 4 corresponds to Theorem 1.4 in [GSS+19], but their proof extends to any d ∈ N∗.
However, we also use in the article the case J = {0, 1}, for which a proof is needed.

Theorem A.3. Let J ⊂ Z contain 0 and d ∈ N∗. Assume that A is such that A(i0, ..., id−1)
vanishes whenever the same site appears twice in η̄i0+J

∏d−1
p=1 η̄ip for η ∈ ΩN , i.e. assume:

∀(i0, ..., id−1) ∈ Λd
N ,

(
∃j ∈ J, |{i0 + j, i1, ..., id−1}| < d

)
⇒ A(i0, ..., id−1) = 0. (A.30)

There are then constants cd > 0 depending only on d such that, for any c ∈ (0, cd) and any N with
J ⊂ ΛN :

ν̄N
(

exp

[
c|XA

d,J |2/d

‖A‖2/d
HS

])
≤ 2. (A.31)

Proof. The proof for general J and the J = {0} case in [GSS+19] are very similar, so we only give
a sketch. Without loss of generality, A can be assumed to be invariant under permutation of its
last d − 1 indices. The idea is to proceed by recursion on d, noticing that, for each ` ∈ ΛN and
η ∈ ΩN :

∇`X
A
d,J(η) : = XA

d,J(η`)−XA
d,J(η)

= (1− 2η`)
[ ∑
i0:i0+J3`

A(i0, ..., id−1)η̄(i0+J)\{`}

d−1∏
a=1

η̄ia

+ (d− 1)A(i0, ..., id−2, `)η̄i0+J

d−2∏
a=1

η̄ia

]
. (A.32)

Fix d ∈ N, J ⊂ Z with 0 ∈ J , and N with J ⊂ ΛN . For brevity, simply write Xd for XA
d,J .
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Step 1: reduction to moment bound. To prove (A.31), it is enough to prove the existence of
Cd > 0 such that:

∀p ∈ N∗, Mp(Xd) := ν̄N
[
|Xd|p

]1/p ≤ Cd‖A‖HS p
d
2 . (A.33)

Indeed, assuming such a bound, one has, for each c > 0, using Jensen inequality when d ≥ 2 for
the convex function f(x) = xd/2, x ∈ R:

ν̄N
[

exp
(
c|Xd|2/d

)]
= 1 +

∞∑
p=1

cp

p!
ν̄N
(
|Xd|2p/d

)
≤ 1 +

∞∑
p=1

(
cCdp‖A‖2/d

HS

)p
p!

. (A.34)

As pp ≤ p!ep for each p ≥ 1, taking c ≤ cd := (2Cde)
−1 yields (A.31).

Step 2: moment estimate. It is enough to prove (A.33) for p ≥ 2, since the first moment
can be estimated by Cauchy-Schwarz inequality. We will restrict to p ≥ 2 at some point in the
computation. For now, we treat p as a continuous variable in R∗+ and differentiate M·(Xd). For
each p > 0, one has:

dMp(Xd)

dp
=

d

dp

(
exp

[1

p
log ν̄N

(
|Xd|p

)])
= −

log ν̄N
(
|Xd|p

)
p2

Mp(Xd) +
1

p

ν̄N
(
|Xd|p log |Xd|

)
ν̄N
(
|Xd|p

) Mp(Xd), (A.35)

which can be written as:

∀p > 0,
dMp(Xd)

dp
=
Mp(Xd)

1−p

p2
Ent(|Xd|p), (A.36)

with Ent(F 2) the entropy of F 2 against ν̄N , given by:

∀F : ΩN → R, Ent(F 2) = ν̄N(F 2 logF 2)− ν̄N(F 2) log ν̄N(F 2). (A.37)

The entropy on the right-hand side of (A.36) is estimated by means of a logarithmic Sobolev
inequality, satisfied by ν̄N for the Glauber dynamics on ΩN (see e.g. Theorem A.1. in [DS96]):
there is CLS > 0, independent of N , such that:

∀F : ΩN → R+, Ent(F 2) ≤ CLS ν̄
N
( ∑
i∈ΛN

[
∇iF

]2)
, (A.38)

where, for i ∈ ΛN and η ∈ ΩN , ∇iF (η) = F (ηi)−F (η) for each F : ΩN → R. Similarly, a Poincare
inequality holds with constant CLS/2:

∀F : ΩN → R+, ν̄N(F 2)− ν̄N(F )2 ≤ CLS
2
ν̄N
( ∑
i∈ΛN

[
∇iF

]2)
. (A.39)

Injecting (A.38) in (A.36) and proceeding as in [GSS+19], one successively obtains, restricting to
p > 2:

∀p > 2,
dMp(Xd)

2

dp
≤ 2CLSMp(Xd)

2−p

p2
ν̄N
( ∑
i∈ΛN

[
∇i(|Xd|p/2)

]2)
≤ CLSMp(Xd)

2−pν̄N
(
|Xd|p−2

∑
i∈ΛN

[
∇i|Xd|

]2)
. (A.40)
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Applying Hölder inequality with exponents (p/(p− 2), p/2) then yields, for each p > 2:

dMp(Xd)
2

dp
≤ CLSMp/2

( ∑
i∈ΛN

[
∇i|Xd|

]2) ≤ CLSMp/2

( ∑
i∈ΛN

[
∇iXd

]2)
. (A.41)

The function M·(Xd) is increasing for p > 0 by (A.36). As a result, integrating between 2 and p
and using the Poincare inequality (A.39) to estimate M2(Xd) yields:

∀p ≥ 2, Mp(Xd)
2 ≤M2(Xd)

2 + CLS(p− 2)Mp/2

( ∑
i∈ΛN

[
∇iXd

]2)
≤ CLS pMp/2

( ∑
i∈ΛN

[
∇iXd

]2)
. (A.42)

Step 3: recursion on d. Let p ≥ 2. For j ∈ ΛN and 0 ≤ a ≤ d − 1, define A(ia=j) as the
d−1-tensor

(
A(i0, ..., ia−1, j, ia+1, ..., id−1)

)
(iq)q 6=a

, and note that A(ia=j) also satisfies the assumption
(A.30). Recall that Xd was short for XA

d,J . Let us prove by recursion on d:

∀p ≥ 2, Mp

(
XA
d,J

)2 ≤ 2d−1(CLS p)
d(d!)2|J |2‖A‖2

HS. (A.43)

Proving such a result would conclude the proof. In the d = 1 case, (A.42) yields, for each p ≥ 2:

Mp(X
A
1,J)2 ≤ CLS pMp/2

( ∑
i∈ΛN

[
∇iX

A
1,J

]2) ≤ CLS p
∑
i∈ΛN

Mp

(
∇`X

A
1,J

)2
. (A.44)

By (A.32), bounding η̄· by 1, the result for d = 1 is proven:

∀p ≥ 2, Mp(X
A
1,J)2 ≤ CLS p

∑
`∈ΛN

[ ∑
i0+J3`

A(i0)
]2

≤ CLS p|J |2‖A‖2
HS. (A.45)

For d ≥ 2, (A.42) similarly gives, bounding η̄· by 1:

Mp/2

( ∑
`∈ΛN

[
∇`X

A
d,J

]2) ≤ ∑
`∈ΛN

Mp

(
∇`X

A
d,J

)2

≤
∑
`∈ΛN

[
(d− 1)Mp

(
XA(id−1=`)

d−1,J

)
+
∑

i:i+J3`

Mp

(
XA(i0=i)

d−1,{0}
)]2

. (A.46)

For each ` ∈ Λd
N , the recursion hypothesis at rank d− 1 applied to XA(id−1=`)

d−1,J , and to XA(i0=i)

d−1,{0} for
each i+ J 3 `, yields:

Mp/2

( ∑
`∈ΛN

[
∇`X

A
d,J

]2)
≤ 2d−2(CLS p)

d−1((d− 1)!)2
∑
`∈ΛN

[
|J |(d− 1)‖A(id−1=`)‖HS +

∑
i:i+J3`

‖A(i0=i)‖HS
]2

≤ 2d−1(CLS p)
d−1((d− 1)!)2d2|J |2‖A‖2

HS = 2d−1(CLSp)
d−1(d!)2|J |2‖A‖2

HS, (A.47)

where we used (a+b)2 ≤ 2a2 +2b2 for a, b ∈ R and bounded (d−1)2 +1 by d2 to obtain the second
inequality. Injecting this bound in (A.42) yields (A.43) at rank d, concluding the proof.
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In the next corollary, we use Theorem A.3 to establish the controllability results of Lemma 3.9
on the variables XA

d,J .

Corollary A.4. Let J ⊂ Z contain 0 and, for N ∈ N∗ and d ∈ N∗, let A = A(d,N) be a d-tensor.
We do not assume that A satisfy (A.30), but instead that supN∈N∗ ‖A‖∞ <∞. There are constants
γd, Cd(g) > 0 that are independent of A, with γ1 = +∞, such that, for each γ ≤ γd:

for each N ∈ N∗ with J ⊂ ΛN ,
log νNg

(
exp

[ γ

‖A‖∞
N−1/2XA

0,J

])
≤ C0(g)γ2 if d = 1,

log νNg

(
exp

[ γ

‖A‖∞
N−(d−1)XA

d,J

])
≤ Cd(g)γ

N
d−2
2

if d ≥ 2.

(A.48)

If instead A is assumed to satisfy (A.30), then (A.48) is valid with ‖A‖∞ replaced by ‖A‖2,N :=
‖N−d/2A‖HS ≤ ‖A‖∞ everywhere.

Proof. Fix J ⊂ Z with 0 ∈ J , and N such that J ⊂ ΛN . We will use Theorem A.3 to obtain (A.48).
Let us first explain why it is not necessary to assume the condition (A.30) on the tensor A if it
is bounded. Assume that Corollary A.4 is proven for tensors satisfying the condition (A.30), and
assume that A is bounded but does not satisfy the condition. Then we claim that N−(d−1)XA

d,J

can be written as N−(d−1)XÃ
d,J with Ã satisfying condition (A.30), plus a sum of terms of the form

N−(d−1)XB
d′,J ′ for bounded d′-tensors B, 1 ≤ d′ ≤ d − 1, and J ′ ⊂ J . A recursion then gives

Corollary A.4 also in the case of bounded tensors that do not satisfy (A.30) provided the corollary
holds under (A.30). The existence of the decomposition of XA

d,J is not difficult to see: it is enough
to sum separately on the indices i0, ..., id−1 in XA

d,J for which the same site appears twice in the
collection IJ = (i0 + J, i1, ..., id−1), and use the formula η̄2

i = σ̄i + η̄iσ
′(ρ̄i) (i ∈ ΛN).

We thus prove Corollary A.4 for tensors A that satisfy (A.30).
We first obtain estimates of tail probabilities of Xd := XA

d,J under νNg . These are then used to
obtain (A.48). By Theorem A.3, there is ζd > 0 such that, for any ζ ∈ (0, ζd):

νNg

(
exp

[
ζ|Xd|2/d

‖A‖2/d
HS

])
≤ e‖g‖∞

ZNg
ν̄N
(

exp

[
ζ|Xd|2/d

‖A‖2/d
HS

])
≤ 2e‖g‖∞

(
ZNg
)−1

, (A.49)

Define:
‖A‖2,N :=

( 1

Nd

∑
i0,...,id−1

A(i0, ..., id−1)2
)1/2

= ‖N−d/2A‖HS. (A.50)

By assumption on A,
sup
N∈N∗

‖A‖2,N <∞. (A.51)

For ζ as in (A.49), one has then, for each t ≥ 0:

νNg

(∣∣Xd

∣∣ > t
)
≤ 2
(
ZNg
)−1

e‖g‖∞ exp
[
− ζt2/d

‖A‖2/d
HS

]
≤ 2
(
ZNg
)−1

e‖g‖∞ exp
[
− ζt2/d

N‖A‖2/d
2,N

]
. (A.52)
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At this point the proof is the same for each d ≥ 1. We focus on the d ≥ 2 case. Let γ > 0 and
write:

νNg

[
exp

( γ

‖A‖2,N

N−(d−1)|Xd|
)]

= 1 +

∫ ∞
0

etνNg

( γ

‖A‖2,N

N−(d−1)|Xd| > t
)
dt. (A.53)

Note that N−(d−1)Xd is bounded by C‖A‖2,NN for some numerical constant C > 0 and each
N ∈ N∗. Thus, with ζ given by (A.52):

νNg

(
exp

[ γ

‖A‖2,N

N−(d−1)|Xd|
])
≤ 1 + 2

(
ZNg
)−1

e‖g‖∞
∫ γCN

0

exp
[
t− ζt2/dN (d−2)/d

γ2/d

]
dt

=: 1 + 2
(
ZNg
)−1

e‖g‖∞
∫ γCN

0

qγ(t) dt. (A.54)

If γ is small enough, we claim that the negative part of the exponential is dominant. Indeed, one
has:

∀t ≤ γCN, qγ(t) ≤ exp
[
− ζt2/dN (d−2)/d

2γ2/d

]
⇔ γ ≤ γd, γd = γd(ζ) :=

C(2−d)/dζ

2
. (A.55)

For any γ < γd, one has then:

νNg

(
exp

[ γ

‖A‖2,N

N−(d−1)|Xd|
])
≤ 1 + 2

(
ZNg
)−1

e‖g‖∞
∫ ∞

0

exp
[
− ζt2/dN (d−2)/d

2γ2/d

]
dt. (A.56)

The change of variable u = tζd/2γ−1N (d−2)/2 and the boundedness of (ZNg )N (see Lemma A.1)
conclude the proof of Corollary A.4 for d ≥ 2: for each γ < γd,

νNg

(
exp

[ γ

‖A‖2,N

N−(d−1)|Xd|
])
≤ 1 +

2γζ−d/2

N (d−2)/2

(
ZNg
)−1

e‖g‖∞
∫ ∞

0

exp
[
− u2/d

2

]
du. (A.57)

A.3 Log-Sobolev inequality under νNg
Proposition A.5. Let 0 ≤ ρ− ≤ ρ+ < 1 and h, g : → R be bounded with ‖g‖∞ < 1/4. There is
CLS(ρ±, ‖g‖∞, ‖h‖∞) > 0 such that, for each density f for νNg ,

H(fνNg |νNg ) ≤ CLSN
2νNg

(
Γh(
√
f)
)
. (A.58)

If in particular h ∈ S(ε) and g ∈ g0 + S(ε′) with ε, ε′ ∈ (0, 1/4), then CLS can be taken to depend
only on ρ±.

Proof. We shall see that CLS(ρ±, ‖g‖∞, ‖h‖∞) can be taken to be an increasing function of ‖g‖∞, ‖h‖∞,
which proves the second claim.
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As ‖h‖∞ <∞, the jump rates ch satisfy:

c(η, i) ≤ e‖h‖∞c(η, i), i ∈ {±(N − 1)},
c(η, j, j + 1) ≤ e‖h‖∞ch(η, j, j + 1), j < N − 1. (A.59)

It is therefore enough to prove the proposition for h = 0. By assumption ‖g‖∞ < 1/4, thus
‖g‖2 ≤ 2‖g‖∞, thus the difference λNg between largest and smallest eigenvalues of the matrix
(N−1gi,j)i 6=j is strictly below 1 for large enough N . By Theorem 1 in [BB19], the following log-
Sobolev inequality for the Glauber dynamics associated with νNg holds: for each density f with
respect to νNg ,

H(fνNg |νNg ) ≤ 1

2

(
1 +

2λNg
1− λNg

) ∑
i∈ΛN

νNg

([
∇i

√
f(η)

]2)
. (A.60)

The claim of Proposition A.5 is then an immediate consequence of (A.60) and the following bound:
for some c(ρ±, ‖g‖∞) > 0,

∀i ∈ ΛN , νNg

([
∇i

√
f(η)

]2) ≤ c(ρ±, ‖g‖∞)NνNg
(
Γ(
√
f)
)
. (A.61)

Let us now prove (A.61). It is the claim of Lemma 4.2 in [Gon+21] when g ≡ 0. When g 6≡ 0,
the proof is very similar and we only explain what changes. To prove (A.61), the idea is that
changing the occupation number at a site i requires one to bring the particle or hole at i all the
way to a reservoir (say the one on the right), perform an exchange, then bring back to i the
new hole/particle. This is expressed rigorously by the following formula, which gives a recursive
description of the above procedure: for any F : ΩN → R,

∇iF (η) = ∇i,i+1F (η) +∇i+1F (ηi,i+1) +∇i,i+1F
(
(ηi,i+1)i+1

)
. (A.62)

Using the identity (x+y+z)2 ≤ 2(1+β)(x2 +y2)+(1+β−1)z2, valid for any β > 0 and x, y, z ∈ R,
one finds, after changes of variables:

νNg

([
∇iF (η)

]2) ≤ 2(1 + β)
∑
η∈ΩN

νNg (η)
[
∇i,i+1F (η)

]2[
1 +

νNg
(
(ηi)i,i+1

)
νNg (η)

]

+ (1 + β−1)
∑
η∈ΩN

νNg (η)
(
∇i+1F (η)

)2ν
N
g

(
ηi,i+1

)
νNg (η)

. (A.63)

The computation of the above ratios is the only place where g plays a role. Since ‖g‖∞ <∞, one
can check that, for each η ∈ ΩN (recall that ν̄N is the product Bernoulli measure defined in (2.58)):

νNg
(
(ηi)i,i+1

)
νNg (η)

≤
ν̄N
(
(ηi)i,i+1

)
ν̄N(η)

e2‖g‖∞ ,
νNg
(
ηi,i+1

)
νNg (η)

≤
ν̄N
(
ηi,i+1

)
ν̄N(η)

e‖g‖∞ . (A.64)

The rest of the proof is then identical to that of Lemma 4.2 in [Gon+21]. In particular,

ν̄N
(
(ηi)i,i+1

)
ν̄N(η)

≤ 1

min{1− ρ+, ρ−}
− 1,

ν̄N
(
ηi,i+1

)
ν̄N(η)

≤ 1 +
ρ̄′

min{1− ρ+, ρ−}2N
. (A.65)
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This yields the following bound:

νNg

([
∇iF (η)

]2) ≤ 2(1 + β)
[
1 +

( 1

min{1− ρ+, ρ−}
− 1
)
e2‖g‖∞

]
νNg

([
∇i,i+1F (η)

]2)
+
(
1 + β−1

)(
1 +

ρ̄′

min{1− ρ+, ρ−}2N
e‖g‖∞

)
νNg

([
∇i+1F (η)

]2)
. (A.66)

Iterating the bound with the choice β = N concludes the proof of (A.61), thus of Proposition A.5.

B Integration by parts formulae
Fix h ∈ S(∞) and g ∈ g0 + S(∞) (the set S(∞) is defined in (2.45)) throughout. In this section,
we provide integration by parts formulas under the measure νNg , both in the bulk and close to the
reservoirs. These formulas are key to the renormalisation procedure used to estimate error terms,
in Section C. In particular, they are essential to proving the Γ-controllability of the variables
U±0 , U

±
1 , X

φ2
2,{0,1} encountered in Lemma 3.9.

B.1 Integration by parts in the bulk

Before stating the result, let us give some notations and explain what we mean by an integration
by parts formula. Fix a density f : ΩN → R for νNg . For i < N − 1, let Γi,i+1

h be defined as:

∀η ∈ ΩN , Γi,i+1
h (

√
f)(η) =

1

2
ch(η, i, i+ 1)

[
∇i,i+1

√
f(η)

]2
, (B.1)

with, for any u : ΩN → R and any i < N − 1:

∀η ∈ ΩN , ∇i,i+1u(η) = u(ηi,i+1)− u(η). (B.2)

The jump rates ch are defined in (2.41).
Consider a family (ωi)i∈ΛN of functions on ΩN . To estimate certain error terms in the adjoint L∗h1
in Section 3.2, a renormalisation scheme is used in Section C.1 below. For each density f for νNg ,
some ε > 0 and i ≤ N − εN , this scheme consists in estimating the replacement:

νNg

(
f
[
ωi −

1

εN

i+εN−1∑
j=i

ωj

])
= νNg

(
f
i+εN−2∑
j=i

εN − 1− (j − i)
εN

[
ωj − ωj+1

])
(B.3)

in terms of the entropy H(fνNg |νNg ) and the averaged carré du champ νNg
(
Γh(f

1/2)
)
. The right-

hand side in the last equation is obtained via a simple resummation. The key issue, then, is to
understand how the space gradient ωj−ωj+1 (j < N−1) can be turned into difference f(η′)−f(η),
for a transition η → η′ allowed by the dynamics (i.e. one of the differences contained in Γh(f

1/2)).
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Solving this issue is what we mean by finding an integration by parts formula, typically a formula
of the form: ∑

η∈ΩN

(ωi+1 − ωi)f(η)νNg (η) =
∑
η∈ΩN

q(η)[f(ηi,i+1)− f(η)]νNg (η) + νNg (fX), (B.4)

where q,X are explicit functions, and the average of X can be estimated via the entropy inequality
or another integration by parts formula. The natural choice for ω· in our case is ω· = η̄·, however
a simpler formula (B.4) is obtained, following [JM18], through the choice:

∀i ∈ ΛN , ωi =
η̄i
σ̄i
, η̄i = ηi − ρ̄i, σ̄i = ρ̄i(1− ρ̄i). (B.5)

Lemma B.1. Let f be a νNg -density. Fix i < N − 1 and let u : ΩN → R be such that ∇i,i+1u = 0.
Then:

νNg
[
u(ωi+1 − ωi)f

]
= νNg

(
uq∇i,i+1f

)
− (ρ̄i+1 − ρ̄i)νNg

[
ωiωi+1e

−(ηi+1−ηi)Cgi /Nuf
]

+ νNg

[
(ωi+1 − ωi)

(
1− e−(ηi+1−ηi)Cgi /N

)
uf
]
, (B.6)

where the function q = qi,i+1(η) is given by:

∀η ∈ ΩN , q(η) =
ηi(1− ηi+1)

ρ̄i(1− ρ̄i+1)
e−(ηi+1−ηi)Cgi /N . (B.7)

Recall that, for each i < N − 1, N−1(ηi− ηi+1)Cg
i = ∇i,i+1ΠN(g) is defined in (3.53), and satisfies

maxi |Cg
i | ≤ 2‖g‖∞.

Proof. Let i < N − 1 and q : ΩN → R. Notice that, by definition of ∇i,i+1:

νNg
[
uq∇i,i+1f

]
=
∑
ΩN

uq∇i,i+1fν
N
g =

∑
ΩN

f
∇i,i+1(uqνNg )

νNg
νNg = νNg

[
uf
∇i,i+1(qνNg )

νNg

]
, (B.8)

where we used ∇i,i+1u = 0 to obtain the second equality. The gradient in the right-hand side
reads:

∀η ∈ ΩN ,
∇i,i+1(qνNg )(η)

νNg (η)
= q(ηi,i+1) exp

[
− (ηi+1 − ηi)

N

(
2Cg

i + ∂Nλi
)]
− q(η), (B.9)

where λi = log(ρ̄i/(1− ρ̄i)). We need to choose a suitable q in order to have a difference ωi+1− ωi
arise above. In the g = 0 case, corresponding to [JM18], one can take:

q̃(η) :=
ηi(1− ηi+1)

ρ̄i(1− ρ̄i+1)
. (B.10)

When g 6= 0, the exponential of Cg
i does not change things much, and if q is taken as in (B.7),

then:

∇i,i+1(qνNg )

νNg
(η) =

[
ηi+1(1− ηi)
ρ̄i+1(1− ρ̄i)

− ηi(1− ηi+1)

ρ̄i(1− ρ̄i+1)

]
e−(ηi+1−ηi)Cgi /N . (B.11)
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The variables ω· (see (B.5)) are tailored to give the above bracket a nice expression (see (A.3)
in [JM18]): [

ηi+1(1− ηi)
ρ̄i+1(1− ρ̄i)

− ηi(1− ηi+1)

ρ̄i(1− ρ̄i+1)

]
= ωi+1 − ωi + (ρ̄i+1 − ρ̄i)ωiωi+1. (B.12)

This formula can be checked by looking for the left-hand side as a polynomial in ωi, ωi+1, of the
form a+ bωi + cωi+1 + dωiωi+1 for real numbers a, b, c, d. Equation (B.11) then becomes:

∇i,i+1(qνNg )

νNg
(η) = ωi+1 − ωi + (ωi+1 − ωi)

(
e−(ηi+1−ηi)Cgi /N − 1

)
+ (ρ̄i+1 − ρ̄i)ωiωi+1e

−(ηi+1−ηi)Cgi /N , (B.13)

which proves the lemma when plugged into (B.8).

The next lemma is a rewriting of Lemma B.1 in terms of the carré du champ operator.

Lemma B.2. Let i < N−1 and let u : ΩN → R be such that ∇i,i+1u = 0. There is then a constant
C = C(h, g, ρ̄) > 0 such that, for any δ > 0:

νNg
[
u(ωi+1 − ωi)f

]
≤ δN2νNg

[
Γi,i+1
h (f 1/2)

]
+

C

δN2
νNg
[
fu2
]

(B.14)

− (ρ̄i+1 − ρ̄i)νNg
[
ωiωi+1e

−(ηi+1−ηi)Cgi /Nuf
]

+ νNg

[
(ωi+1 − ωi)

(
1− e−(ηi+1−ηi)Cgi /N

)
uf
]
.

Proof. Let i < N − 1 and β > 0. In (B.6), write, for each η ∈ ΩN :

∇i,i+1f(η)u(η)q(η) = β1/2[f 1/2(ηi,i+1)− f 1/2(η)] · β−1/2u(η)q(η)[f 1/2(ηi,i+1) + f 1/2(η)]. (B.15)

Apply then Cauchy-Schwarz inequality to obtain:

νNg
[
u(ωi+1 − ωi)f

]
≤ β

2
νNg
[(
∇i,i+1f

1/2
)2]

+
1

β
νNg
[(
f(η) + f(ηi,i+1)

)
u2q2

]
(B.16)

− (ρ̄i+1 − ρ̄i)νNg
[
ωiωi+1e

−(ηi+1−ηi)Cgi /Nuf
]

+ νNg

[
(ωi+1 − ωi)

(
1− e−(ηi+1−ηi)Cgi /N

)
uf
]
.

Changing variables η ← ηi,i+1, since ρ̄i ∈ [ρ−, ρ+] ⊂ (0, 1), the second expectation in (B.16) reads:

1

β
νNg
[(
f(η) + f(ηi,i+1)

)
u2q2

]
=

1

β

∑
η∈ΩN

f(η)u2(η)
[
q2(η) + q2(ηi,i+1)

νNg (ηi,i+1)

νNg (η)

]
νNg (η)

≤ e4‖g‖∞M

β
νNg
[
fu2
]
, (B.17)

where M = max{(ρ̄j(1− ρ̄j+1))−2, (σ̄jσ̄j+1)−1 : j < N − 1} depends only on ρ±.
Consider now the first term in the right-hand side of (B.16). Since ch(η, i, i+1) ≥ c(η, i, i+1)e−2‖h‖∞

for each η ∈ ΩN , it reads:

β

2

∫ [
∇i,i+1f

1/2
]2
dνNg ≤ βe2‖h‖∞νNg

(
Γi,i+1
h (

√
f)
)
. (B.18)

Taking β = δN2e2‖h‖∞ concludes the proof.
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B.2 Integration by parts at the boundary and boundary correlations

Here, we estimate dynamical correlations involving sites close the reservoirs, i.e. correlations of
the form η̄±(N−1)XN for a function XN : ΩN → R. Recall that h ∈ S(∞), g ∈ g0 +S(∞) are fixed,
and the definition (2.2) of the jump rates at the boundary. Define, for f : ΩN → R:

∀η ∈ ΩN , Γ±h (f) =
ch(η,±(N − 1))

2

[
f(η±(N−1))− f(η)

]2
, (B.19)

and observe:

ch(η,±(N − 1)) ≥ e−2‖h‖∞ min{ρε1 , (1− ρε2) : ε1, ε2 ∈ {−,+}}. (B.20)

Lemma B.3. Fix n ∈ N∗ and, for each N ∈ N∗, let φn : Λn
N → R satisfy supN∈N∗ ‖φn‖∞ < ∞.

For ε ∈ {+,−}, define U ε
0 (η) = η̄ε(N−1) (η ∈ ΩN) and, for n ≥ 1:

∀η ∈ ΩN , U ε
n(η) = η̄ε(N−1)V

ε
n (η), V ε

n (η) =
1

Nn−1

∑
i1,...,in 6=ε(N−1)

η̄i1 ...η̄inφn(i1, ..., in). (B.21)

Then, for each n ∈ N, U ε
n is Γ-controllable with size N−1 and of vanishing type in the sense of

Lemmas 3.9–3.13. More precisely, there is C > 0 such that, for any νNg -density f and any δ > 0:

νNg
(
fN1/2U ε

n

)
≤ δN2νNg

(
Γεh(
√
f)
)

+ νNg

(
f
C

N

[(V ε
n )2

δ
+
∣∣∣ V ε

n

N1/2

∑
j 6=ε(N−1)

η̄j(Ngε(N−1),j)
∣∣∣])+ αNn ,

(B.22)
setting V ε

0 := 1 by convention and with αNn = O(N−1/2).

Remark B.4. The estimate on the size of U ε
n is optimal only if n ≤ 1. U ε

n with n ≤ 1 are used in
the computation of the adjoint in Section 3.2, while U ε

2 is useful in Section C. �

Proof. Let n ∈ N∗. Using the notations of Corollary A.4, the term in the expectation in the right-
hand side of (B.22) is of the form N−(2n−1)Xψ2n

2n,{0} + N−n−
1
2X

ψn+1

n+1,{0} with supN∈N∗ ‖ψ`‖∞ < ∞,
` ∈ {n, 2n}. It is thus controllable with size (at most) δ−1. The estimate (B.22) then implies that
U ε
n is Γ-controllable with size N−1 by taking δ = N1/2, but also that N1/2U ε

n is Γ-controllable with
size 1 and thus of vanishing type.

Let us therefore prove (B.22). We do so for the left boundary ε = −, the proof for the right
boundary being identical. The goal is to create a gradient of f of the form (B.19). We use the
shorthand notation b = −(N − 1). Notice that V −n (ηb) = V −n (η) for any η. The mapping η 7→ ηb

is bijective on ΩN , thus:

νNg (fη̄bV
−
n ) =

1

2

∑
η∈ΩN

νNg (η)V −n (η)
[
f(η)(ηb − ρ̄b) + f(ηb)(1− ηb − ρ̄b)

νNg (ηb)

νNg (η)

]
. (B.23)

For η ∈ ΩN , let us compute the ratio νNg (ηb)/νNg (η):

νNg (ηb)

νNg (η)
=

(1− ηb)ρ̄b + ηb(1− ρ̄b)
ηbρ̄b + (1− ηb)(1− ρ̄b)

e2ΠN (g)(ηb)−2ΠN (g)(η)

=
( ρ̄b

1− ρ̄b

)1−2ηb
exp

[(1− 2ηb)

N

∑
j 6=b

η̄jgb,j

]
. (B.24)
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For future reference, notice that (B.24) is bounded by C(ρ±)e2‖g‖∞ for some C(ρ±) > 0. Forgetting
g for a second in (B.23), notice also that, for each η ∈ ΩN :

f(η)(ηb − ρ̄b) + f(ηb)(1− ηb − ρ̄b)
( ρ̄b

1− ρ̄b

)1−2ηb

= ηb(1− ρ̄b)
[
f(η)− f(ηb)

]
− (1− ηb)ρ̄b

[
f(η)− f(ηb)

]
= η̄b

(
f(η)− f(ηb)

)
, (B.25)

which involves a gradient of f as desired. Coming back to (B.24), note that, since g(±1, ·) = 0, the
argument of the exponential in (B.24) is bounded by O(N−1). Equation (B.25) and the existence
of C(g) > 0 such that |ex − 1− x| ≤ C(g)x2 holds for x ≤ 2‖g‖∞ therefore yield the bound:∣∣∣N1/2νNg (fη̄bV

−
n )− N1/2

2

∑
η∈ΩN

νNg (η)V −n (η)η̄b
[
f(η)− f(ηb)

]
− N1/2

2N2

∑
η∈ΩN

νNg (η)V −n (η)f(ηb) (B.26)

× (1− ηb − ρ̄b)
( ρ̄b

1− ρ̄b

)1−2ηb
(1− 2ηb)

∑
j 6=b

η̄j(Ngb,j)
∣∣∣ ≤ C(g)‖V −n ‖∞

N3/2
=: αnN .

Since ‖V −n ‖∞ = O(N), alphanN = O(N−1/2) as claimed. It remains to estimate the second and
third terms in the left-hand side. Consider first the third term. Using the bijection η 7→ ηb to turn
f(ηb) into f(η), recalling that V −n (ηb) = V −n (η) for each η ∈ ΩN , and bounding the ratio (B.24) by
C(ρ±)e2‖g‖∞ , one finds:∣∣∣N1/2

2N2

∑
η∈ΩN

νNg (η)V −n (η)f(ηb)(1− ηb − ρ̄b)
( ρ̄b

1− ρ̄b

)1−2ηb∑
j 6=b

η̄j(Ngb,j)
)∣∣∣

≤ C(ρ±)e2‖g‖∞

N3/2
νNg

(
f
∣∣∣V −n ∑

j 6=b

η̄j(Ngb,j)
∣∣∣), (B.27)

which is one of the terms appearing in (B.22). Consider now the second term in the left-hand side
of (B.26). For β > 0 and η ∈ ΩN , splitN1/2[f(η)−f(ηb)] into βN1/2[f 1/2(η)−f 1/2(ηb)]β−1[f 1/2(η)+
f 1/2(ηb)] and apply Cauchy-Schwarz inequality twice to find, bounding (η̄b)

2 by 1:

N1/2

2

∑
η∈ΩN

V −n (η)η̄b
[
f(η)− f(ηb)

]
≤ βN

4

∑
η∈ΩN

[
f 1/2(η)− f 1/2(ηb)

]2
+

1

2β

∑
η∈ΩN

νNg (η)
[
f(η) + f(ηb)

]
(V −n )2(η). (B.28)

As for (B.27), the last expectation is bounded by β−1C(g)νNg (f(V −n )2). To conclude the proof,
recall from (B.19) the expression of Γ−h and from (B.20) the lower bound C(ρ±)e−‖h‖∞ on the jump
rates. Choose β = 2C(ρ±)e−2‖h‖∞δN for δ > 0. Then:

1

2

∑
η∈ΩN

V −n (η)η̄b
[
f(η)− f(ηb)

]
≤ δN2νNg

(
Γ−h (

√
f)
)

+
C(g)C(ρ±)−1e2‖h‖∞

2δN
νNg
(
f(V −n )2

)
. (B.29)

The last equation together with (B.26) and (B.27) is precisely the right-hand side of (B.22).
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C Control of the error terms
Fix h ∈ S(∞) (this set is defined in (2.45)) and an associated gh ∈ g0 + S(∞), solution of the
main equation (2.61). In this section we estimate, for each density f for νNgh , the average against
fνNgh of the function Xφ

2,{0,1}, φ : Λ2
N → R, defined below in (C.1). This proves the last item of

Lemma 3.9. We also estimate the expectation of the time average of any error term encountered
in the text, proving Proposition 3.8 and Corollary 3.14.

Proposition C.1. Let φ ∈ Λ2
N → R satisfy supN∈N∗ ‖φ2‖∞ <∞. Recall that Xφ

2,{0,1}, abbreviated
as X2, was defined in (A.29) by:

∀η ∈ ΩN , X2(η) =
∑
i<N−1

∑
j /∈{i,i+1}

η̄iη̄i+1η̄jφ(i, j). (C.1)

Then N−1X2 is Γ-controllable with size N−1/2 (recall Definition 3.6 of controllability).

The next proposition was stated as Proposition 3.8, and is proven in Section C.2.

Proposition C.2. Let 0 < ρ− ≤ ρ+ < 1 and εB(ρ−) be chosen as in Lemma 3.5, and assume
ρ̄′ ≤ εB, h ∈ S(εB). Let EN : ΩN → R be an error term with size aN = oN(1), and let FN be
controllable with size 1. There are then γ, C and γ′, C ′ > 0 depending on h, ρ± such that, for each
T > 0 and N ∈ N∗:

1

T
logEν

N
gh

[
exp

∣∣∣γ ∫ T

0

EN(ηt)dt
∣∣∣] ≤ CaN ,

1

T
logEν

N
gh

[
exp

∣∣∣γ′ ∫ T

0

FN(ηt)dt
∣∣∣] ≤ C ′. (C.2)

Propositions C.1-C.2 are proven in the next two sections.

C.1 Estimate of X2

In this section, we prove Proposition C.1. Fix φ : Λ2
N → R, N ∈ N∗ as in the proposition. Fix also

a density f for νNgh once and for all. The proof of Proposition C.1 being very technical, we first
present its general structure.
The idea is to smoothen the product η̄iη̄i+1 into a quantity that depends on all η̄’s in a box of size
` with ` sufficiently large, then use the entropic inequality to estimate the resulting term. The cost
of this replacement will be estimated by an integration by parts formula, see Section B.
We need room between the indices i, i + 1 and j in the definition (C.1) of X2 to take averages in
a box. Let I` be the segment {0, ..., `− 1} and split the sum on j in (C.1) as follows:

∀η ∈ ΩN ,
1

N
X2(η) =

−→
X `

2 +
←−
X `

2,
−→
X `

2 =
1

N

∑
i<N−1

∑
j∈ΛN

j /∈i+1+I`

η̄iη̄i+1η̄jφ(i, j), (C.3)

←−
X `

2 =
1

N

∑
i<N−1

∑
j∈ΛN\{i,i+1}
j∈i+1+I`

η̄iη̄i+1η̄jφ(i, j). (C.4)
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The direction of the arrow indicates the direction in which the replacement of η̄i (←) or η̄i+1 (→)
by averages on sites to the left of i (←) or to the right of i + 1 (→) is going to be performed.
Estimates for

←−
X `

2 and
−→
X `

2 are identical, so we only estimate the latter. In practice, the replacement
is made thanks to the integration by parts Lemma B.2, which uses ω· = η̄·/σ̄· as main variable.
Write:

A(i, j) := σ̄i+1φ(i, j), i < N − 1, j ∈ ΛN . (C.5)

Then:
∀η ∈ ΩN ,

−→
X `

2(η) =
1

N

∑
i<N−1

∑
j∈ΛN\{i,i+1}
j /∈i+1+I`

η̄iωi+1η̄jA(i, j), (C.6)

and we replace ωi+1 by 1
`

∑
a∈i+1+I`

ωa. If i+ 1 is too close to the reservoirs, i.e. if i+ ` > N − 1,
then this replacement does not make sense. In this case, we spread the unit mass at i + 1 to 1/`

at each site in i + 1 + I` ∩ ΛN , and leave the remaining N−1−(i+1)
`

mass at the boundary. This is
summarised in the following definition of the replacement −→ω `

i+1 of ωi+1:

∀i < N − 1, −→ω `
i+1 =

1

`

min{i+`,N−1}∑
a=i+1

ωa + 1i+`>N−1

(
1− N − 1− i

`

)
ωN−1. (C.7)

Choice of `. Let
−→
Y `

2 denote the averaged version of
−→
X `

2:

∀η ∈ ΩN ,
−→
Y `

2(η) =
−→
Z `

2(η) (C.8)

+
1

N

∑
i<N−1

∑
j∈ΛN\{i,i+1}
j /∈i+1+I`

η̄iη̄j1i+`>N−1

(
1− N − 1− i

`

)
ωN−1A(i, j),

with:

∀η ∈ ΩN ,
−→
Z `

2(η) =
1

N

∑
i<N−1

∑
j∈ΛN\{i,i+1}
j /∈i+1+I`

η̄iη̄j

(1

`

min{i+1+`,N−1}∑
a=i+1

ωa

)
A(i, j). (C.9)

The last term in (C.8) is Γ-controllable with size N−1 by Lemma B.3. For the replacement of
−→
X `

2

by
−→
Y `

2 to be useful,
−→
Z `

2 should be controllable with size oN(1). This requirement will fix the choice
of `. Looking at Corollary A.4, we see that any ` such that ` = o(N) fails, so we take:

` := N. (C.10)

The entropy inequality is then effective on
−→
Z N

2 . Indeed, it is of the form:

∀η ∈ ΩN ,
−→
Z N

2 (η) =
1

N2

∑
(i,j,a)∈Λ3

N
|{(i,j,a)}|=3

η̄iη̄j η̄aÃ(i, j, a), (C.11)

for some function Ã satisfying |Ã(i, j, a)| ≤ |A(i, j)| for each (i, j, a) ∈ Λ3
N . By Corollary A.4,

−→
Z N

2

is therefore controllable with size N−1/2: there are γ, C > 0 such that:

νNgh
(
f
−→
Z N

2

)
≤
H(fνNg |νNg )

γ
+

1

γ
log νNg

[
exp

(
γ
−→
Z N

2

)]
≤
H(fνNg |νNg )

γ
+

C

N1/2
. (C.12)
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Cost of the replacement. Let us estimate the cost of replacing
−→
XN

2 by
−→
Y N

2 , defined in (C.8).
To do so, we use of the following integration by parts identity, which explicitly describes how to
spread the unit mass at i + 1, i < N − 1, to 1/N on every site up to the boundary, where the
remaining mass is then left. One has:

ωi+1 −−→ω N
i+1 =

min{i+N,N−1}−1∑
a=i+1

φN(a− (i+ 1))(ωa − ωa+1), φN(b) =
N − 1− b

N
10≤b<N , b ∈ Z.

(C.13)
For brevity, for a ∈ ΛN , let ua denote the quantity:

∀η ∈ ΩN , ua(η) =
1

N

∑
i<N−1

a−N<i<a

φN(a− (i+ 1))η̄i
∑

j∈ΛN\{i,i+1}
j /∈i+1+IN

η̄jA(i, j). (C.14)

Then, for each η ∈ ΩN : −→
XN

2 −
−→
Y N

2 =
∑

a<N−1

(ωa − ωa+1)ua(η). (C.15)

To estimate the expectation of the right-hand side above under fνNg , apply, for each a < N − 1,
the integration by parts formula of Lemma B.2, with u = −ua. There is thus a constant C > 0
such that, for each δ > 0:∑

a<N−1

νNgh
(
f(ωa − ωa+1)ua

)
≤ δN2νNgh

(
Γh(
√
f)
)

+
C

δN2

∑
a<N−1

νNgh
(
u2
af
)

(:= νNgh(fR1)) (C.16)

+
∑

a<N−1

(ρa+1 − ρa)νNgh
(
ωaωa+1e

−(ηa+1−ηa)C
gh
a /Nuaf

)
(:= νNgh(fR2)) (C.17)

−
∑

a<N−1

νNgh

(
(ωa+1 − ωa)

(
1− e−(ηa+1−ηa)C

gh
a /N

)
uaf
)

(:= νNgh(fR3)). (C.18)

Let us estimate one by one each of (C.16)-(C.17)-(C.18). Consider first νNgh(fR3), and note that:

sup
N

sup
a∈ΛN

|(ωa+1 − ωa)(ηa+1 − ηa)| ≤ C(ρ±). (C.19)

As a result, using the identity ex = 1 +
∫ 1

0
xetxdt for x ∈ R and the fact that |Cgh

· | ≤ 2‖gh‖∞,
νNgh(fR3) can be bounded as follows:

∣∣νNgh(fR3)
∣∣ ≤ C(ρ±)e2‖g‖∞νNgh

(
1

N

∑
a<N−1

f
∣∣Cgh

a ua
∣∣). (C.20)

By definition of Cgh
· (see e.g. Lemma B.1) and of u· in (C.14), the product Cgh

· u· is of the form:

∀a ∈ ΛN , Cgh
a ua =

1

N2

∑
(i,j,b)∈Λ3

N

η̄iη̄j η̄bψ
a
i,j,b +Dgh

a ua, supDgh
· = O(N−1), (C.21)

where the functions ψa : (−1, 1)3 → R are bounded uniformly in a. It follows by Corollary A.4
that R3 is controllable with size N−1/2.
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Consider now R2, defined in (C.17). Again using ex = 1 +
∫ 1

0
xetxdt for x ∈ R, we can bound

νNgh(fR2) as follows:

νNgh(fR2) ≤ ρ̄′

N

∑
a<N−1

νNgh
(
fωaωa+1ua

)
+
ρ̄′e2‖gh‖∞

N2

∑
a<N−1

1

σ̄aσ̄a+1

νNgh

(
f
∣∣Cgh

a ua
∣∣). (C.22)

Recalling the definition of u· from (C.14), the first term in (C.22) is of the form N−2XB
3,{0,1} in the

notations of Theorem A.3, i.e. of the form N−2
∑

i,j,b η̄iη̄i+1η̄j η̄bB(i, j, b), with B bounded. Corol-
lary A.4 tells us that this function does not behave worse than a sum of three-point correlations,
and is therefore controllable with size N−1/2. In addition, the second term in (C.22) has the same
structure as N−1R3, and is therefore controllable with size N−3/2.
Consider finally R1 in (C.16). It reads:

νNgh(fR1) =
C

δN4

∑
a<N−1

∑
i,j<N−1

a−N<i,j<a

[
φN(a− (i+ 1))φN(a− (j + 1))η̄iη̄j

×
∑

b,c∈ΛN\{i,i+1}
b/∈i+1+IN
c/∈j+1+IN

η̄bη̄cA(i, b)A(j, c)

]
. (C.23)

In particular, it is of the form N−3Xv4
4,{0} for a v4 : Λ4

N → R satisfying supN supΛ4
N
|v4| < ∞, and

therefore controllable with size N−1 by Corollary A.4. For each δ > 0, we have proven the existence
of a controllable function Rδ : ΩN → R such that:∣∣∣νNgh(−→XN

2

)∣∣∣ ≤ 2δN2νNgh
(
Γh(
√
f)
)

+ νNgh
(
f(
−→
Y N

2 +Rδ)
)
, Rδ := Rδ

1 +R2 +R3. (C.24)

The arguments above do not depend on the sign of A in the definition (C.4) of
−→
XN

2 . This implies
that

−→
XN

2 is Γ controllable with size N−1/2 in the sense of Definition 3.6. Since the same arguments
also apply to

←−
XN

2 , Proposition C.1 is proven.

C.2 Proof of Propositions 3.8 and Corollary 3.14

Proof. Let T > 0. Corollary 3.14 is obtained as a side product of the proof of Proposition C.2,
which we focus on. Write GN for either the error term EN with size aN , or the (Γ-)controllable
function FN with size 1. For each γ > 0, Feynman-Kac inequality (3.6) and the bound (3.15) on
the adjoint L∗h1 in L2(νNgh) imply:

1

T
logE

νNgh
h

[
exp

[
γ

∫ T

0

GN(ηt)dt
]]
≤ sup

f≥0:νNgh
(f)=1

{
νNgh

(
f
(
γGN + E/2

))
− N2

4
νNgh
(
Γh(
√
f)
)}
.

(C.25)
In addition, the function E satisfies, for some constant C = C(ρ±, h) > 0:

νNgh
(
fE
)
≤
H(fνNgh|ν

N
gh

)

4CLS
+

2C

N1/2
≤ N2

4
νNgh
(
Γh(
√
f)
)

+
2C

N1/2
, (C.26)
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where we used the entropy inequality first, then the log-Sobolev inequality of Proposition A.5 to
get the right-hand side. Thus:

1

T
logE

νNgh
h

[
exp

[
γ

∫ T

0

GN(ηt)dt
]]
≤ sup

f≥0:νNgh
(f)=1

{
νNgh
(
fγGN

)
−N

2

8
νNgh
(
Γh(
√
f)
)

+
C

N1/2

}
. (C.27)

Suppose first that GN is controllable with size sN (including both sN = ON(1) and sN = oN(1)
cases): for some γ0 > 0,

∀N ∈ N∗, log νNgh
[
eγ0G

N ] ≤ sN . (C.28)

By the entropy- and log-Sobolev inequalities, the quantity inside the supremum in Equation (C.27)
is bounded above, for each density f for νNgh , by:(γCLS

γ0

− 1

8

)
N2νNgh

(
Γh(
√
f)
)

+
γsN
γ0

+
C

N1/2
. (C.29)

Taking any γ < γ0
8CLS

ensures that the first term is negative, and concludes the proof in the
controllable case:

∀N ∈ N∗,
1

T
logE

νNgh
h

[
exp

[
γ

∫ T

0

GN(ηt)dt
]]
≤ γsN

γ0

+ CN1/2. (C.30)

If GN is not only controllable but also of LS type (recall Definition 3.11), corresponding to the
controllable case in Corollary 3.14, then γ0 > 210CLS > 8CLS by assumption, thus one can take
γ > 1.

If now GN is Γ-controllable with size sN , the idea is the same, except that one first bounds
νNgh(fGN) from above using Definition 3.6 of Γ-controllability:

∀δ > 0, νNgh(fGN) ≤ δN2νNgh
(
Γh(
√
f)
)

+
1

δ
νNg (YGN ), (C.31)

with YGN controllable with size sN . Choosing δ = 1
16
, the proof becomes identical to the controllable

case.

Remark C.3. If one is interested only in estimating the expectation of the time integral of GN

rather than its exponential moment, then the log-Sobolev inequality is not necessary. One can
instead directly rely on Theorem 2.6 that bounds the relative entropy along the dynamics. �

D The Neumann condition on the diagonal
Let h ∈ S(∞) (this set is defined in (2.45)) Assume that ρ̄′ ≤ εB, h ∈ S(εB) so that the solution
gh ∈ g0 + S(∞) of the main equation (2.61) exists and the conclusions of Lemma 3.5 hold. In this
section, we rewrite the term:

1

4

∑
i<N−1

η̄iη̄i+1

(
∂1hi+,i − ∂1hi−,i

)
=

1

4

∑
i<N−1

ωiωi+1σ̄iσ̄i+1

(
∂1hi+,i − ∂1hi−,i

)
, ω· =

η̄·
σ̄·
, (D.1)
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as a function of the two-point correlations field ΠN , defined in (2.7). This is necessary in the proof
of upper-bound large deviations, in order to obtain a closed expression of the Radon-Nikodym
derivative in terms of the field ΠN . It is done through the integration by parts Lemma B.1, replacing
ωiωi+1 by local averages of ω’s. As h ∈ S(∞), the function δh(x) = ∂1h(x+, x) − ∂1h(x−, x),
x ∈ (−1, 1) can be extended into an element of C2([−1, 1]), still denoted by δh, which satisfies
δh(±1) = 0. Let ε ∈ (0, 1) ∈ N∗ and IεN := {0, ..., Nε − 1}, writing εN for bεNc. In the
large N limit, the correlation fields Π we consider act on T , which only contains functions with
a certain regularity. We cannot simply replace ωi+1 by a uniform average of ω· on i + 1 + IεN
and obtain an element of T (the indicator function 1[0,ε) is not regular enough). Consider instead
a smooth function χε ∈ C∞(�̄) with χε = 0 on ∂�, 0 ≤ χε ≤ 2/ε, and such that χε(x, ·)
approximates ε−11(x,x+ε)∩(−1,1) in the following sense: χε(x, ·) is supported on (x, x + ε) ∩ (−1, 1)
for each x ∈ (−1, 1), and: ∫

�

∣∣χε(x, y)− ε−11(x,x+ε)∩(−1,1)(y)
∣∣2 dx dy ≤ ε. (D.2)

Define then, recalling that σ̄(x) = ρ̄(x)(1− ρ̄(x)) for x ∈ [−1, 1]:

∀(x, y) ∈ , N δh
ε (x, y) =

σ̄(x)

σ̄(y)
δh(x)χε(x, y). (D.3)

Note that N δh
ε belongs to T , defined in (2.38), thus Π(N δh

ε ) is now a well defined object for each
Π ∈ T ′s . At the microscopic level, ΠN also acts on functions with less regularity and we have the
following more general result.

Proposition D.1. Let q ∈ C0([−1, 1]). Define, for η ∈ ΩN :

Wq(η) =
1

4

∑
i<N−1

η̄iη̄i+1qi. (D.4)

For each ε ∈ (0, 1) smaller than some ε0(ρ±, h, q) > 0, there are constants C1(ρ±, h, q), C2(ρ±, h, q, ε) >
0 such that, for each N larger than some constant depending on ε and each T > 0:

E
νNgh
h

[
exp

[ ∫ T

0

[
Wq(ηt)− ΠN

t

(
N q
ε

)]
dt
]]
≤ exp

[
C1(ρ±, h, q)ε

1/2T +
C2(ρ±, h, q, ε)T

N1/2

]
. (D.5)

Proof. Let T > 0, ε ∈ (0, 1), and write:

Wq − ΠN(N q
ε ) = Wq −

−→
W εN

q +
−→
W εN

q − ΠN(N q
ε ), (D.6)

where
−→
W εN

q corresponds to Wq in which the unit mass at each i + 1 < N has been replaced by a
mass (εN)−1 at each site in {i+ 1, ..., i+ εN ∧N − 1} (recall that εN = bεNc):

−→
W εN

q := ΠN(Aε), Aε(x, y) :=
σ̄(x)

σ̄(y)
q(x) ε−11(x,x+ε)∩(−1,1)(y), (x, y) ∈ �. (D.7)

Up to applying Cauchy-Schwarz inequality in the exponential moment in (D.5), it is enough to
separately estimate the contribution of each difference in (D.6).
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Consider first the contribution of
−→
W εN

q −ΠN(N q
ε ). Corollary A.4 tells us that ‖Aε−N q

ε ‖−1
2,N

(−→
W εN

q −
ΠN(N q

ε )
)
satisfies, for some γ, C > 0 independent of ε,N, q:

1

T
logE

νNgh
h

[
exp

[
γ

∫ T

0

‖Aε −N q
ε ‖−1

2,N

∣∣−→W εN
q (ηt)− ΠN

t (N q
ε )
∣∣ dt]] ≤ C. (D.8)

Hölder inequality applied to (D.8) then yields:

1

2T
logE

νNgh
h

[
exp

[
2

∫ T

0

∣∣−→W εN
q (ηt)− ΠN

t (N q
ε )
∣∣ dt]] ≤ 1

γ
‖Aε −N q

ε ‖2,N . (D.9)

Let us estimate ‖Aε −N q
ε ‖2,N . Since χε is smooth,

max
(i,j)∈Λ2

N

sup
(r,s)∈[0,1)2

∣∣∣χεi,j − χε(i+ r

N
,
j + s

N

)∣∣∣ ≤ C(ε)

N
. (D.10)

It is also not difficult to check that, for some different C(ε) > 0:

1

N2

∑
(i,j)∈Λ2

N

∫
[0,1]2

ε−2
[
1
{ j
N
∈
( i
N
,
i

N
+ ε
)}
− 1
{ j
N
∈
( i
N
,
i

N
+ ε
)}]2

du dv ≤ 3

ε2N
. (D.11)

From (D.10)–(D.11) and property (D.2) of χε, using also the elementary bound (a+b)2 ≤ 2a2 +2b2

for real a, b; the difference Aε −N q
ε therefore satisfies:

‖Aε −N q
ε ‖2

2,N :=
1

N2

∑
(i,j)∈Λ2

N

(
Aε −N q

ε

)2

i,j
≤ 2‖Aε −N q

ε ‖2
2 +

C(ρ±, q, ε)

N

≤ 2ε+
C(ρ±, q, ε)

N
. (D.12)

This yields a bound on (D.9) of the same form as the right-hand side in Proposition D.1 for any
ε > 0 and any N large enough depending on ε, ρ±, q.

Consider now the contribution of Wq −
−→
W εN

q to (D.5). The idea is the same as in the proof
of Proposition C.2: we express Wq −

−→
W εN

q in terms of the carré du champ operator and explicit
controllable functions with size vanishing when ε is small. We start from the bound (C.27) on
exponential moments:

1

T
logE

νNgh
h

[
exp

[ ∫ T

0

[
Wq(ηt)−

−→
W εN

q (ηt)
)]
dt
]]

(D.13)

≤ sup
f≥0:νNgh

(f)=1

{
νNgh

(
f
[
Wq −

−→
W εN

q

])
− N2

8
νNgh
(
Γh(
√
f)
)

+
C(ρ±, h)

N1/2

}
.

Recall Definition 3.6 of controllability. To obtain the claim (D.8), it is enough to prove:

ε−1/2
[
Wq −

−→
W εN

q

]
is (Γ-)controllable with size 1. (D.14)
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Indeed, if so, Wq−
−→
W εN

q will be (Γ-)controllable with size ε1/2, and of LS type (see Definition 3.11)
for ε small enough depending on q, ρ±, h.

To prove (D.14), we use the integration by parts Lemma B.1. It is formulated with the variables
ωi = η̄i/σ̄i, i ∈ ΛN , for which Wq becomes:

∀η ∈ ΩN , Wq(η) =
1

4

∑
i<N−1

ωiωi+1σ̄iσ̄i+1qi =
1

4

∑
i<N−1

ωiωi+1(σ̄i)
2qi + θN,0(η), (D.15)

where θN,0 is the error term:

∀η ∈ ΩN , θN,0(η) =
1

4N

∑
i<N−1

ωiωi+1Nσ̄i
[
σ̄i+1 − σ̄i

]
qi. (D.16)

It is of the form N−1Xv
1,{0,1} with the notations of Theorem A.3, thus controllable with size N−1

and of vanishing type (recall the terminology of Definitions 3.6–3.11).
Recall from (C.7) the definition of the quantity −→ω εN

i+1:

−→ω εN
i+1 =

1

εN

min{i+εN,N−1}∑
j=i+1

ωj + 1i+εN>N−1

(
1− N − 1− i

εN

)
ωN−1, i < N − 1. (D.17)

For each i < N − 1, one can write as before:

ωi+1−−→ω εN
i+1 =

min{i+N,N−1}−1∑
a=i+1

φεN(a−(i+1))(ωa−ωa+1), φεN(b) =
εN − 1− b

εN
10≤b<εN , b ∈ Z.

(D.18)
Define then uj : ΩN → R for j > −(N − 1) similarly to (C.14):

∀η ∈ ΩN , uj(η) =
∑
i<j

σ̄2
i qiωiφεN(j − (i+ 1)). (D.19)

With this definition, the quantity Wq −
−→
W εN

q reads, for each η ∈ ΩN :

Wq(η)−
−→
W εN

q (η) =
∑

j>−(N−1)

(
ωj − ωj+1

)
uj(η)

+ ωN−1

∑
i<N−1

1i+εN>N−1

(
1− N − 1− i

εN

)
ωi(σ̄i)

2 + θN,0(η). (D.20)

Fix a density f for νNgh . The first term in the second line involves boundary correlations. According
to Lemma B.3, it is Γ-controllable with size N−1 and of vanishing type: for each δ > 0, there is a
function Dδ, controllable with size N−1 and of vanishing type, such that:

νNgh

(
fωN−1

∑
i<N−1

1i+εN>N−1

(
1− N − 1− i

εN

)
(σ̄i)

2qiωi

)
≤ δN2νNgh

(
Γh(
√
f)
)

+ νNgh
(
fDδ

)
. (D.21)
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It therefore remains to estimate the other term in the right-hand side of (D.20). By the integration
by parts Lemma B.2 applied to −uj for each j < N − 1, there is a constant C > 0 such that, for
any δ > 0:

νNgh

(
f
∑

j<N−1

(
ωi − ωi+1

)
uj

)
≤ δN2νNgh

(
Γh(
√
f)
)

+
C

δN2

∑
j<N−1

∫
f |uj|2dνNgh (:=

1

δ
νNgh(fN1))

+
∑

j<N−1

(ρ̄j+1 − ρ̄j)
∫
ωjωj+1e

−(ηj+1−ηj)C
gh
j /Nfujdν

N
gh

(:= νNgh(fN2))

−
∑

j<N−1

∫ (
ωj+1 − ωj

)(
1− e−(ηj+1−ηj)C

gh
j /N

)
fujdν

N
gh

(:= νNgh(fN3)). (D.22)

The functions Ni (1 ≤ i ≤ 3) are then estimated as in (C.23)–(C.22)–(C.20) respectively, but not
all of them are error terms and one has to be careful to get a bound that vanishes with ε. Let us
check that each of them indeed satisfies (D.14). For N1, (D.19) and the bound ‖uj‖∞ ≤ ‖q‖∞εN
imply that it is of the form N−1Xv2

2,{0} with v2 given by:

v2(a, b) =
C

δN

∑
j<N−1

1j>max{a,b}qaqbσ̄
2
aσ̄

2
bφεN(j − (a+ 1))φεN(j − (b+ 1)) ≤ C‖q‖2

∞ε

δ
. (D.23)

It follows that ε−1N1 satisfies (D.14), thus ε−1/2N1 as well.

Consider now N2. From (C.22), we get:

νNgh
(
fN2

)
≤ ρ̄′

N

∑
j<N−1

ωjωj+1uj +
ρ̄′e2‖gh‖∞

N

∑
j<N−1

1

σ̄jσ̄j+1

νNgh
(
f |Cgh

j uj|
)
. (D.24)

Here we do not even need the Γ-controllability of the first term with size N−1/2 established in
Proposition C.2. Instead, recall that Cgh

· = Bgh
· + Dgh

· with supDgh
· = O(N−1) and Bgh

· given
in (B.1). It is then enough to notice that the right-hand side of (D.24) is an average under fνNgh
of N−1Xw2

2,{0,1} + |N−1X
w′2
2,{0}|+ Y2, where:

w2(i, j) = 1i<j
ρ̄′σ̄i
σ̄j

qiφεN(j − (i+ 1)),

w′2(a, b) =
ρ̄′e2‖gh‖∞

2N

∑
j>b

j /∈{a−1,a}

σ̄bqb φεN(j − (b+ 1))(∂N1 gh)j,a,

Y2 =
ρ̄′e2‖gh‖∞

N

∑
j<N−1

|ujDgh
j | ≤ C(ρ±, q, gh)ε. (D.25)

Due to the fact that φεN is non-zero only for εN different integers, both w2 and w′2 have ‖ · ‖2,N -
norm bounded by Cε1/2 for some C = C(ρ±, q, gh) > 0. It follows from Corollary A.4 that ε−1/2N2

is controllable with size 1 and of large type, i.e. satisfies (D.14).

Consider finally N3, defined in (D.22). The bound (C.20) shows that νNgh(fN3) is bounded by
a constant times the second term in (D.24). It follows that ε−1/2N3 also satisfies (D.14), which
concludes the proof.
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E Sobolev spaces
Definition E.1. Let U ⊂ R2 be a bounded open set with Lipschitz boundary. For n ∈ N and p ≥ 1,
let Wn,p(U) be the following space. If n = 0, it is simply Lp(U). If n ≥ 1, Wn,p(U) is the set of
functions f ∈ Lp(U) such that, for any (n1, n2) ∈ N2 with n1 + n2 ≤ n, there is fn1,n2 ∈ Lp(U)
satisfying:

∀u ∈ C∞c (U),

∫
U

f(x, y)∂n1
1 ∂n2

2 u(x, y) dx dy = (−1)n1+n2

∫
U

fn1,n2(x, y)u(x, y) dx dy. (E.1)

Wn,p(U) is a separable Banach space for the norm:

∀f ∈Wn,p(U), ‖f‖Wn,p(U) =
[ ∑

(n1,n2)∈N2

n1+n2≤n

‖fn1,n2‖2
Lp(U)

]1/2

. (E.2)

Moreover, the set C∞(Ū) of restrictions of elements of C∞(R2) to Ū is dense in Wn,p(U) for
‖ · ‖Wn,p(U). In the special case p = 2, define Hn(U) := Wn,p(U). This is a Hilbert space.

Along the text, we make use of the following Sobolev embedding results (see Theorem 4.12
in [AF03] and Theorem 1.4.4.1 in [Gri11]).

Proposition E.2. Let U ⊂ R2 be a bounded set with Lipschitz boundary. The following embeddings
hold.

• Let p > 2 and n ∈ N∗, then Wn,p(U) ⊂ Cn(Ū).

• Let p ≥ 2 and n ∈ N∗, then Wn,p(U) ⊂W`,q(U) for any ` ≤ n− 1 and any q ≥ 1.

In our case, U = = C ∪B, where we recall that � = (−1, 1)2, = � \D and B = {(x, y) ∈
: x < y} = \{C}. We are interested in the subset T ′s , defined in (2.39), of the topological dual
T ′ of T .

Definition E.3. If (X, ‖ · ‖X) is a Banach space, let X ′ be its topological dual, equipped with the
norm:

∀L ∈ X ′, NX(L) = sup
φ∈X\{0}

|L(φ)|
‖φ‖X

. (E.3)

If φ : → R, let φs(x, y) = [φ(x, y) + φ(y, x)]/2 denote its symmetric part, and let T ′s ⊂ T be the
subset of elements Π satisfying Π(φ) = Π(φs) for any φ ∈ T . Then:

∀Π ∈ T ′s , NT (Π) := sup
φ∈T \{0}

|Π(φ)|
‖φ‖H2( )

= sup
φ∈T \{0}

|Π(φs)|
‖φs‖H2( )

= sup
φ∈T \{0}

|Π(φ|B)|
‖φ|B‖H2(B)

, (E.4)

where φ|B is the restriction of f to B. T ′s is closed for the norm (E.4).
The weak∗ topology on T ′ is the topology of simple convergence: a sequence (Πn) ∈ (T ′)N weak∗
converges to Π ∈ T ′ if and only if:

∀φ ∈ T , lim
n→∞

Πn(φ) = Π(φ) ⇔ ∀φ ∈ TB, lim
n→∞

Πn(φ|B) = Π(φ|B). (E.5)

The set T ′s is also closed for the weak∗ topology. We write
(
T ′s , ∗

)
when explicitly referring to this

topology.
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E.1 Compact sets

In this section, we give a sufficient condition for compactness in
(
T ′s , ∗

)
. Recall that T = H2( ).

Banach-Alaoglu’s theorem characterises compactness in (T ′s , ∗):

Proposition E.4 (Banach-Alaoglu). Let K ⊂ (T ′s , ∗) be such that supKNT < ∞. Then K is
relatively weak∗ compact.

The norm NT is defined through a supremum, which is difficult to work with. Instead, we
formulate a sufficient condition for compactness which involves a sum. Such a characterisation is
known to hold when the underlying space is periodic, e.g. on the torus T2

−2,2 = [−2, 2)2: a linear
form π ∈ (H2(T2

−2,2))′ is bounded if and only if

‖π‖T,−2 :=
∑
m∈N2

(1 + |m|2)−2
∣∣π(φm)

∣∣2 <∞, (E.6)

with |m|2 = m2
1 + m2

2 for m = (m1,m2) ∈ N2, and where (φm)m∈N2 is an orthonormal basis of
L2(T2

−2,2) made of real eigenvalues of the Laplacian: for (x, y) ∈ T2
−2,2,

φm(x, y) = ϕm1(x)ϕm2(y), ϕm1(x) =


1/2 if m1 = 0,

2−1/2 cos
(
m′πx

2

)
if m1 = 2m′ − 1 ∈ N∗,

2−1/2 sin
(
m′πx

2

)
if m1 = 2m′ ∈ N∗.

(E.7)

The equivalence between (E.6) and NT in the periodic setting comes from the fact that a function
has the same regularity as its Fourier transform. In our case, however, this property does not hold
because of the boundaries in , and NT is not equivalent to the norm ‖π‖T,−2.
We look for a sufficient condition for compactness that can nonetheless be stated in terms of the
norm ‖ · ‖T,−2 defined in (E.6). To do so, note first that, by (E.4), it is sufficient to work on the
triangle B = {(x, y) ∈ : x < y}. The idea is then to extend elements Π ∈ T ′s to linear forms
acting on the larger space H2(T2

−2,2) of test functions, then check that the norms of Π and its
extension are comparable. Define then:

Πext(u) = Π
(
u|B
)
, u ∈ H2(T2

−2,2). (E.8)

Clearly, Πext is a linear form on H2(T2
−2,2), although it may not be bounded any more. The

sufficient condition for compactness can now be stated.

Proposition E.5. Let A > 0, and let KA :=
{

Π ∈ T ′ : ‖Πext‖T,−2 ≤ A}. Then KA is weak∗
relatively compact in T ′s .

Proof. The goal is to bound the original norm NT by the norm ‖ · ‖T,−2 from (E.6), then use the
Banach-Alaoglu theorem (Proposition E.4) to conclude. In view of (E.4), it is sufficient to work
with test functions defined on the triangle. Consider:

TB =
{
φ|B : φ ∈ T

}
. (E.9)

We first explain how to embed TB into H2(T2
−2,2) and bound NT by the strong dual norm ‖ ·

‖H−2(T2
−2,2) (recall (E.3)). Since this norm is equivalent to the norm (E.6), this will be enough to
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conclude.

By Theorem 1.4.3.1 in [Gri11], there is a continuous linear extension P from TB to H2(R2), i.e.
there is C(B) > 0 such that:

∀u ∈ TB, Pu ∈ H2(R2), (Pu)|B = u, ‖Pu‖H2(R2) ≤ C(B)‖u‖H2(B). (E.10)

Let χ ∈ C∞(R2) be equal to 1 on B, and be compactly supported in (−2, 2)2. By Theorem 1.4.4.2
in [Gri11], Hn(R2) is a Banach algebra as soon as n ≥ 2. It follows that there is C(χ,B) > 0 such
that:

∀u ∈ TB, ‖χPu‖H2(R2) ≤ C(B)‖χ‖H2(R2)‖Pu‖H2(R2) = C(χ,B)‖u‖H2(B)

≤ C(χ,B)‖χPu‖H2(R2), (E.11)

where the last inequality comes from the inclusion B ⊂ (−2, 2)2 and the fact that (χPu)|B = u.
The mapping χP is an embedding from TB to T ext

B := H2
0((−2, 2)2), the closure of C∞, compactly

supported functions on (−2, 2)2 for the norm of H2((−2, 2)2). An element u of T ext
B can be turned

into a periodic function in H2(T2
−2,2) with the same norm, by setting u(·+ (a, b)[−2, 2]2) = u(·) for

each (a, b) ∈ Z2.
Let us now compare the elements of T ′s and their extensions to H2(T2

−2,2). Take Π ∈ T ′s , and
extend it to a linear form Πext on H2(T2

−2,2) (possibly unbounded) through (E.8). Then:

NT (Π) := sup
u∈TB\{0}

|Π(u)|
‖u‖H2(B)

= sup
u∈TB\{0}

|Πext(χPu)|
‖u‖H2(B)

≤ C(χ,B) sup
v∈T ext

B \{0}

|Πext(v)|
‖v‖H2(R2)

≤ C(χ,B) sup
w∈H2(T2

−2,2)\{0}

|Πext(w)|
‖w‖H2(T2

−2,2)

=: C(χ,B)‖Πext‖H−2(T2
−2,2). (E.12)

The fact that ‖ · ‖H−2(T2
−2,2) ≤ c‖ · ‖T,−2 for some c > 0 concludes the proof.

F Poisson equations
In this section, we give conditions for the existence and uniqueness of solutions of the various
Poisson equations – among which the Euler-Lagrange equation (2.52) and the main equation (2.61)
– encountered along the text. To do so, we prove that finding a kernel k that solves the (linear)
Euler-Lagrange equation or a solution g of the (non-linear) main equation is the same, and rewrite
all linear equations in a common framework.

F.1 Euler-Lagrange equation

Throughout Appendix F, a function u ∈ L2( ) is identified with the kernel operator uφ(·) =∫
u(·, y)φ(y) dy for φ ∈ L2((−1, 1)). View also σ̄ as a multiplication operator: if φ ∈ L2((−1, 1)),

(σ̄u)(x, y) = σ̄(x)u(x, y), (uσ̄)(x, y) = u(x, y)σ̄(y), (uσ̄φ)(x) =

∫
(−1,1)

u(x, y)σ̄(y)φ(y) dy.

(F.1)
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For a symmetric function f ∈ T , write δf for the operator:

δf (x) = (∂2−∂1)f(x, x+) = ∂2f(x, x+)−∂2f(x, x−) = −(∂2−∂1)f(x+, x), x ∈ (−1, 1). (F.2)

The next proposition is classical, and proves Proposition 2.2.

Proposition F.1. Let Π ∈ T ′s be associated with a kernel k via Π = 1
4

〈
k, ·
〉
, and write Ck := σ̄+k.

Assume I∞(Π) < ∞. There is then a generalised bias h ∈ L2( ), with h a symmetric function
admitting a weak derivative that satisfies:∫

(−1,1)

σ̄(z)
〈
∂1h(z, ·), Ck∂1h(z, ·)

〉
dz <∞, (F.3)

such that I∞(k) = Jh(k). Moreover, k and h are related through the following Euler-Lagrange
equation: for any test function φ ∈ H1( ) with φ|∂� = 0,

1

2

∫
∇(k − k0) · ∇φ−

∫
(−1,1)

σ̄(z)
〈
∂1h(z, ·), Ck∂1φ(z, ·)

〉
dz = 0. (F.4)

This is a weak formulation of:

∆k(x, y)−
[
σ̄(x)δh(x) + σ̄(y)δh(y)

]
k(x, y)

−
∫

(−1,1)

[
∂x
(
σ̄(x)∂1h(x, z)

)
k(z, y) + k(x, z)∂y

(
∂2h(z, y)σ̄(y)

)]
dz

= ∂x
(
σ̄(x)σ̄(y) ∂1h(x, y)

)
+ ∂y

(
σ̄(x)σ̄(y) ∂2h(x, y)

)
for (x, y) ∈ ,

h|∂� = k|∂� = 0,

σ̄(x)2(∂2 − ∂1)h(x+, x)− (∂2 − ∂1)k(x+, x) = (ρ̄′)2 for x ∈ (−1, 1).

(F.5)

Proof. Write for short I∞(k) for I∞(Π), and idem for Jf (k), f ∈ S(ε). The existence (and
uniqueness) of the generalised bias h such that Jh(k) = I∞(k) is classical, see Lemma 5.3 in
Chapter 10 of [KL99]. Let us show that k satisfies the Euler-Lagrange equation with bias h. Since
h is such that Jh(k) = inf h̃∈S(∞) Jh̃(k), one has ε−1(Jh±εφ − Jh) ≤ 0 for any φ ∈ H1( ) with
φ|∂� = 0 and small enough ε > 0. Thus:

1

8

∫
∇k · ∇φ+

1

4

∫
(−1,1)

(ρ̄′)2φ(x, x) dx

− 1

4

∫
(−1,1)

σ̄(z)
〈
∂1h(z, ·), (σ̄ + k)(∂1φ(z, ·))

〉
dz = 0. (F.6)

Applying this equation in the h = 0 case corresponding to the steady-state kernel k0 (or just
recalling the expression (2.11)), one gets:

1

8

∫
∇k0 · ∇φ = −1

4

∫
(−1,1)

(ρ̄′)2φ(x, x) dx. (F.7)
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This yields (F.5). Equation (2.52) follows by careful integration by parts. For instance, the term
σ̄(x)δh(x)k(x, y) comes from the contribution of k in the integral involving Ck = σ̄ + k:∫

(−1,1)2
σ̄(z)∂1h(z, x)(k∂1φ)(z, x) dx dz =

∫
(−1,1)2

σ̄(z)∂1h(z, x)∂1(kφ)(z, x) dx dz

=

∫
(−1,1)

σ̄(x)
[
∂1h(x−, x)− ∂1h(x+, x)

]
(kφ)(x, x) dx

−
∫

(−1,1)2
∂1

(
σ̄(z)∂1h(z, x)

)
(kφ)(z, x) dx dz. (F.8)

Note that kφ(x, x) is simply
∫

(−1,1)2
k(x, y)φ(x, y) dx dy. Using the symmetry of h and the fact

that ∂1h(x−, x) = ∂1h(x, x+) (it is the same point in the same triangle), one has:

∂1h(x−, x)− ∂1h(x+, x) = (∂2 − ∂1)h(x+, x) = −δh(x), x ∈ (−1, 1). (F.9)

F.2 Equivalence of the Euler-Lagrange equation and the main equation

Proposition F.2. Let h ∈ S(∞), where this set is defined in (2.45). Recall that � := (−1, 1)2,
= � \D and B = {(x, y) ∈ : x < y}, C = \B.
• Let k ∈ C3(B̄)∩C3(C̄) be symmetric and suppose k solves the Euler-Lagrange equation (F.5).
Assume that k satisfies: ∫

σ̄−1(x)k(x, y)2σ̄−1(y) dx dy < 1. (F.10)

Then the correlation operator Ck = σ̄ + k is invertible in L2( ). Define g ∈ L2( ) through
Ck = σ̄ + k = (σ̄−1 − g)−1. Then g ∈ C3(B̄) ∩ C3(C̄) is symmetric and solves the main
equation (2.61).

• Conversely, let g ∈ C3(B̄) ∩ C3(C̄) be symmetric and solve the main equation (2.61), and
assume: ∫

σ̄(x)g(x, y)2σ̄(y) dx dy < 1. (F.11)

Then σ̄−1 − g is invertible, and k ∈ C3(B̄) ∩ C3(C̄) defined through σ̄ + k = (σ̄−1 − g)−1 is
symmetric and solves the Euler-Lagrange equation (F.5).

Remark F.3. Conditions (F.10)–(F.11) hold if ρ̄′ ≤ ε, h ∈ S(ε) for small enough ε. �

Proof. We only show that k ∈ C3(B̄) ∩ C3(C̄) symmetric solving the Euler-Lagrange equation
implies that g solves the main equation, is symmetric and is in C3(B̄)∩C3(C̄), the other implication
being similar.

By assumption (F.10), g admits a series expansion:

g = −σ̄−1/2
(
1 + σ̄−1/2kσ̄−1/2

)−1
σ̄−1/2 + σ̄−1 = −σ̄−1/2 ◦

∑
n≥1

(−1)n
(
σ̄−1/2kσ̄−1/2

)◦n ◦ σ̄−1/2

= −σ̄−1 ◦
∑
n≥1

(k ◦ σ̄−1)◦n, (F.12)
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where ◦ denotes composition and ◦n n-times composition, n ≥ 1. In particular, g is symmetric,
satisfies (F.11), and it inherits the regularity of k: g ∈ C3(B̄) ∩ C3(C̄). Moreover, (F.12) already
shows that g|∂� = 0 if k|∂� = 0.

To check the Neumann condition on the diagonal and the fact that g satisfies the main equa-
tion (2.61), let us write derivatives of k in terms of g. We henceforth drop the symbol ◦. Using
the inverse operator C−1

k = (σ̄−1 − g), it holds that:

(σ̄ + k)(σ̄−1 − g) = id ⇒ kσ̄−1 = Ckg ⇒ k = Ckgσ̄. (F.13)

In the same way k = σ̄gCk. Differentiating k with respect to the second variable (or alternatively
integrating against the derivative φ′ of a test function φ on (−1, 1) and integrating by parts) yields:

∂2k = ∂2(Ckgσ̄) = Ck∂2(gσ̄). (F.14)

Note that since k is symmetric, ∂2k(x, y) = ∂1k(y, x) for (x, y) ∈ means that ∂1k is the operator
adjoint to ∂2k in L2((−1, 1)), thus one has also:

∂1k = ∂1(σ̄g)Ck. (F.15)

In particular, this gives the Neumann condition for g on the diagonal:

(∂1 − ∂2)k(x+, x) = σ̄(x)2(∂1 − ∂2)g(x+, x), x ∈ (−1, 1). (F.16)

Let us now prove that g satisfies the main equation (2.61). Recall the convention: if φ : → R
and q : (−1, 1)→ R, then φq is the function (x, y) 7→ φ(x, y)q(y), while (qφ)(x, y) := q(x)φ(y).
The Euler-Lagrange equation (F.5) then reads:

∆k −
[
∂1

(
σ̄∂1h

)
Ck + Ck∂2

(
∂2hσ̄

)]
−
[
σ̄δhk + kσ̄δh

]
= 0, (F.17)

where the above is an equality between functions on . In (F.17), the right-hand side in (F.5) has
been included in the term in the bracket by using the operator Ck = σ̄+k. The partial derivatives
∂2k, ∂1k were obtained in (F.14)–(F.15). As k is not C2 across the diagonal, taking the second
derivative is more subtle, and we do so against a test function φ ∈ C∞(�) vanishing on ∂�:

−∂2k∂2φ = ∂2
2kφ+ δkφ = −Ck ∂2(gσ̄)∂2φ = Ck∂

2
2(gσ̄) + Ckσ̄δgφ. (F.18)

Above, recall that, for a symmetric function ψ : → R, δψ is the function operator:

δψ(x) = (∂2 − ∂1)ψ(x, x+) = (∂1 − ∂2)ψ(x+, x)

= ∂1ψ(x+, x)− ∂1ψ(x−, x) = ∂2ψ(x, x+)− ∂2ψ(x, x−), x ∈ (−1, 1). (F.19)

Since δk = σ̄2δg, we get:
∂2

2k = Ck∂
2
2(gσ̄) + kσ̄δg. (F.20)

By symmetry, one has also

∂1k = ∂1(σg) Ck ⇒ ∂2
1k = ∂2

1(σg) Ck + δgσ̄k. (F.21)
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Thus:

∆k = (σ̄ ∂2
1g + 2σ̄′ ∂1g + σ̄′′ g)Ck + Ck(∂

2
2g σ̄ + 2∂2g σ̄

′ + gσ̄′′) + δgσ̄k + kσ̄δg. (F.22)

Compose (F.17) by C−1
k on each side. Using C−1

k = σ̄−1− g, this yields for ∆k, still as an identity
between functions on :

C−1
k ∆k C−1

k = σ̄−1∂2
1(σ̄ g)− g∂2

1(σg) + ∂2
2(g σ̄)σ̄−1 − ∂2

2(gσ̄)g + C−1
k (δgσ̄k + kσ̄δg)C

−1
k . (F.23)

From kC−1
k = σ̄g and the following identities obtained by integration by parts

−g∂2
1(σg) = ∂2gσ̄ ∂1g + gσ̄δg + ∂2gσ̄

′g, (F.24)

we obtain:

C−1
k ∆kC−1

k = ∆g + 2
σ̄′

σ̄
∂1g + 2∂2g

σ̄′

σ̄
+ 2∂2gσ̄ ∂1g + gσ̄ δg + σ̄ δg g + g

σ̄′′

σ̄
+
σ̄′′

σ̄
g

+ ∂2gσ̄
′g + gσ̄′∂1g + δgσ̄g + gδgσ̄ − 2gδgσ̄

2g. (F.25)

We next show that:

C−1
k

[
∂1

(
σ̄∂1h

)
Ck + Ck∂2

(
∂2hσ̄

)]
C−1
k = ∆h+

σ̄′

σ̄
∂1h+ ∂2h

σ̄′

σ̄
+ ∂2gσ̄∂1h+ ∂2hσ̄∂1g + gσ̄δh + δhσ̄g. (F.26)

This follows by noticing that

C−1
k ∂1

(
σ̄∂1h

)
= σ̄−1

(
σ̄′∂1h+ σ̄∂2

1h
)
− g ∂1

(
σ̄∂1h

)
=
σ̄′

σ̄
∂1h+ ∂2

1h+ ∂1gσ̄∂1h+ gσ̄δh, (F.27)

where in the last step, we used an integration by parts as in (F.24). Part of the boundary terms
cancels thanks to the final identity:

C−1
k [σ̄δhk + kσ̄δh]C

−1
k = (σ̄−1 − g) σ̄δh + σ̄δh(σ̄

−1 − g)− 2(σ̄−1 − g)σ̄δhσ̄(σ̄−1 − g)

= 2δh − gσ̄δh − σ̄δhg − 2(1− gσ̄)δh(1− σ̄g) = gσ̄δh + σ̄δhg − 2gσ̄2δhg. (F.28)

Plugging the relations (F.25), (F.26), (F.28) in the Euler-Lagrange equation (F.17), we get:

0 = ∆(g − h) +
σ̄′

σ̄
∂1(2g − h) + ∂2(2g − h)

σ̄′

σ̄
+ ∂2(g − h)σ̄ ∂1g + ∂2gσ̄∂1(g − h)

+ 2gσ̄2δh−gg + gσ̄

(
σ̄′′

σ̄2
+ 2δg − 2δh

)
+ σ̄

(
σ̄′′

σ̄2
+ 2 δg − 2δh

)
g + ∂2gσ̄

′g + gσ̄′∂1g. (F.29)

In addition, the boundary conditions of (F.5) imply that δg−h = − σ′′

2σ2 (recall σ̄′′ = −2(ρ̄′)2).
Finally, an integration by parts gives:

∂2gσ̄
′g = −gσ̄′′g − gσ̄′∂1g. (F.30)

The second line in (F.29) thus vanishes, and the first line is precisely the main equation (2.61).

In the next sections, we focus on establishing existence, uniqueness and regularity for solutions
of the Euler-Lagrange equation (F.5). In view of Proposition F.1, this will prove Proposition 2.5.
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F.3 Existence and uniqueness

We now focus on solving the Euler-Lagrange equation (F.5) and the Poisson equation (5.6). To
do so, we rewrite them in a common framework. Both equations are formulated as equations on

involving symmetric functions. To solve them, it is therefore enough to look at the equation in
a single triangle, say B. To do so, let us introduce some notations.

Recall that the functionM acts on φ, ψ ∈ L2( ) according to:

M(φ, ψ)(x, y) =

∫ 1

−1

φ(x, z)σ̄(z)ψ(y, z) dz, (x, y) ∈ . (F.31)

Define by extensionM on the triangle as follows: if (φ, ψ) ∈ L2(B)2,

M(φ, ψ) :=M(φs, ψs), φs(x, y) =

{
φ(x, y) if x < y,

φ(y, x) if x > y.
(F.32)

For φ ∈ L2(B) and q : (−1, 1)→ R, we often write:

(qf)(x, y) := q(x)f(x, y), (fq)(x, y) := f(x, y)q(y), (x, y) ∈ B. (F.33)

Given symmetric φ, ψ, ξ : → R and d : (−1, 1) → R, we say that f : → R solves the Poisson
problem (P ) = (Pφ,ψ,ξ,d) if f is symmetric, and f|B is a classical solution of (PB), where:

(PB) :


∆f(x, y) + [d(x) + d(y)]f(x, y)−M(f, ξ) for (x, y) ∈ B,

−M(ξ, f)−M(∂1f, ∂1ψ)−M(∂1ψ, ∂1f) = φ(x, y)

∂νBf = 0 on D,
f = 0 on (∂B) \D.

(F.34)

where ∂νB stands for the normal derivative on the diagonal.

Remark F.4. (i) If ψ = h ∈ S(∞) (recall (2.44)), d = 0, ξ = 0 and φ ∈ T ∩ C2(B̄) has norm
2, then (P ) corresponds to the Poisson problem encountered in the proof of large deviations,
in (5.6).

(ii) Let h ∈ S(∞), ψ = 0, d = σ̄δh with δh given in (F.19). Take ξ as follows:

ξ(x, y) = ∂1

(
σ̄∂1h

)
(x, y) = ∂x

(
σ̄(x)∂1h(x, y)

)
, (x, y) ∈ . (F.35)

Define then φ(x, y) for (x, y) ∈ as:

φ(x, y) = −∂1

(
σ̄h
)
(x, y)− ∂2

(
hσ̄′
)
(x, y) +M(k0 + σ̄hσ̄, ξ)(x, y)

+M(k0 + σ̄hσ̄, ξ)(x, y)−
[
k0(x, y) + (σ̄hσ̄)(x, y)

][
σ̄(x)δh(x) + σ̄(y)δh(y)

]
. (F.36)

Then (P ) is the Euler-Lagrange equation (F.5) written with unknown f = k−k0− σ̄hσ̄. Note
that f is chosen so that the boundary conditions in (F.34) imply the Neumann condition
∂νBf = 0.

�

94



In the remainder of the section, we study existence, uniqueness and regularity of solutions of
(P ). For ? ∈ {B,C}, we write

〈
·, ·
〉
?
for the usual scalar product on L2(?), and simply

〈
·, ·
〉
for

the scalar product on L2(�) = L2( ). The norm on L2( ) is denoted by ‖ · ‖2. Let also tr denote
the trace operator on the boundary of . When interested only in a portion Γ of the boundary,
we may write trΓ.
We will use the fact that the Laplacian with 0 Dirichlet boundary condition on (∂B) \ D and 0
Neumann boundary condition on the diagonal D has a gap α > π2/4 > 0, see e.g. Equation 5
in Section 3.3. of [Siu16]. This means that, for any symmetric f ∈ T satisfying the boundary
conditions of (PB), one has:

‖f|B‖2
B ≤ α−1‖∇f|B‖2

B ⇒ ‖f‖2
2 ≤ α−1‖∇f‖2

2. (F.37)

We first obtain existence and uniqueness of solutions of (P ) in the set T(P ) ⊂ T = H2( ) of
functions satisfying the boundary conditions of (P ) by a fixed point argument. The set T(P ) and
its counterpart T(PB) for functions on B are defined as follows:

T(P ) = H2( ) ∩
{
f : trD(∂νBf) = 0, tr∂�(f) = 0

}
,

T(PB) = H2(B) ∩
{
f : tr(f) = 0 on ∂(B) \ D̄, trD(∂νBf) = 0

}
=
{
f|B : f ∈ T(P )

}
. (F.38)

Proposition F.5 (Solving (P )). Let φ, ξ ∈ L2( ), ψ ∈ T be symmetric functions. Let also
d : (−1, 1) → ∞ be bounded. For f ∈ T(P ), define Sf as the symmetric function such that, for
(x, y) ∈ B,

Sf(x, y) = (−∆B)−1

[
− φ+ df + fd−M(f, ξ)−M(ξ, f)

−M(∂1f, ∂1ψ)−M(∂1ψ, ∂1f)

]
(x, y). (F.39)

Above, ∆−1
B is the inverse of the Laplacian on B with 0 Dirichlet condition on (∂B) \ D, and 0

Neumann conditions on the diagonal D.
Then Sf ∈ T(P ). Moreover, if d = 0, ξ = 0 and ‖∇ψ‖2 ≤ 1, ‖φ‖2 ≤ 2, then S has a unique fixed
point fφ,ψ ∈ T(P ) with ‖fφ,ψ‖H1( ) ≤ C and ‖fφ,ψ‖∞ ≤ C ′, for constants C,C ′ > 0 independent of
φ, ψ.
If instead ψ = 0, there is a fixed point fd,φ,ξ ∈ T(P ) provided ‖ξ‖2, ‖d‖∞ are small enough, with
‖fd,φ,ξ‖H1( ) ≤ δ(‖d‖∞, ‖ξ‖2, ‖φ‖2) and δ vanishes when (‖d‖∞, ‖ξ‖2, ‖φ‖2) vanishes.

Proof. We prove that S is a contraction on T(P ) for the norm ‖∇ · ‖2. Let us start by showing that
S is well defined. The inverse operator ∆−1

B exists by Lemma 4.4.3.1 in [Gri11] and, by Theorem
4.4.3.7 in [Gri11], maps L2(B) onto T(PB). It follows that S(T(P )) ⊂ T(P ).
We now prove that S is a contraction. For f ∈ T(P ), one has:

‖∇Sf‖2
2 =

〈
(∇Sf)|B, (∇Sf)|B

〉
B

+
〈
(∇Sf)|C, (∇Sf)|C

〉
C

= −
〈
(Sf)|B, (∆Sf)|B

〉
B
−
〈
(Sf)|C, (∆Sf)|C

〉
C

= −
〈
Sf,∆Sf

〉
. (F.40)

The integration by parts is legitimate by Theorem 1.5.3.1 in [Gri11]. Let us compute the right-hand
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side. One has, using σ̄ ≤ 1/4:

∀(x, y) ∈ , M(f, ξ)(x, y) =

∫
(−1,1)

f(z, x)σ̄(z)ξ(z, y) dz

≤ 1

4

(∫
(−1,1)

f(z, x)2 dz
)1/2(∫

(−1,1)

ψ(z, y)2 dz
)1/2

, (F.41)

and the same holds forM(∂1f, ∂1ψ) As a result, by Cauchy-Schwarz inequality and using ‖∂1f‖2 =
2−1/2‖∇f‖2 as implied by the symmetry of f :∣∣∣〈Sf,M(f, ξ)

〉∣∣∣ ≤ 1

4
‖Sf‖2‖f‖2‖ξ‖2,∣∣∣〈Sf,M(∂1f, ∂1ψ)

〉∣∣∣ ≤ 1

8
‖Sf‖2‖∇f‖2‖∇ψ‖2. (F.42)

Recalling the expression of Sf from (F.39), (F.40) is therefore bounded as follows:

‖∇Sf‖2
2 ≤ ‖Sf‖2

(
‖φ‖2 + 2‖d‖∞‖f‖2 +

‖f‖2‖ξ‖2

4
+
‖∇f‖2‖∇ψ‖2

8

)
. (F.43)

Since f, Sf ∈ T(P ), the Poincaré inequality F.37 can be applied and yields:

‖∇Sf‖2 ≤ α−1/2
(
‖φ‖2 + 2α−1/2‖d‖∞‖∇f‖2 +

α−1/2‖∇f‖2‖ξ‖2

4
+
‖∇f‖2‖∇ψ‖2

8

)
. (F.44)

By similar computations, if f1, f2 ∈ T(P ), one obtains:

‖∇(Sf1 − Sf2)‖2 ≤ α−1/2
(

2α−1/2‖d‖∞ +
α−1/2‖ξ‖2

4
+
‖∇ψ‖2

8

)
‖∇(f1 − f2)‖2. (F.45)

In particular, S is a contraction as soon as:

α−1/2
(

2α−1/2‖d‖∞ +
α−1/2‖ξ‖2

4
+
‖∇ψ‖2

8

)
< 1. (F.46)

Recall that α > π2/4. If d = 0, ξ = 0, ‖∇ψ‖2 ≤ 1 and ‖φ‖2 ≤ 2 (which includes case (i) of
Remark F.4), then:

‖∇S(f1 − f2)‖2 ≤
1

4π
‖∇(f1 − f2)‖2, ‖∇Sf‖2 ≤

1

4π
‖∇f‖2 +

4

π
. (F.47)

There is thus a unique fixed point fφ,ψ ∈ T(P ), and since ‖φ‖2 ≤ 2, it belongs to the ball
B(0, c) = {u ∈ H1( ) : tr(u) = 0 on ∂�, ‖∇u‖2 ≤ c} with c = 8/(2π − 1) ≤ 2. Poincaré in-
equality (F.37) yields ‖fφ,ψ‖H1( ) ≤ (4 + 16/π2)1/2 ≤ 2, and Theorem 4.3.1.4 in [Gri11] yields
‖fφ,ψ‖H2( ) ≤ C for some universal C > 0. The Sobolev embedding H2( ) ⊂ C0(B̄) ∩ C0(C̄) then
implies ‖fφ,ψ‖∞ ≤ C ′ for a universal C ′ > 0 as claimed.

Consider now the case ψ = 0 which includes item (ii) of Remark F.4. Then:

‖∇S(f1 − f2)‖2 ≤
4

π2

(
2‖d‖∞ +

‖ξ‖2

4

)
‖∇(f1 − f2)‖2,

‖∇Sf‖2 ≤
4

π2

(
2‖d‖∞ +

‖ξ‖2

4

)
‖∇f‖2 +

2‖φ‖2

π
. (F.48)

If ‖d‖∞, ‖ξ‖2 are small enough, S is a contraction and the norm of its fixed point vanishes when
‖d‖∞, ‖ξ‖2 and ‖φ‖2 vanish. This concludes the proof.
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F.4 Regularity estimates

In Proposition F.5, the solution of (P ) has been shown to be in H2( ). In this section, we use
results of [Gri11] to argue that the solution of (P ) is more regular if the data φ, ψ are regular.
This concludes the proof of Proposition 2.5. The study of regularity is made very complicated by
the presence of corners.

Proposition F.6 (Theorem 5.1.3.1. in [Gri11]). Let b ∈ N, p > 2 and let ζ ∈ Wb,p(B). Let
S1, S2, S3 denote the corners of B numbered in a counter-clockwise fashion, with S1 the upper left
corner. Consider on B the equation ∆f = ζ, with the boundary conditions of (PB). If b = 0, then
f ∈W2,p(B). If b ≤ 3, f ∈Wb+2,p(B) provided ζ vanishes at the corners, i.e. provided:

∀j ∈ {1, 2, 3}, ζ
(
Sj
)

= 0. (F.49)

Remark F.7. Though the statement of Proposition F.6 makes no mention of them, we recall
notations from [Gri11] so that the reader may check that Theorem 5.1.3.1 applies to our case.
Label by j ∈ {1, ..., 3} the line segments composing ∂B in a counter clockwise fashion, with the
convention that j = 1 for the y = −1 segment. Sj is then the point joining segments j, j + 1 in
∂B. Let ωj be the counter-clockwise measure of the inwards angle at Sj:

ωj =

{
π/2 if j = 1,

π/4 if j ∈ {2, 3}.
(F.50)

Let νj = µj denote the unit outwards normal and τj be the (counter clockwise) unit tangent vector
on the line segment j. Define also Φj = π/2 if j ∈ {1, 2}, Φj = 0 if j = 3 and Φ3+1 := Φ1. Finally,
for m ∈ Z and each j, define:

λj,m =
Φj − Φj+1 +mπ

ωj
=


2m if j = 1,

2 + 4m if j = 2,

−2 + 4m if j = 3.

(F.51)

�

In our context, Proposition F.6 translates to the following result.

Proposition F.8 (Regularity of solutions of (PB)). Let φ, ψ, d, ξ be such that the solution f given
by Proposition F.5 exists.

(i) Assume d = 0, ξ = 0, let φ ∈ C2(B̄)∩C2(C̄) be symmetric and let ψ ∈ S(∞), corresponding
to item (i) of Remark F.4. If φ|∂� = 0, then f ∈W4,p( ) for any p > 2.

(ii) Recall the definition (2.44) of S(ε) for ε > 0. Take ψ = 0, and d, φ, ξ defined in terms
of h ∈ S(ε) as in item (ii) of Remark F.4. Then f ∈ W4,p( ) for any p > 2, and k =
f + k0 + σ̄hσ̄ ∈ k0 + S(ε′) for some ε′ > 0 depending only on ρ± and ε.

Proof. Since f is symmetric, we work only on B. Let us first assume f has the alleged regularity
and treat all claims of item 2 that do not have to do with the regularity of f .
Define:

‖k − k0‖C1 := max
{
‖k − k0‖∞, ‖∂1(k − k0)‖∞

}
, (F.52)

97



Notice first that k − k0 = f + σ̄hσ̄ with h ∈ S(ε) implies that k − k0 ∈W4,p( ) for all p > 2, thus
k also as k0 is regular.
Let us now prove that ‖k − k0‖C1 vanishes when d, φ, ξ vanish. By Sobolev embedding (see
Proposition E.2), it is enough to prove the same for ‖k − k0‖W2,p( ). Since k − k0 = f + σ̄hσ̄, it
is enough to bound ‖f‖W2,p( ). Theorem 4.3.2.4 in [Gri11] implies that, for a universal constant
C > 0:

‖f‖W2,p ≤ C
(
‖∆f‖W0,p + ‖f‖W1,p

)
. (F.53)

Recalling the expression (F.39) of the mapping S, it holds that:

‖∆f‖W0,p( ) ≤
(
‖φ‖p + 2‖d‖∞‖f‖p + ‖ξ‖∞

)
‖f‖W1,p( )

≤ C ′
(
‖φ‖p + 2‖d‖∞‖f‖p + ‖ξ‖∞

)
‖f‖H2( ), (F.54)

where the second inequality is again a Sobolev embedding. The fact that ‖f‖H2( ) vanishes with
d, φ, ξ now follows from Proposition F.5.

We now prove that k− k0 satisfies the boundary conditions of elements of S(∞). Since f, k0, h
vanish on ∂�, so does k. Moreover, ∂Bh = 0 at the extremities S2, S3 of the diagonal D and
∂Bf = 0 on D means ∂B(k − k0)(S2) = 0 = ∂B(k − k0)(S3). We have thus shown that if f has
the alleged regularity, then k − k0 ∈ S(ε′) for some ε′ > 0 depending on d, φ, ξ, i.e. on ρ±, ε
recalling (F.36)–(F.35) and h ∈ S(ε).

Let us now prove the regularity of f . By definition, ∆f = ∆Sf , with S defined in (F.39). Let
p > 2. The idea is classical: if f ∈ W2+n,p( ), n ∈ N, we want to prove that ∆Sf ∈ W1+n,p( ),
from which f ∈W3+n,p( ) by Proposition F.6 provided ∆Sf satisfies suitable boundary conditions.
To implement this recursion scheme, we first prove that ∆Sf ∈ Lp( ). By assumption on φ, ψ in
case of item (i) (using the Sobolev embedding C2(B̄) ⊂W2,s(B) for any s > 2), and from (F.35)–
(F.36) for item (ii), we see that it is the regularity of f only that limits the regularity of ∆Sf .
The fact that ∆Sf ∈ Lp( ) then follows from the Sobolev embedding H1( ) ⊂ Ls( ), valid for
any s > 2, see Proposition E.2. It follows that f ∈W2,p( ) by Proposition F.6.

To obtain further regularity on f , let us check that ∆Sf is in Wb−1,p( ) whenever f ∈Wb,p( )
for b ∈ N∗, and also that ∆Sf satisfies the condition (F.49) in Proposition F.6.
The regularity of ∆Sf boils down to proving thatW(u, v), defined in (F.31), is in Wb,p(B) (b ∈ N∗)
whenever u, v ∈Wb,p(B). This is the claim of the following lemma.

Lemma F.9. Let p ≥ 2 and 1 ≤ b ≤ 4. Let u, v ∈Wb,p(B), and recall from (F.31) the definition
ofM. ThenM(u, v) ∈Wb,p(B).

Lemma F.9 is easily proven by approximating u, v in Wb,p(B) by sequences in C∞(B̄), and
integrating by parts.

It remains to prove that ∆Sf satisfies the condition of Proposition F.6, i.e. that ∆Sf(Sj) = 0
for j ∈ {1, 2, 3}. By assumption in the case of item (i), and from the expression (F.36) and
the definition (2.44) of S(ε) for item (ii), we know that φ|∂� = 0. The fact that f|∂� = 0 gives
M(f, ξ)(Sj) = 0 = M(ξ, f)(Sj) for each j. Integrating by parts and since ψ ∈ S(∞), one has
alsoM(∂1f, ∂1ψ)(Sj) = 0 =M(∂1ψ, ∂1f)(Sj). It follows that ∆Sf(Sj) = 0 for j ∈ {1, 2, 3}, thus
f ∈W4,p( ). Since p > 2 was arbitrary, this concludes the proof.
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F.5 Bounds on the solution and definition of εB
Let h ∈ S(∞) and let gh = σ̄−1 − (σ̄ + kh)

−1 be the solution of the main equation (2.61) obtained
from the solution kh of the Euler-Lagrange equation (F.5). In this section, we define the εB arising
in Theorems 2.3–2.6, and show that the C1 norm of gh − g0 can be controlled by ‖h‖C1 and ρ̄′

as claimed in Theorem 2.6. Writing Ck0 = σ̄ + k0 = (σ̄−1 − g0)−1, notice first that, as soon as
‖kh − k0‖2 is sufficiently small:

gh− g0 = C−1
k0
− (σ̄+ kh)

−1 = C−1
k0
− (Ck0 + (kh− k0))−1 = C−1

k0

∑
n≥1

(−1)n
(
(kh− k0)C−1

k0

)◦n
. (F.55)

For kh − k0 ∈ S(ε′) for some suitably small ε′ > 0, one can take derivatives inside the sum, which
directly yields:

‖gh − g0‖C1 ≤ δ̃(ρ±, ‖kh − k0‖C1), lim
(x,y)→0

δ̃(x, y) = 0. (F.56)

Since f = kh − k0 − σ̄hσ̄ is the solution of (P ), ‖kh − k‖C1 in turn only depends on ρ±, ‖h‖C1 ,
thus ‖gh − g0‖C1 only depends on ρ̄′, ‖h‖C1 , and vanishes when they both vanish as claimed in
Theorem 2.6.

We now define εB.

Definition F.10 (Definition of εB). Let h ∈ S(∞). Let ρ− ∈ (0, 1), and choose εB = εB(ρ−) > 0
and ρ+ ∈ [ρ−, 1) such that, if ρ̄′ := ρ+−ρ−

2
≤ εB and h ∈ S(εB), then:

• The contraction S has a fixed point f .

• gh is a negative kernel (as defined in (A.2)).

• To ensure good concentration properties in Section 3, ‖gh−h‖C1‖gh‖C1 ≤ (210CLS)−1, ρ̄′‖gh−
h‖C1 ≤ (210CLS)−1 and ρ̄′εB ≤ (210CLS)−1, where CLS is the log-Sobolev constant appearing
in Lemma 3.4.
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