
HAL Id: hal-03912886
https://hal.science/hal-03912886

Submitted on 28 Nov 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A unified framework for exploring hysteresis between
charge and discharge processes in supercapacitors

Corentin Renais, Charles Cougnon

To cite this version:
Corentin Renais, Charles Cougnon. A unified framework for exploring hysteresis between charge
and discharge processes in supercapacitors. Journal of Power Sources, 2023, 556, pp.232521.
�10.1016/j.jpowsour.2022.232521�. �hal-03912886�

https://hal.science/hal-03912886
https://hal.archives-ouvertes.fr


A unified framework for exploring hysteresis between charge and discharge processes in 

supercapacitors 

Corentin Rénais,
a
 and Charles Cougnon

*,a
 

a
Université d’Angers, CNRS UMR 6200, Laboratoire MOLTECH-Anjou, 2 bd Lavoisier, 49045 ANGERS cedex, 

France.  

charles.cougnon@univ-angers.fr, Fax: +33 (0)2 41 73 54 05 

 

Abstract  

In supercapacitor technology, the determination of the largest voltage range useable for the 

charge storage is a key parameter to optimize their energy. For this purpose, “acceptable” 

coulombic and energy efficiencies are commonly used as cut-off values to delineate a safe 

operational potential window in opening-window charge-discharge experiments. Because of 

the arbitrariness of such an approach, attempts have been made over the past three decades to 

rationalize the determination of the stability window, but differentiate between capacitive and 

faradaic currents remains challenging. Assuming that it’s better to examine what is lost during 

the charge period to investigate the degradation of electrochemical interfaces, part of the 

problem is that we have not the correct perspective on stability with coulombic and energy 

efficiencies, since they give an indication of the way in which performance are retained 

during the charge process, as they represent the capacitive fractions of the measured 

quantities. Here, we propose a new formalism based on non-capacitive fractions to focus on 

what is lost during the charge period, in order to place the heterogeneous kinetics of the 

electrochemical degradation processes at the center of the debate on stability of the electrode-

electrolyte interfaces in supercapacitors.  

 

Introduction 

As the electrochemical stability in supercapacitors cannot be extracted from the notion of 

operational potential window, which itself is linked to their energy [1-4], stability must be 

regarded as an evolving concept, constantly shifting in step with the changes in technology 
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and stated needs. With the prospect of the electrochemical stationary storage for securing the 

energy transition, these considerations are becoming more important than ever, so that storage 

systems could face a paradigm shift in the approach to their stability [5-8]. Conceptually, the 

important thing in determining the stability window is to ensure that optimum performance be 

secured over a long-time period [9-11]. Only then will energy storage systems be seen as a 

viable option, making them both competitive and attractive compared to other energy sources 

such as fossil fuels. Unfortunately, the absence of standardized methods to reliably evaluate 

performance and stability of electrochemical storage systems makes challenging the 

comparison between storage technologies and acts as a significant brake on the research in 

this area [12-17]. For these reasons, a realistic stability criterion is urgently required in order 

to conduct objective evaluation of performance and to close the gap between laboratory and 

large-scale industrial production.  

Initially based on the coulombic efficiency (CE) [18-22], there is a general consensus that the 

energy efficiency (EE) should be preferred for exploring the stability of high-energy and high-

power storage technologies [23], because of its impact on the charging cost and, by 

implication, its economic impact on the levelized cost of storage, excluding capital, operation 

and maintenance costs [24]. From an academic perspective, the reason for this new interest is 

because EE is the most sensitive parameter due to the cumulative effects of coulombic and 

voltage efficiencies (        ) [25]. At the same time however, it cannot be concluded, 

just on the basis of EE, that a poor charge-discharge efficiency results from a resistive 

problem or an electrochemical degradation [26]. To answer this question, we must have a 

complete overview of all the metrics used for discussing the various aspects of the charge-

discharge efficiency, and also a fine knowledge of their interdependencies [27]. However, 

even though CE and VE are identified as being responsible for EE [28-30], only an individual 

analysis of these parameters has been done to date, ignoring their possible interdependence. 



With this approach, the stability window is approximated by gradually increasing the full 

charge voltage in window-opening charge-discharge experiments, with evaluation, at each 

stage, of CE, VE and EE. Noted that such a determination remains arbitrary, as it is based on 

the choice of a cut-off value for CE or EE [31]. The direct consequence is that the evaluation 

of the stability window is totally disconnected from the interfacial dynamics, being unable of 

distinguishing between electrode kinetics and electrostatic charging at the interface [32]. 

Here, a new formalism is presented for exploring the stability of electrode-electrolyte 

interfaces, taking into consideration the heterogeneous kinetics by examining the non-

capacitive fractions of the measured quantities for the charge period instead of the capacitive 

ones as with CE, VE and EE. Within such a unified framework, the impact of capacitive and 

faradaic processes on the energy losses have been distinguished by introducing the concept of 

“degradation core energy”, and a new realistic stability criterion is proposed, which allows to 

put the interfacial kinetics at the center of the determination of the stability window. This has 

involved the introduction of “breaking potentials” as fatal potential limits that can be 

approached but not exceeded, otherwise the interface will suffer from severe damages. 

Importantly, such “breaking potentials” are not determined arbitrarily by the experimenter, 

but imposed by electrode kinetics, so that we propose that they could advantageously replace 

the commonly used potential limits, which are unable to distinguish faradaic current from 

capacitive current [33].  

 

Experimental section 

Fabrication of supercapacitor electrodes. The electrodes tested were prepared by mixing the 

YP80F activated carbon with poly(vinilydene fluoride) (PVDF) and graphite (from Superior 

graphite) with a ratio of 80:10:10 (w:w:w) in a small volume of tetrahydrofuran (THF) until a 

homogeneous carbon ink was obtained. Next, a small volume of carbon ink was spread on a 



platinum disk of 18 mm diameter used as current collector. After drying at 65 °C for one 

night, thin-film electrodes of 2.7 mg  0.3 mg were obtained with equivalent series resistance 

(ESR) of 0.5   0.05  for ensuring approximately the same ohmic drop in charge-discharge 

experiments.  

Cell assembling and testing. In all studies, carbon-based supercapacitor electrodes having the 

same mass were assembled in a symmetrical two-electrode and three-electrode cell 

configurations. The electrodes were separated by glass fiber paper impregnated with about 

200 mg of 1 M Bu4NBF4/propylene carbonate (PC). For the three-electrode configuration, a 

silver wire was used as a quasi-reference electrode potential. Electrochemical cells were 

assembled and tested in a glove box under galvanostatic conditions at 1 A g
-1

 and 10 A g
-1

 

(for the long-term cycle tests).   

 

Results and discussion 

Presentation of the formalism 

A comprehensive description of the charge-discharge reversibility can be summed up by a 

joint examination of the coulombic, voltage and energy efficiencies (CE, VE and EE) [25-27]. 

These metrics are defined by the set of Eqs. (1), where     and      represent the electric 

charge stored and delivered during a charge-discharge cycle,     and      represent the 

average charge and discharge voltage, while  
  

 and  
   

 represent the amount of energy 

calculated by integrating the charge and the discharge curves. Fig. 1 gives a graphic 

representation of these metrics and parameters on which they depend. Noted that the charge-

discharge curve showed in Fig. 1 is for a three-electrode cell configuration, so that, in these 

conditions, VE is most correctly identified as a potential efficiency, and     and      are 

strictly speaking the average charge and discharge electrode potentials. This is an opportunity 

to reinforce the importance of exploring the stability of electrochemical charge storage 



systems in a two-electrode cell configuration, because this is misleading to associate the 

notion of energy with that of electrode potential, as the evaluation of the stability window 

from a single electrode analysis can be different to that obtained from the packed cell when a 

limiting electrode exists [32]. In the present study, we are first exploring the stability in a 

three-electrode cell configuration to evaluate the individual responsibility of each electrode 

and then, in a second stage, the evaluation of a realistic stability window will be made in a 

two-electrode cell configuration.   

 
 
 
 
 

 
 
 
    

    

   
                                          

 

   
    

   

 

 
    

    
          

   

 
   

    
   

 

    
 
   

 
  

 
    
          

   

    
   

 

       

          

The interrelationship between these metrics is given by Eq. (2), making the energy efficiency 

the most sensitive indicator to the degradation of the electrode-electrolyte interface, due to the 

cumulative effects of CE and VE: 

   
         

       

               

In a pioneering work [18,19], Xu and R. Jow propose to handle CE as a fraction defined by 

the ratio of the charge hysteresis    to the delivered charge: 

    
        

    
 

  

    
 

      

  
         

In spite of its complex nature [35],    is most commonly identified with the irreversible 

faradaic charge consumed to degrade the electrode-electrolyte interface, so that the fraction 

    can be regarded as a faradaic fraction. It should be noted here that the “CE” subscript is 

just a reminder that this fraction is related to the coulombic efficiency. Such a faradaic 

fraction has the merit of giving a quantitative estimate of the electrochemical degradation in a 



manner commensurate with the available amount of electricity during the discharge period. 

Here, we propose to define voltage and energy hysteresis ratios modelled on that of     for 

handling voltage and energy efficiencies: 

 
 
 

 
     

        

    

 
  

    

 
      

  

    
 
  

  
   

 
   

 
  

 
   

 
      

  

          

At this stage, it is important to note that CE, VE and EE represent the capacitive fractions of 

   ,     and  
  

, while       ,        and        are the corresponding non-

capacitive fractions. In this perspective,    ,     and     are indicative of the extent to 

which capacitive and non-capacitive fractions are balanced together. With this unified 

framework, we have the possibility to fully understand the charge-discharge efficiency, by 

exploring the stability of electrode-electrolyte interfaces from all perspectives (i.e. from the 

perspective of what is preserved, or in term of what is lost during a complete charge-discharge 

cycle).  

The interrelationship between hysteresis ratios can be easily deduced to Eq. (2): 

    
  

 
   

                         

Eq. (5) implies that    can be decomposed into three parts, corresponding to the three light 

grey rectangle areas in Fig. 1. In this developed expression for    , the individual impact of 

    on the energy lost is because the amount of electricity delivered during the discharge is 

   less than the one consumed during the charge period, and the individual impact of     is 

due to the fact that, during the discharge period, the amount of electricity is delivered at an 

average potential decreased by   , compared to the average charge potential. In other words, 

the part of the energy lost expressed in  
   

 unit that is represented by         stems from 

the fact that the extra charge    is not stored in the double-layer and that it is consumed at 

extreme potentials in absolute terms, where its energy cost is maximum. Ultimately, the 



discussion above can be boiled down to the simple statement that the total energy lost by 

charging the double-layer depends to the energy of the double-layer. The last term         

in the developed expression of     refers to the elemental amount of energy       

standardized by  
   

 (Fig. 1). From an analytical point of view, this elemental amount of 

energy is equivalent to the energy linked with a charge    consumed by an electrolyzer 

operating at an applied potential equal to   , so that it can be approximated to the part of    

that is converted in chemical energy, assuming that    is faradaic by nature. Summing up the 

above,         reflects the impact of the energy of the double-layer on   , while     

    reflects the impact of the interfacial kinetics, regardless of the energy of the double-layer 

at which the electrochemical degradation occurs.  

At this stage, it is of interest to note that Eq. (5) can be rewritten in a form similar to that of 

Eq. (2): 

       
  

     
                       

The same analytical form for Eqs. (2) and (6) and the fact that the sum of their respective right 

and left members is equal to unity, imply that capacitive and non-capacitive fractions are 

complementary fractions that jointly represent    ,     and  
  

, so that these two equations 

are complementary approaches to explore the stability of the electrode-electrolyte interface. 

Eq. (2) examines the extent to which performances for energy storage are preserved during 

the charge process, while Eq. (6) is concerned with the importance of the charge, potential 

and energy losses during the charge process.  



 

Fig. 1. Graphic illustration of the formalism used to explore hysteresis in the charge-discharge profile of a 

carbon-based supercapacitor electrode during galvanostatic cycling to 2.3 V at 1 A g
-1

 in 1 M Bu4NBF4/PC 

electrolyte. 

Concept of breaking potentials  

Generally speaking, it results from Eq. (5) that the amount of energy lost during the charge 

process is exceeding the sum of the individual impact of     and     by a term related to 

their product. Here, it is worth noting that     and     are closely interlinked, since where 

   is produced, a growing increase of the average charge potential (or the average charge 

voltage, depending to the cell configuration used) results due to the consumption of the extra 

degradation charge at both ends of the stability window where its energy cost is the most 

important. This connection enabled the product         to be identified as a coupling 

product between CE and VE. Consequently, the anodic and cathodic potentials at which a 

growing increase in         starts, denote potentials where the effect of    in 

exacerbating    cannot be ignored. In this way, based on the relative importance of this 
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coupling product on the total energy lost, the potential window can be divided in two domains 

where            , reflecting the individual impact of    and    on   , and where 

           , reflecting the cooperative impact of    and    on    (Fig. 2a). The first 

potential domain can be assimilated to a purely capacitive domain as the average charge and 

discharge potentials vary linearly (Fig. 2b). This is because where the coupling product is 

negligible,    has a very small value (vide infra). Noted that, in this potential domain,      is 

less than the geometric mean of the full charge potential,  
 
   , while     is more important 

due to the ohmic drop. In contrast, where the coupling product has a significant impact on   , 

   has an increasing responsibility for   , so that     becomes increasingly important, while 

     is growing more slowly and even declining.    



 

Fig. 2. (a) Evolution of    ,     and     with electrode potentials calculated from a series of galvanostatic 

cycles at 1 A g
-1

 in 1 M Bu4NBF4/PC from 0 V to variable vertex potentials. (b) Evidence of the coupling 

between charge and voltage losses and its impact on the electrification at the interface. Dotted lines are for the 

evolution of the geometric mean of the full charge potential,  
 
   .  

Observing that the hysteresis ratios     and     increased in an accelerated manner when 

exceeding anodic and cathodic potential limits at both ends of the stability window, because 

of the Arrhenius rate form of electrochemical processes, it exists critical negative and positive 

potentials at which the product         becomes rapidly significant, allowing to clearly 

separate negative and positive safe potential domains beyond which    has an aggravating 

impact on   . Such critical potential limits can be identified with breaking potentials and can 

be regarded as fatal cathodic and anodic potential limits beyond which the total energy lost is 

increasingly impacted by the faradaic charge consumed in electrochemical degradation 

processes. At this stage, it is important to note that breaking potentials are imposed by 
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electrode kinetics, since the way in which    impacts    is closely related to how the 

faradaic current increases with the overpotential, in contrast to the well-known potential limits 

widely used for determining the safe potential window and arbitrarily set. As a result of the 

above, breaking potentials have the potentiality to provide a precise and realistic identification 

of the stability window as they delineate the largest potential window in which the electric 

charge is efficiently stored in the electrochemical double-layer, including an “acceptable” loss 

of charge having a negligible impact on   . Such a determination of the stability window 

corresponds to an optimal use of supercapacitors, because where the coupling product 

        has a significant responsibility in the total energy lost, the energy efficiency of the 

charge-discharge cycle rapidly decreased, thus becoming “uneconomic”.  

How precisely should breaking potentials be determined? 

It follows from the above that breaking potentials could advantageously replace the 

commonly used potential limits, which are unable of distinguishing between faradaic current 

and capacitive current, provided, however, that a practical criterion could be found for 

securing their determination. With the understanding that breaking potentials correspond to 

negative and positive potentials at which    has an aggravating effect on   , the potential 

dependence of the relative importance of       on    can be used for determining their 

values. From a practical point of view, a one-to-one relationship between hysteresis ratios and 

non-capacitive quantities can be obtained: 

     

  
 

       

   
         

Noted that the equation above is equivalent to Eq. (6) since   ,    and    can be identified 

with the non-capacitive parts of    ,     and  
  

. As a consequence, the coupling product 

        standardized with respect to     reflects the relative importance of       on 

   that is indicative of the impact of the electrode kinetics, so that its evolution with potential 



can be used as a metric for the determination of the breaking potentials theorized above. In the 

rest of this work, the elemental amount of energy       will be identified in a degradation 

core energy   
    

 as a reminder that it is independent of the energy of the electrochemical 

double-layer.  

Fig. 3a shows a series of galvanostatic charges-discharge curves in a three-electrode cell and 

illustrates the evolution of   
    

, materialized by hatched rectangular blocks, as the anodic 

and cathodic electrode potentials increase. For better demonstration, the discharge curve in 

dotted line was superimposed on each charge curve and the average charge and discharge 

potentials were marked with symbols.   

 

Fig. 3 (a) Evolution of the degradation core energy for a series of galvanostatic charge-discharge cycles in a 

three-electrode cell at 1 A g
-1

 in 1 M Bu4NBF4/PC with electrode potential at the full-charge state rising from 1 

V to 2.5 V vs. Ag in absolute terms. (b) Evolution of the normalized coupling factor with the electrode potential. 

When supercapacitor electrodes work in a stable potential window where the degradation is 

negligible,   
    

remains insignificant, implying that the energy lost is almost exclusively 

due to the capacitive storage through the ohmic drop. In that case, it can be verified in Fig. 3a 

that     is equivalent to    ,     being just ohmic in nature [36]. Beyond the safe potential 

window, degradation starts and      and      are more and more far apart from each other as 
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   increases, making   
    

 a growing fraction of   . This is evidence of the impact of    

on   . Noted that the sudden increase in         relatively to     makes the normalized 

coupling product a sensitive indicator to identify precisely the breaking potentials (Fig. 3b). 

Importantly, breaking potentials are not set arbitrarily by the experimenter, as with methods 

based on cut-off criteria, but imposed by the heterogeneous kinetics of the electrochemical 

degradation processes, which is a pre-requisite for determining a realistic stability domain of 

the electrode-electrolyte interface.    

Breaking voltage as realistic limit for the stability window  

To ensure that the normalized coupling product can be used as stability criterion, it makes 

sense to explore the stability in a two-electrode cell configuration to ensure that a breaking 

voltage corresponds. In the same time, it is crucial to verify that such a breaking voltage can 

be reached without alteration of the stability over long time.  So, long-term repetitive 

galvanostatic charge-discharge cycling were achieved in a two-electrode cell at different 

voltages, in the prospect of exploring the deterioration with time. In order to make it possible 

to accumulate a large number of cycles, galvanostatic experiments were achieved at 10 A g
-1

. 

This first require determining the breaking voltage in these new conditions. Fig. 4a shows 

charge-discharge cycles with cell voltage rising from 1 V to 4 V. The hatched rectangular 

surfaces correspond to the degradation core energy and the average charge and discharge 

voltages are marked with black dots. As a result, Fig. 4b presents the evolution of the 

normalized coupling product over the 2 to 4 V voltage range. Its rapid increase allows the 

breaking voltage to be located at around 3.2 V, in good agreement with published results [37]. 



 

Fig. 4. (a) Evolution of   
    

 for galvanostatic charge-discharge cycles obtained in a two-electrode cell at 10 A 

g
-1

 in 1 M Bu4NBF4/PC with full-charge voltage rising from 1 V to 4 V. (b) Evolution of the normalized 

coupling product in the 2 to 4 V voltage range. 

In order to verify that severe damage to the interface will result by crossing the breaking 

voltage, repetitive charge-discharge cycles for long time was achieved at cell voltages higher 

and lesser than the breaking voltage. Fig. 5 presents the evolution of      over 10,000 cycles 

for cell voltages comprised between 2.7 V and 3.5 V. Two distinct behaviours were observed 

as the cell voltage exceed or not the breaking voltage. For cell voltages not exceeding 3.2 V, a 

slow and steady decrease of      was obtained with a charge-loss rate of ca. 0.6% at each 

1000-cycle interval (Fig. 5 inset). Beyond 3.2 V,      decreases in an accelerated manner as 

the cell voltage exceeds the breaking value. Remarkably, the rate of loss of the specific charge 

delivered is increasing sharply immediately after that the breaking voltage is exceeding, 

implying that the breaking voltage sets an upper limit which can be approached but not 

exceeded.  
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Fig. 5 . Evolution of the delivered specific charge for a long-time cycling at 10 A g

-1
 with different full-charge 

voltage comprised between 2.7 V and 3.5 V. Inset shows the evolution of the average charge-loss rate at each 

1000 cycles. 

This critical change is due to the aggravating effect of    on    as demonstrated by the 

evolution of CE and VE at the end of the repetitive charge-discharge tests (Fig. 6a). When 

exceeding 3.2 V, the extra charge    consumed in the degradation processes resulted in 

increased the part of the cell voltage that does not contribute to the storage   . This is 

because the faradaic charge consumed at the end of the cell voltage produces a growing 

increase of the average charge voltage, while the evolution of the average discharge voltage is 

increasingly low because a growing fraction of the electric charge consumed at extreme 

voltage is not accumulated in the double-layer. As an illustration, Fig. 6b demonstrates that 

the double-layer is efficiently electrified up to 3.2 V, producing a linear increase of     ,      
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and  
   

, while exceeding this value the supercapacitor is subjected to ageing conditions, 

resulting in a decrease of      and  
   

. 

 

Fig. 6. (a) Evolution of CE and VE at the end of the repetitive charge-discharge tests presented in Fig. 5. (b) 

Quality of the capacitive energy storage for cell voltages lower and higher than the breaking voltage. 

So, the breaking voltage can be regarded as a fatal potential limit at which the impact of the 

electrochemical degradation on the energy lost starts to expand in importance relative to the 

capacitive storage. A maximum value for the energy density at the breaking voltage is the 

direct consequence. Assuming that 2.7 V is a typical nominal voltage for carbon-based 

supercapacitors working in these conditions [38], an energy gain of ca. 50% is obtained by 

working at the breaking voltage.  
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Remarkably, the breaking voltage is not arbitrarily defined by the experimenter, but its value 

is determined by the interfacial dynamics on which the importance of the impact of    on    

depends. The result is that the normalized coupling product               can serve as 

stability criterion for exploring the stability of electrochemical capacitors with two 

consequences that a realistic metrics for determining the stability window is obtained, and that 

the coupling product has the potentiality to be used as a predictive tool to guide the rational 

choice of electrolytes for maximizing the energy density based on kinetics considerations. 

Here, it has been demonstrated that the new stability criterion allows for expanding the 

stability window until an optimal energy density is obtained with the guarantee of a stability 

window secured in voltage and time. 

 

Conclusion 

This work is laying the foundation for a unified framework for exploring the charge-discharge 

hysteresis problem in supercapacitors. The charge, voltage and energy hysteresis 

               are the functionalities of this new formalism and their transformation into 

hysteresis ratios    ,     and    , is the rule based on which the formalism is derived. 

Importantly, the interdependency between charge and voltage hysteresis, emerging from a 

coupling product        , allows to put the interfacial kinetics in the center of the 

evaluation of the interface stability. The result is the possibility to distinguish between the 

impact of capacitive and faradaic processes on the energy lost and to isolate the responsibility 

of the electrode kinetics in the energy efficiency by introducing the concept of “degradation 

core energy”. As a consequence, a new realistic stability criterion that gives the relative 

importance of   
    

 on    allows to determine breaking potentials as fatal potential limits 

beyond which the interface undergoes severe damage, because of an aggravating effect of    

on   . Repetitive charge-discharge tests over a long-time period demonstrate that the 



breaking voltage can be approached, but not exceeded, constituting the largest potential range 

useable for optimum charge storage in the double-layer secured in voltage and time. 
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