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ABSTRACT 

This work focuses on ongoing research within the EU-funded 

EnerMan project aiming at improving the energy efficiency of 

manufacturing systems. Industrial use cases are generally too 

constrained to easily proceed to the verification and validation 

(V&V) of the scientific approaches tackling their challenges. In 

this context, we propose an ontology-based framework with a 

methodology assessing the scalability of heterogeneous systems, 

environments, and missions in a V&V context. Indeed, projecting 

these industrial and laboratory applications onto a meaningful 

ontology allows them to be flattened out to the same scale from a 

semantic point of view. Reasoning is used to evaluate the extent to 

which a given scientific approach can be verified on a laboratory 

use case different from the industrial scenario on which it has to 

be validated. The framework has been implemented using Protégé 

and Owlready2, and applied to a scientific approach focused on a 

blind source separation technique used to identify system 

operating modes in a black box manner, tested on a coffee 

machine and two industrial case studies (a vehicle testbed’s 

heating ventilation and air conditioning system, and a chocolate 

production line). 
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1 Introduction 

The main objective of the EnerMan Project (2021-2024) is to 

define an energy sustainability management framework in which 

plant data is collected and processed holistically to optimize 

energy sustainability. In this collaborative project, each model or 

approach developed by technical partners should be validated on 

industrial use cases. Given the geographical distance and the 

limited availability of the consortium’s industrial systems 

(production systems under operation), it is usual to test scientific 

approaches in a laboratory environment first, with a system that is 

available, open, upgradeable, and easily instrumented as 

necessary. In this context, two key questions arise: (i) how to 

select a laboratory system that is representative of the industrial 

end-user’s system with respect to a given scientific Approach To 

be Validated (ATV) (ii) how to verify and validate scientific 

approaches on heterogeneous systems (of different sizes, 

complexity levels, physical characteristics and operational 

constraints)? The case of a laboratory versus an industrial system 

is investigated in this paper; the question extends to 

heterogeneous industrial use cases though. In other words, given 

the scope of the project under consideration, an ambitious 

challenge could be: how to validate the energy sustainability of a 

manufacturing system with a coffee machine? 

To answer the first question, a unified framework is required. We 

therefore designed the WONKA (Verification & Validation with 

an ONtology and Knowledge-based Approach) framework that 

hosts a generic semantic representation for sharing structured 

knowledge from different perspectives and contexts. This 

framework must also support the analysis of semantic similarity 

and scalability between two heterogeneous systems. To tackle the 

second question, verification and validation (V&V) processes 

need to be taken into account, especially in a model-based system 

engineering (MBSE) context. 

Focusing on our case study, the developments carried out in the 

EnerMan project have to be applicable to a wide spectrum of 

manufacturing systems (automotive, food, semi-conductor, metal 

industries, medical devices, etc.). As a result, the corresponding 

scientific approaches proposed by the project partners must be 

generically applicable to a variety of manufacturing systems, with 

limited information about their architecture or behaviors. In this 

context, it is interesting to work on black box solutions, with only 

sensor data as input, which can automatically generate an identity 

card of the system, containing its behavior (as a model) and 

necessary information to estimate Energy Performance Indicators 
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(EnPI). Therefore, the ATV for the proposed case study consists 

of a blind source separation method (BSS) that identifies and 

differentiates the operating modes of a black box system and 

decomposes each mode as an activation mapping of the actuators 

[12]. This will enable to estimate and predict actuator-specific 

EnPI, yet we limit the scope of this case study to the preliminary 

pre-requisite decomposition problem. This technique has to be 

verified on a coffee machine (lab system) and then validated on 

two industrial systems, namely a heating, ventilation, and air 

conditioning (HVAC) system for a vehicle testbed, and a 

chocolate manufacturing system. 

The contribution of this paper consists of a methodology and 

software for the verification and validation of a scientific 

approach from a laboratory system to an industrial one, based on 

an ontological model. 

Section 2 will present state-of-the-art V&V processes, focusing on 

the context of scalability of heterogeneous systems, then on 

similarity-based approaches. Existing relevant ontologies capable 

of supporting the systems engineering activities addressed will be 

mapped. Section 3 will present the WONKA framework 

developed. Section 4 will detail the verification process on a 

laboratory system, including its selection for the next ATV 

validation step. Section 5 will focus on WONKA’s validation 

process on initially identified industrial systems. Methods detailed 

in sections 4 and 5 are applied on the case study. Conclusions and 

future work are presented in Section 6. 

2 Related Work 

2.1 Scalable Verification and Validation 

In systems engineering, V&V processes are used to determine 

whether the development products of a given activity conform to 

the requirements of that activity and whether the product satisfies 

its intended use and user needs [22]. Systems scalability has 

mostly been studied as a change in size [45] and design maturity 

[3], or in computer engineering applied to information systems 

and software focusing on their complexity degree [21]. Scalability 

or extensibility refers more generally to the ability of a product or 

system to maintain its functional properties despite a change in 

size or certain parameters. Following this paradigm, some authors 

have been interested in the verification of a system when it 

changes its context of use [36,38], or during software design 

transformations [4]. Still, scalable V&V has received little 

attention in the literature: some works relate to computer systems, 

using formal methods (e.g., model checking) [1,4]. These rarely 

address physical systems though, mainly focusing on simulation 

[6,17]. 

Some authors have worked on the scalability of heterogeneous 

hardware systems by focusing on their sensing and actuation 

aspects [32,38]. Still, to our knowledge, the scalability of the 

V&V of the same scientific approach on heterogeneous systems 

(with a different structure, various behaviors, and diverse 

missions) has not been tackled, except when considering their 

commonalities from a specific point of view. 

2.2 Similarity-Based Approaches 

To exploit the similarity between two physical entities, different 

approaches have been developed, depending on whether both 

address the same functionality, share the same behavioral model, 

or respect the same interaction rules. 

Robles et al. [38] define that two devices are close semantically, 

or have a short semantic distance between them, when the devices 

have similar functionalities. 

A metamodel can be used as the backbone of the methods and 

process tools to be implemented to fulfill a mission or solve an 

engineering issue [29]. A metamodel is then considered as a 

common and sharable reference model that can be used on many 

systems in many individual situations or configurations, provided 

that they similarly respect the behavior described by the 

metamodel [5]. 

An ontology provides a unifying framework for a shared 

understanding between various viewpoints whatever the 

stakeholders’ needs and their context.  As a result, ontology can 

have the necessary depth to represent similar objects. According 

to the classification of Uschold and Gruninger [43], an ontology 

presents four levels of formalization, of which only the formal 

level can support deduction mechanisms, in particular for problem 

solving in the systems engineering domain. Thanks to its generic 

representation (abstraction level), ontology is useful for the 

requirements definition, the automation of consistency checking 

and the reusability of similar concepts in multiple contexts. Some 

authors have used ontology to ensure verification and validation 

of physical systems, more specifically for security requirements 

related to their risk level [41] or their specification process [42]. 

To answer the two research questions initially posed, as 

ontologies offer a unified framework that hosts a generic semantic 

representation that allows sharing structured knowledge from 

different points of view and contexts, they appear as an 

appropriate solution to support the analysis of the semantic 

similarity and the scalability between two heterogeneous systems. 

2.3 Related Existing Ontologies 

Based on the scope of the case study, we have investigated 

ontologies in which manufacturing systems and their dynamic 

behavior can be accurately expressed, while supporting V&V 

processes. 

Regarding the energy sustainability, multiple ontologies focus on 

energy evaluation and management in manufacturing [10,44], 

product lifecycle management [7] or manufacturing factory 

sustainability [14,15]. 

Ontologies allowing for representing dynamic systems include 

control [32], condition monitoring [2,8] and prognostic [34] 

aspects, and aim to describe and use the interactions between 

related sensors [9] and actuators. 

The ONTO-PDM [35] ontology uses a product-centric 

interoperability architecture including business, engineering, and 

manufacturing aspects. Numerous manufacturing-related 

ontologies, such as MASON [27] or ExtruONT [37], rather focus 

on the latter, thus allowing for a detailed expression of production 

operations, systems, resources and plant layout. These ontologies 
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put the emphasis on production management, and not on the 

physical behavior of a plant’s constitutive elements. In fact, many 

of these manufacturing ontologies are aligned with a sensor-

centric one, namely the Sensor, Observation, Sample and Actuator 

(SOSA) ontology [24]  or one of its extensions such as SSN and 

DUL [20]. Together with the SAREF module SAREF4INMA 

[39], these ontologies accurately describe the physical interactions 

between manufacturing entities. 

Kesadri et al. have proposed a Verification and Validation 

Ontology (VVO), based on the hierarchy of viewpoints and 

formalisms concepts, and especially V&V techniques, in order to 

identify the V&V tools that comply with a V&V technique, based 

on a given formalism [25]. 

The suitable ontology required for our scope will be determined 

depending on the objective and context determined by the use 

cases. 

3 The WONKA Framework 

The WONKA framework consists of a generic semantic 

representation designed to formally represent heterogeneous 

systems and applications, from different perspectives and 

contexts. This framework was tailored to the V&V processes 

presented in Figure 1, stemming from the following problem 

analysis. These processes will be applied to the WONKA case 

studies. 

3.1 Problem Analysis 

V&V processes are part of Systems Engineering processes [22,23] 

and are based on requirements. As a result, it will be important to 

consider them in our approach. In parallel, V&V processes can be 

performed either by physical (test bench) or virtual experiments 

(simulation, analytical resolution). Some verifications can be 

automated by formal techniques applied to static requirements 

(model checking, etc.) or with simulation for dynamic 

requirements [13]. In most cases, the experiments are carried out 

on a laboratory system, a simulator or prototype, as the real 

system of interest is more constrained (availability, 

configurability, upgradeability, etc.). Still, when developing a 

scientific approach to meet an industrial challenge, the choice of a 

representative laboratory system onto which the approach will be 

verified is a crucial issue for researchers. This aspect raises the 

question of the adequacy of an application case with respect to the 

intended approach to be validated. Then, validation must 

eventually be performed on the industrial system in its 

environment. This boils down to evaluating whether an approach 

– that has been verified on a laboratory system in a specific 

environment – could be successfully scaled up on the industrial 

system and its more constrained environment. 

3.2 Approach Overview 
The proposed WONKA framework addresses two main 

objectives: (i) to support the choice of a laboratory system that 

can verify a given ATV while being representative enough of the 

industrial end-user system, (ii) on which the ATV has to be then 

validated within its application environment. 

WONKA includes a methodology based on four main steps: (i) 

MBSE analysis, (ii) ontology design, (iii) requirement-based 

query definition, and finally (iv) static and dynamic V&V 

processes.  

First, the industrial challenge (i.e. the issue to be tackled by the 

industrial system in its environment) has to be analyzed in relation 

to an ATV, based on systems engineering principles. This 

requirements elicitation activity is supported by MBSE methods 

[30,40]. It aims to define the requirements that will have to be 

verified or validated during the static and dynamic V&V 

processes.  

For the second step, requirements will help the design or selection 

of an ontology able to capture all relevant aspects of the use cases 

addressed, including the industrial system(s) (IndSys) and the 

laboratory system(s) (LabSys). 

Third, these requirements – built from the ATV, the industrial 

challenge, the IndSys and LabSys constraints – have to be 

transformed into queries based on the ontological concepts and 

properties, in order to be formally evaluated on the resulting 

knowledge graph (once the corresponding concepts and properties 

have been instantiated). 

Finally, the queries let the user know about the specific instances 

that satisfy or contradict a requirement during the V&V processes. 

If a requirement is not met, this mechanism can also provide 

recommendations. In this respect, recommended possible actions 

to take include (i) limiting the extent to which the ATV is valid by 

refining or adding some requirements, or as a last resort modify 

the ATV, or (ii) improving the similarity between both kinds of 

systems, e.g., by modifying the LabSys or by suggesting changes 

to the industrial case (e.g., adding some sensors). This process is 

strongly supported by both the reasoning mechanism and the 

expressiveness of the querying language. Requirement fulfillment 

metrics are finally proposed, in order to assess the scalability of 

the ATV (for the V&V scope) from the LabSys to the IndSys 

considered. 

The steps of the WONKA V&V processes of the ATV are 

presented in Figure 1. 

 

Figure 1: The WONKA framework for an ATV V&V process. 
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3.3 WONKA Case Study Description 

The case study onto which this V&V methodology has been 

applied comprises a laboratory system, i.e. LabSys (coffee 

machine) and two industrial manufacturing systems, i.e. IndSys 

(HVAC and food manufacturing production line). The operating 

modes identification approach (BSS technique) to be validated, 

i.e. ATV, consists in a two-step process: using only a sensor-

originated multivariate time series, the experiment should (i) use 

clustering to provide a sequence of the distinct system operating 

modes; the algorithm then (ii) decomposes the sequence of 

identified operating modes into a sequence of actuators activated 

during these operating modes (i.e., providing the actuators’ 

activation states over time). 

The laboratory use case consists of an automatic coffee machine 

with ground and bean coffee, made up of a pump, a heating coil, 

and a motor (to grind the beans). This LabSys was initially chosen 

for its compactness and the numerous energy transfers it contains. 

It was additionally instrumented with accelerometers, and later 

with current sensors. 

The first IndSys is an industrial HVAC that regulates the 

temperature, humidity and air flow within a vehicle testbed. The 

actuators are divided in two groups: a heating coil, a cooling coil, 

a dehumidifier, and a fan which regulate the air properties arriving 

to the testbed; the air is then further cooled down and humidified 

inside the chamber. We restrict this study to the thermal 

perspective, where the actuators are mounted in series and 

controlled according to two temperature sensors. 

The second IndSys considered is a mixing, refining and conching 

production line, as part of a chocolate factory. Only one machine 

with multiple tasks is considered for the purpose of this study. 

Three current sensors measure the machine’s electricity 

consumption on all three phases supplying it. 

The three use cases, i.e., the LabSys and the two IndSys, are 

heterogeneous in terms of energy domains at play, actuator 

architectures, and missions. Their interaction with their 

environment also differs. This intrinsic heterogeneity will be 

quantitatively evaluated during the WONKA process (as a 

semantic similarity between systems). 

4 Laboratory System Selection and 

Augmentation Through ATV Verification 

In order for the WONKA methodology to be effective (i.e., to 

cope with industrial system unavailability and limit 

experimentation costs), a laboratory system is selected and 

augmented according to three crucial steps, as per Figure 1. That 

is, the ontology is fine-tuned so as to represent all systems and 

translate requirements into compatible queries. Intrinsic 

scalability can thus be evaluated using semantic similarity metrics 

between laboratory and industrial systems. The static and dynamic 

verification steps assess a system’s compliance with the 

requirements. Laboratory systems can be augmented so as to 

increase similarity and verification performance. 

 

4.1 Needs Analysis 

All requirements are determined using a traditional MBSE 

analysis, whether these concern the ATV, the systems themselves, 

their respective environments, or test scenarios. Each system with 

its environment can have its own set of requirements (constraints), 

independently from the ATV. Keeping all requirements in the 

final representation is important, especially when there exists 

cross-requirements or in the event of a disturbing effect of the 

ATV on the system. Then a set of requirements is selected in 

order to express how the ATV can be considered as verified or 

validated regarding the industrial issue addressed. 

An MBSE method is used to elicit all ATV-related requirements. 

Regarding the application case study, we perform the black box 

analysis of the SE-READ (System Engineering based 

Requirements Elicitation & Architecture Design) methodology 

[30]. We define the requirements the studied systems (LabSys and 

IndSys) have to fulfill to verify and then to validate the ATV. 

This methodology adopts an external point of view of the system 

of interest (SoI), i.e. here the ATV. This black box analysis 

supports the emergence of a comprehensive and consistent set of 

requirements. Based on different views, with potential iterations 

between them, this aims to answers the question: "what should my 

system do and with which external actors/systems?”. 

The case study focuses on the BSS ATV that meets the industrial 

issue of identifying the energy consumption of manufacturing 

systems regarding their operating modes (and their corresponding 

activated actuators) in an unsupervised way. It also considers the 

two industrial use cases (HVAC and chocolate production line). 

Based on these considerations, the first SE-READ view defines 

the requirement related to the main mission of the SoI, i.e the 

ATV’s mission: “The ATV is a blind source separation method 

that shall identify and differentiate the operating modes of a black 

box system and decompose them in active actuators”. Then, the 

context view presents the SoI interactions with external systems 

and actors. In our case, this view allows to derive requirements 

from each IndSys and its environment, as external interactors of 

the BSS ATV. For example, an IndSys-derived requirement for 

this ATV is “Any disturbance of the environment shall be 

measured”. Similarly, for the HVAC IndSys, these context-

derived requirements relate to the HVAC capabilities. The HVAC 

system has to monitor and control the thermal environment within 

a specific temperature range, thus achieving the vehicle testbed’s 

mission. The “Services provided by the SoI” view describes the 

different BSS ATV objectives, in relation with the ATV mission. 

This view allows to deduce some requirements inherent to the 

ATV. The final “Functional scenarios” view of the SE-READ 

black box analysis provides the requirements related to the 

description of the test sequences for experiments that have to 

verify dynamic requirements. 

An extract of this MBSE analysis is summarized in Figure 2, 

where the LabSys (on the left) and the IndSys (on the right) both 

have to satisfy the ATV requirements, within the WONKA 

framework. 

In order to qualitatively and quantitatively measure ATV 

requirements fulfillment, and identify precisely the elements that 
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do not satisfy such requirements (leading to some 

recommendations), we have to convert these requirements into 

questions. These questions will later be formalized into queries, to 

be supported by the ontological reasoning process. For the 

illustration, some selected requirements (in pink) have been 

translated into questions and presented in Table 1. This represents 

only a subset of the requirements to be validated on all use cases 

(LabSys & IndSys in their environment). 

 

Figure 2: Requirements (extract) resulting from the MBSE 

analysis. 

Requirement Related question for query 

Req 3.15 

(static) 

Does each sensor have a sampling rate at 

least twice the maximum frequency of the 

signals the actuators it monitors can produce? 

Req 2.1 

(dynamic) 

Does the ATV accurately estimate the 

sequence of operating modes, given a 

performance threshold? 

Req 2.2 

(dynamic) 

Does the ATV accurately identify the 

actuators activated in each operating mode? 

Req 2.7 

(static) 

For each actuator within a system of interest, 

is there at least one sensor monitoring an 

observable property this actuator affects? 

Req 2.9 

(static) 

In a sensor energy domain, are the actuator-

originated signals coupled with one another? 

(i.e., actuators in series association) 

Req 4.3 

(static) 

What are the elements of the environment 

that may tamper with the results of the ATV? 

Table 1: Some selected requirements expressed as questions 

for querying the knowledge graph. 

4.2 Ontology Design and Requirements 

Formalization 

4.2.1 Ontology design for describing the ATV and the use cases. 

An ontology is a specification of a conceptualization [18]. It 

models knowledge as a collection of primary concepts and 

relationships between them, namely classes, object, and data 

properties in Web Ontology Language (OWL). Two main 

techniques are generally used to build an ontology: alignment to 

existing ontologies or appropriate ontology specification. Once 

the ontology is built, the systems and applications of interest can 

be formally represented. The instances (individuals), including 

their properties and values, must therefore be collected, and their 

relationships between one another be declared. These axioms 

form the knowledge base (KB). Ideally, such an ontology should 

be generic-enough to fit any system or application. Due to the 

difficulty of perfectly designing a domain ontology for 

heterogeneous systems (by opposition to task and application 

ontologies), enhancing its design after each iteration of the 

proposed methodology is preferred. Indeed, in research activities, 

phenomena are often better understood after series of 

experiments. Expressivity can also be increased by concept 

specialization. The use cases (systems and their environments) are 

then instantiated accordingly. As the ATV has to be applicable to 

both kinds of systems, laboratory and industrial, a single ATV 

instance will be used for both. 

The methodology presented in this paper was implemented on an 

ontology inherited from SAREF and SAREF4INMA, deemed 

lightweight and sufficient for the purpose of this study. This 

framework allows to represent both industrial use cases and less 

conventional cyber-physical systems in laboratory environments. 

A typical implementation scheme is presented in Figure 3 as an 

RDF graph. This ontology was designed in Protégé [33]. 

 

Figure 3: Implementation scheme of the knowledge base. 

A platform, be it a laboratory or a plant/industrial system, consists 

of a system of interest (consistsOfSystemOfInterest), 
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an environment with miscellaneous features 

(consistsOfEnvironment), and possibly additional pieces 

of equipment (consistsOfAdditionalSystem). These 

relations are sub-properties of the consistsOf object property. 

This differentiation eases requirements formalization. Each 

Device or FeatureOfInterest relates to a Property, 

through hasProperty, controlsProperty or 

measuresProperty relationships. The properties themselves 

can relate to each other (consistsOf). This accounts for 

potential couplings in the systems’ dynamics and the signals they 

originate (controlsProperty) or measure 

(measuresProperty). The system of interest serves a purpose 

through a dedicated scenario (Task). 

The ATV considered here, defined in our ontology as a subclass 

of a Task, uses exclusively sensor data. Hence every Sensor 

available accomplishes the ATV, i.e., provides input data to 

the ATV. The scenario and the ATV share an Output which 

may relate to a specific Requirement. In this context, an 

experiment’s output consists of estimation accuracies (Req 2.1 

and Req 2.2 respectively). Each of these requirements holds a 

validation threshold. Alternatively, this parameter can be held by 

the corresponding query. The performance of the process 

identification technique (operation and actuator-wise) can thus be 

evaluated. This output will therefore require an experiment to be 

computed. In order to compare each output to its corresponding 

requirement, they both relate to each other through the symmetric 

object property sameSettingAs, taken from the SSN ontology 

[20]. In general, should there be collections of instances of the 

same concepts but representing different aspects, they can be 

distinguished inside SPARQL queries using this object property. 

Overall, the knowledge base is composed of all three test cases; 

the ATV is uniquely defined and shared among them. 

Only slight modifications were made to the SAREF ontology. The 

object properties hasProperty and consistsOf were 

made transitive. The domain of the former was also extended to 

the Device class. Relationships measuresProperty and 

controlsProperty were set as sub-properties of 

hasProperty. Thanks to these changes, all couplings between 

observable properties can be revealed after reasoning and 

associated to specific devices. As an example, in the HVAC use 

case, despite the presence of five actuators between the outside 

temperature and the temperature measured by the first sensor, 

query Req 4.3 is capable of detecting an effect of the environment 

on the ATV (the actuator-originated properties act as proxys in 

this case). Inference is finally performed using the HermitT 

reasoner [16]. 

4.2.2 Requirements formalization into queries. We distinguish two 

types of requirements. The static ones depend only on use case 

definition (system architecture, environment, tasks, etc.), whereas 

the dynamic requirements must be evaluated through experiments. 

The requirements must be formatted in an ontological format, i.e., 

as a formal statement, in order to be checked by the querying 

engine during the V&V process. The Resource Description 

Framework (RDF) is therefore used. The requirements are more 

specifically translated into queries using the Simple Protocol And 

RDF Query Language (SPARQL). Not only should the 

requirements have a SPARQL query selecting the elements that 

will satisfy them; they should also include a query for the non-

validating elements. To avoid any loss of genericity, requirements 

formalization is restricted to the domain ontology, i.e., the queries 

should not contain specializations of the core concepts, so as to be 

applicable to all use cases. For this reason, WONKA forces the 

user to conceptualize the validation criteria and better capture the 

limits of the ATV. 

Once the ontology has been designed, each requirement is 

formally expressed as a SPARQL query. Such a query can be 

parsed and visually represented as an RDF graph, as illustrated in 

Figure 4 with Req 4.3.  

 

Figure 4: Requirement Req 4.3 represented as an RDF graph 

(in red, the relationship must not exist). 

This requirement seeks the individuals (environment features) that 

may cause the ATV to fail or underperform. In the WONKA 

framework, this requirement is expressed as follows: a platform 

(use case) consists of an entity including the environment (e.g., 

weather) and a device (e.g., sensor) – accomplishing the ATV –, 

each having a property (e.g., outside and sensed temperatures 

respectively). The property of the device must not consist of (i.e., 

be affected by) that of the environment. Using parent concepts 

(e.g., using Device and FeatureOfInterest concepts 

instead of TemperatureSensor and Weather, the latter 

being subclasses of the former) allows to cover most interactions 

between a system and its environment. 

The ontology acts as a semantic embedding: in addition to making 

the (formally defined) requirements evaluable for all use cases, 

the solutions found by WONKA can have different meanings 

depending on the use case. For instance, the vehicle (acting as a 

temperature disturbance in the testbed) and the coffee machine’s 

power supply are both subclasses of FeatureOfInterest in 

the upper ontology (SAREF, essentially), despite having very 

different natures. 
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4.3 Laboratory System Analysis and Selection 

Once the ontology is designed, the knowledge graph and the 

queries are established, our procedure considers three activities in 

order to select a LabSys that verifies the ATV: (i) assess the 

extent to which each laboratory system is representative of the 

industrial ones, (ii) augment the laboratory system so as to 

increase verification indicators, (iii) verify the ATV on the 

selected laboratory system, based on the industrial use case 

requirements.  

4.3.1 System analysis and intrinsic scalability evaluation. Before 

launching expensive or time-consuming experiments, candidate 

laboratory systems can be prioritized using their intrinsic 

scalability. A scale factor and a similarity index between a 

LabSys and an IndSys are therefore computed. This scalability is 

intrinsic in that use cases are compared semantically, leaving out 

their connections to the ATV considered and related requirements. 

First, the respective subgraphs of the use cases are extracted from 

the knowledge graph. Every element of a use case originates from 

a single platform (a Building or one of its subclasses, as shown 

in Figure 3), and use cases are connected solely via the ATV. 

Subgraph extraction is thus straightforward. Let 𝐿𝑎𝑏 and 𝐼𝑛𝑑 be 

the sets of individuals in the LabSys and IndSys respectively. A 

simple scale factor is given as the ratio of 𝐿𝑎𝑏’s cardinality to 

𝐼𝑛𝑑’s. Similarly to [31], we propose the following (symmetric) 

similarity metric between two sets of individuals. 

𝑠𝑖𝑚(𝐿𝑎𝑏, 𝐼𝑛𝑑) =
1

2
(

∑ 𝑚𝑎𝑥𝑆𝑖𝑚(𝑤𝑙𝑎𝑏,𝐼𝑛𝑑)𝑤𝑙𝑎𝑏∈𝐿𝑎𝑏

|𝐿𝑎𝑏|

+
∑ 𝑚𝑎𝑥𝑆𝑖𝑚(𝑤𝑖𝑛𝑑,𝐿𝑎𝑏)𝑤𝑖𝑛𝑑∈𝐼𝑛𝑑

|𝐼𝑛𝑑|

)  (1) 

where |. |  is the cardinality operator, 𝑤𝑙𝑎𝑏  and 𝑤𝑖𝑛𝑑  are 

individuals. 𝑚𝑎𝑥𝑆𝑖𝑚 denotes the highest similarity index between 

the class of the first term and each distinct class represented in the 

set of individuals in the second term. There exist multiple metrics 

tailored to assess the similarity between two concepts [19]. Any of 

these can be used, yet care must be taken that the two concepts 

considered refer to different knowledge subgraphs (despite 

belonging to the same ontology). The semantic similarity metric 

introduced by Lin in [28] was adapted as: 

𝑠𝑖𝑚𝑙𝑖𝑛(𝑐1, 𝑐2) =
𝐼𝐶𝐾𝐺1(𝐿𝐶𝑆(𝑐1,𝑐2))+𝐼𝐶𝐾𝐺2(𝐿𝐶𝑆(𝑐1,𝑐2))

𝐼𝐶𝐾𝐺1(𝑐1)+𝐼𝐶𝐾𝐺2(𝑐2)
  (2) 

where the least common subsumer (LCS) is the most specific 

common ancestor to a pair of concepts, and 𝐼𝐶𝐾𝐺  denotes the 

information content (IC) [28] computed within a knowledge graph 

𝐾𝐺 . In this context, 𝐾𝐺1  and 𝐾𝐺2  refer to the knowledge 

subgraphs of the LabSys and the IndSys respectively. 

Alternatively, edge-based similarity metrics can account for 

relationships, and thus evaluate to what extent components are 

similarly interconnected. 

Originally, three laboratory systems were considered: a 6-axis 

robotic arm, a 3-axis Fused Deposition Modelling (FDM) 3D 

printer, and an automatic bean-to-cup coffee machine. 

Due to page restrictions, these systems are not presented here, yet 

their scalability (scale factor 𝑟 ) and similarity metrics are 

summarized in Table 2. 

 

                  LabSys 

IndSys  

Robotic 

arm 

3D printer Coffee 

machine 

Vehicle testbed 
𝑟 = 1: 1.35 

81.2% 

𝑟 = 1: 1.35 

81.1% 

𝑟 = 1: 1.40 

83.4% 

Chocolate factory 
𝑟 = 1: 1.31 

83.2% 

𝑟 = 1: 1.31 

97.0% 

𝑟 = 1: 1.36 

98.2% 

Table 2: Intrinsic scalability of different LabSys applied to the 

case studies. 

The systems are represented in the same ontology, consistently 

with the ATV considered. This explains the high similarities 

observed in the plane of analysis. It is worth noting that actuators 

and physical properties total up to 50% of the instances of a 

system. Similar energy domains and actuators thus result in 

greater similarities. Interestingly, the coffee machine (augmented 

as per section 4.3.2) is the best candidate at this stage. 

4.3.2 Laboratory system augmentation. The ATV, LabSys or 

IndSys can be adapted according to WONKA recommendations. 

Indeed, the querying mechanism considered in this paper allows 

to pinpoint specific instances unable to meet a requirement. 

Suitable additions according to these abstract recommendations 

include supplementary components or relationships. For instance, 

changing a sensor’s location may allow it to monitor another 

machine. This will result in better verification performance and 

may increase the scalability index. Laboratory system 

augmentation can be performed iteratively by updating the 

knowledge base and assessing scalability and verification 

performances. 

The recommendation mechanism is illustrated in Figure 5. The 

validating query of Req 2.7, ensuring that all actuators can be 

monitored by a sensor, is instantiated. WONKA indicates that no 

sensor, observed property nor actuator-induced property were able 

to fulfill this requirement. Nodes ?sensor, ?sensprop, 

?actprop denote variables. From the query, their respective 

class is known. The resulting recommendation is to add a sensor 

within the laboratory, measuring an observable property induced 

by an actuatable property of the heating coil. 

 

Figure 5: Instantiated query (Req 2.7) with modification 

proposals to validate the corresponding requirement (green is 

valid, red is missing, not instantiated and to be added). 
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4.3.3 Laboratory system selection based on verification. This step 

addresses the need to identify a LabSys that fulfills static and 

dynamic requirements related to the proposed ATV. Once the 

knowledge graph is deemed complete, queries can be applied. 

Based on the results of these queries, the degree of verification or 

validation is simply given as the ratio of the number of verified 

requirements to the total number of requirements. It is also 

possible to use the number of combinations of individuals (i.e., 

each row in the SPARQL query results) satisfying the 

requirements over the total number of combinations of individuals 

concerned by those requirements. Both indicators are useful to the 

analysis. The former weighs the requirements equally. This 

verification status indicates whether the ATV will be verified on a 

use case. Whereas the latter allows to pinpoint the most 

unsuccessfully verified requirements and analyze them in more 

detail. 

The degree of verification is first computed with respect to static 

requirements. The LabSys achieving the highest score is selected 

to conduct experiments. As experiments are conducted (i.e., the 

realization of a scenario), additional constraints may arise, 

suggesting to complete the ATV requirements. This makes the 

verification process more robust and reliable. These constraints 

can be incorporated to the set of static or dynamic requirements. 

The degree of verification with respect to the ATV dynamic 

requirements is then evaluated. 

In the example developed in the case study, a new requirement on 

the noise level of the sensors arose from LabSys experiments, as 

the BSS algorithm proved unsuccessful when using low-cost 

sensors.  

Initially, we considered only the requirements Req 3.15, 2.9, and 

4.3, as described in section 4.1 and in line with the needs of the 

ATV. Req 3.15 relates to system capability. The constraints Req 

2.9 and 4.3 stem from an analysis of the source separation 

technique being used in the ATV. Clustering is performed to 

separate distinct operations; a subset of the centroids is selected to 

form a basis onto which all centroids are projected. Consequently, 

coupled dynamics between actuators is undesirable (Req 2.9), as 

the projection would no longer represent the true actuator 

combinations. No to moderate influence of the environment (Req 

4.3) is also necessary to prevent environmental phenomena from 

being detected as actuators in this BSS problem (i.e., actuators 

identification). Accelerometers being non-intrusive and widely 

used in industrial applications, we first equipped the coffee 

machine with such sensors upon WONKA recommendations. As 

the static requirements had been fulfilled for the LabSys, an 

experiment was run upon the LabSys. This experiment consists in 

recording sensor data while making a coffee. 

As a result of this experiment, the dynamic requirements Req 2.1 

and Req 2.2 were not met, due to the lack of vibrations the heating 

operation emits. The set of requirements was hence completed 

with the addition of Req 2.7. Consequently, the LabSys was 

equipped with a current sensor located on the power supply. 

Another experiment then proved successful. The knowledge base 

was updated accordingly. At this stage, all the requirements 

considered have been met, thus verifying the ATV on the LabSys. 

For conciseness, the verification process on the laboratory system 

is summarized in an activity diagram in SysML in Figure 6. 

 
Figure 6: The verification process in WONKA. 

5 Validation of the Scientific Approach 

At this stage, there exist a LabSys onto which the ATV is verified, 

both statically and dynamically. Though the verification process, 

the ATV was further specified. Some queries are soft constraints 

rather than strict requirements. The resulting set of requirements 

and associated queries is used to validate the ATV on the 

industrial use cases. Applying the static queries to the industrial 

systems allows to anticipate the extent to which the ATV is likely 

to be validated on an IndSys. The V&V performance metrics 

defined in section 4.3.3 are computed. Depending on the nature of 

the results, IndSys augmentation may be necessary. Furthermore, 

unforeseen constraints or limits may arise, leading to a partial re-

design of the ATV. In particular, when some queries related to 

dynamic requirements are not verified by the ATV on the studied 

systems, the framework will recommend to update ATV. 

On the case study, all requirements on the LabSys were 

completely verified. Yet the application of the ATV onto the two 

IndSys could not even pass the static requirements. A lightweight 

requirement analyzer was developed with a view to locate 

individuals and object properties that do not meet the 

requirements, i.e., missing relationships or erroneous ones. This 

analysis algorithm uses Owlready2 [26] for knowledge base 

manipulation and RDFLib1 for parsing the SPARQL queries. The 

validity of an edge within the knowledge graph, or its undesired 

absence, is obtained by comparing the validating and non-

validating requirements-related queries. Their RDF graphs are 

instantiated, and the result is fed into the complete knowledge 

graph. Overall, instances and relationships that meet the 

requirement are colored differently than missing or incorrect 

elements, the latter having a higher priority. This visual aid eases 

the comparison between use cases in the ontology plane, from an 

abstract perspective. 

 
1 https://github.com/RDFLib 

https://github.com/RDFLib
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At last, using the validation metrics earlier defined, the chocolate 

factory use case shows a 75% validation rate (96% in terms of 

validating combinations of instances) on the static requirements, 

against 50% for the vehicle testbed (68% in terms of validating 

combinations of instances). This is consistent with the results 

observed during the experiments on both IndSys: the ATV 

performed better on the chocolate factory than it did on the 

testbed. Thanks to these metrics, we were able to easily determine 

the problematic requirements and components for validating the 

ATV on the industrial systems under consideration. Actuators’ 

dynamics appearing as coupled from a sensor’s perspective is the 

primary cause of ATV failure when applied to a use case. This 

occurs multiple times in the HVAC use case, where the actuators 

are in series association. This prevents the ATV from dissociating 

them correctly. The second plausible cause is the effect of the 

environment on the ATV, as both the chocolate manufacturing 

machine and the HVAC are affected by external disturbances 

(room temperature and outside air temperature respectively). In 

the chocolate factory, room temperature influences the chocolate’s 

viscosity which leads to a disturbed load torque and current 

consumption. However, as anticipated with the validation of most 

requirements, the ATV correctly identified the operations and 

actuators in an unsupervised fashion. 

The validation process has been summarized in an activity 

diagram in SysML in Figure 7. 

 

Figure 7: The validation process in WONKA. 

6 Conclusions 

In this paper, the WONKA framework was proposed, together 

with a generic V&V process, supporting MBSE activities, for pre-

validating a scientific approach on a laboratory system before 

being applied to an industrial use case. By formally describing 

systems, applications, and V&V concepts (the requirements in 

particular), this methodology thus enables scalability assessment 

between heterogeneous systems. 

This methodology was applied to the abovementioned case study. 

The study showed the BSS algorithm considered turns out not to 

be applicable to HVAC use cases due to unforeseen limits. The 

ATV was successfully verified on the coffee machine 

(instrumented with a current sensor) and validated (to some 

extent) on the chocolate factory use case. 

Future work will primarily focus on better assessing this 

scalability. In particular, the use of density and topology metrics 

will be investigated, so as to locate and evaluate structural 

differences and similarities between systems and proposed 

solutions. 

The proposed methodology was mainly developed in an effort to 

cope with system unavailability. The WONKA framework will 

include cost and time effectiveness aspects, both with respect to 

the experiments necessary to the dynamic V&V and system 

upgrade (LabSys or IndSys augmentation). 

The perimeter of WONKA will also be extended to the human 

factor. Indeed, this study was limited to physical components and 

systems (hardware or software). The future modules (e.g., 

similarly to the FBS [11] or DUL [20] ontologies) of the 

WONKA ontology will need to tackle the impact of the 

recommended infrastructure modifications (addition of sensors, 

etc.) on operators, associated skills, maintenance, and any non-

physical modifications. 
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