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Abstract. We study a 1D geometry of a plasma confined between two conducting floating walls with applications to laboratory
plasmas. These plasmas are characterized by a quasi-neutral bulk that is joined to the wall by a thin boundary layer called sheath
that is positively charged. Although analytical solutions are available in the sheath and the pre-sheath, joining the two areas
by one analytical solution is still an open problem which requires the numerical resolution of the fluid equations coupled to
Poisson equation. Current numerical schemes use high-order discretizations to correctly capture the electron current in the sheath,
presenting unsatisfactory results in the boundary layer and they are not adapted to all the possible collisional regimes. In this
work, we identify the main numerical challenges that arise when attempting the simulations of such configuration and we propose
explanations for the observed phenomena via numerical analysis. We propose a numerical scheme with controlled diffusion as well
as new discrete boundary conditions that address the identified issues.

Submitted to: API Conference Proceedings.

INTRODUCTION

We consider a 1D plasma bounded between two infinity conductive plates. The density profile in such configuration
is well-known in the literature [1, 2] consisting of a quasi-neutral bulk of plasma in the center, and a thin charged
region in the boundary layers close to the walls, called sheaths. There is no analytical solution for this problem that
matches continuously both the sheath and the pre-sheath, resulting in a need for numerical approximate solutions.
The stationary equations of such a configuration are not well posed and consequently a time resolved method must be
employed. In the present work, we consider the isothermal fluid equations for ions and electrons coupled to Poisson
equation for the electrostatic potential. Previous work [3, 4, 5] have found that classical numerical schemes, wether
at first or second order accuracy in time and space, do not yield satisfactory numerical solutions, especially for the
profile of electron current (or equivalently electron momentum). The objective of the present work is the following:
(1) demonstrate that classical numerical methods fail to achieve reasonable accuracy on this set of equations, (2) to
analyze the reasons of this lack of accuracies and stability and (3) to propose a simple variation of classical numerical
schemes to obtain enhanced accuracy. Finally, the relevance of our new approach is assessed by a number of numerical
experiments under different collisional regimes, gas composition and space discretizations.
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MODEL

In order to model the 1D plasma-sheath transition, we use a multi-fluid model that considers ions and electrons as two
separate fluids interacting via the Lorentz force. Such model can be obtained by taking the two first moment of the
kinetic equations [6]. In this work, we use the isothermal assumption to close the equations. The resulting isothermal
Euler-Poisson equations, written here respectively in dimensional (left) and non-dimensional (right) form, read:

∂tne+∂x (neue) = ν
izne, ∂t̄ n̄e+∂x̄ (n̄eūe) = ν̄

izn̄e, (1a)

me∂t (neue)+∂x
(
meneu2

e+ pe
)
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ū2
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−1))= n̄e∂x̄φ̄

ε
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izn̄e, (1c)
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xxφ =
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, ∂
2
x̄x̄φ̄ = χ

−1 (n̄e− n̄i) . (1e)

In the following, we will use the notation α ∈ {e, i} to index quantities related to a species, with i denoting ion
quantities and e electron quantities. On the left-hand side of Eq. (1) we have the dimensional equations, with nα

referring to number densities, uα to the macroscopic velocities, mα to the masses of particles, pα to pressure, qα to
the charges (here qe =+e and qi =−e), φ to the electric potential, να to the collision rates, ν iz to the ionization rate
(the computation of these various rates is detailed below) and ε0 to vacuum permittivity. Pressure terms are computed
assuming the law of perfect gases pe = nekBTe, pi = nikBTi, where kB is the Boltzmann constant and Tα are the
temperature, assumed to be constant in space and time.

On the right hand side of Eq. (1) we have normalized the equations using the Bohm velocity, u0 =
√

kBTe/mi, that
is the velocity at which ions enter the sheath. This choice is adequate for our setting since its purpose is precisely to
include the boundary layer that forms at the walls, namely the sheath. Regarding the other characteristic quantities
required to scale the equations, we choose n0 defined as the average density of ions, T0 = Te the temperature of
electrons and L0 the distance between the two conducting walls. From these values, other relevant reference quantities
can be derived, such as the reference time t0 = L0/u0 and the reference electric potential φ0 = kBTe/e. Then setting
n̄α = nα/n0, ūα = uα/u0, φ̄ = φ/φ0, ν̄ iz = t0ν iz, ν̄e = t0νe, ν̄i = t0νi as well as ∂t̄ = t0∂t and ∂x̄ = L0∂x, one can obtain
the normalized equations (right of Eq. (1)) from the dimensional equations (left of Eq. (1)).

Three small parameters have been defined during this operation: the mass ratio ε = me/mi, the temperature ratio
κ = Ti/Te and χ = (kBTeε0)/

(
e2n0L2

0
)
= λ 2

D/L2
0 the square of the normalized Debye length. These parameters define

different asymptotic regimes of Eq. (1), as presented in [4]. The limit ε → 0, represents the limit where the inertia
of electrons is negligible. In this limit, one can formally equate the terms factored by ε−1 in Eq. (1b) to obtain the
well-known Boltzmann relation ∂x̄n̄e = n̄e∂x̄φ̄ . Alternatively, the limit χ → 0, represents the limit where the Debye
length is negligible as compared to the size of the problem. This limit corresponds to the classic quasi-neutral regime
where n̄e ≈ n̄i. However, these asymptotic regimes do not correspond to the plasma inside the sheath and, for this
reason, all the scales need to remain in the model to capture the plasma-sheath transition.

Regarding the boundary conditions, we assume that electrons are absorbed by the conducting walls with no sec-
ondary electron emission. We assume that electron at the wall have a truncated Maxwellian velocity distribution
function, which is compatible with the fact that no electrons are emitted from the wall. From this velocity distribution
one can obtain that the outgoing thermal flux at the boundaries of the domain is |n̄eūe| = n̄e/

√
2πε . This boundary

condition is usually imposed to study the sheaths with fluid models, as explained in [1]. Imposing these boundary
conditions also justifies the assertion that electron inertia in the sheaths cannot be neglected, since at the walls we have
ūe ∝ 1/

√
ε . Boundary conditions are also required to have a well-posed Poisson equation (Eq. (1e)), and we choose

to set the walls at electric potential zero in this configuration.
The computation of the ionization rate is derived under the assumption that ionization compensates for the loss of

ions at the wall, in order to have a steady-state solution. This results in a constant number of ions in the domain,
i.e., ∂t̄

∫
Ω

n̄idV̄ = 0, with Ω = [0,1] being the normalized domain. This condition is used to obtained the ionization
frequency by integrating spatially Eq. (1c):∫

Ω

∇̄.(n̄iūi)dV̄ =
∫

Ω

n̄eν̄
izdV̄ ⇔ ν̄

iz =

∫
∂ Ω̄

n̄iūi ·dS̄∫
Ω

n̄edV̄
. (2)

Finally the elastic collisions rates between the charged species (ions and electrons) and the neutral gas are computed
assuming constant collision cross sections and Maxwellian velocity distributions for both ions and electrons, following



the computations from [1]:

ν̄i =
L0

λi

√
8κ

π
+

π2

4
u2
i , ν̄e =

σen

σin

L0

λi

√
8

πε
. (3)

Note that in this work, we neglect the Coulomb collisions, which is justified in weakly-ionized plasmas where ni ∼
ne � nn, where nn is the neutral species density. In Eq. (3), we have used the ion mean free path that is defined
as λi = (nnσin)

−1, where σin is the ion-neutral momentum-transfer cross section. In the next section we present
classical approaches to solve numerically Eq. (1).

SOME CLASSICALLY USED NUMERICAL SCHEMES

We rewrite Eq. (1) under the form:

∂t̄wα +∂x̄fα (wα) = Sα (wα) , (4)

with α ∈ {e, i} denoting the species, ions and electrons, and

wα =

(
n̄α

n̄α ūα

)
, fα (wα) =

(
n̄α ūα

n̄α ū2
α + n̄α c̄2

α

)
, Sα (wα) =

(
ν̄ izn̄e

−q̄α ∂x̄φ̄ − ν̄α n̄α ūα

)
(5)

with the speed of sound cα =
√

kBTα/mα , that in normalized form reads c̄e = ε−1/2 and c̄i = κ1/2 and with q̄e =−1
and q̄i =+1. Written in this form, Eq. (4) fall under the framework of hyperbolic systems of conservation laws with
source terms. The Jacobian matrix Aα = ∂wα

fα for the flux has two real eigenvalues λ α
± = ūα ± c̄α . Therefore, if

we set the source term at zero, Sα = 0, we retrieve a hyperbolic system, see for instance [7], namely in this case
the isothermal Euler equations. Hyperbolic systems can develop singularities, i.e. shocks, in finite time, a technical
difficulty that must be properly addressed by the numerical method, otherwise spurious oscillations can appear around
discontinuities. Finite volume methods [8, 9] are classically employed to overcome these aspects, and consequently
we will use this approach for the left-hand side of Eq. (4).

The numerical scheme approximates the solution wα on a mesh. We denote this approximation wn
α j

of the quantity∫
C j
wα (x,y, tn)dx with C j = [x j−1/2,x j+1/2], x j+1/2 = j∆x, 1 ≤ j ≤ N, N ≥ 1, and tn = n∆t, n ≥ 1. A fully-explicit

scheme is not allowed for stability reasons (see [10]), and the electric potential φ must be computed in an implicit
manner.

A possible approach to achieve stability is to use a first-order Lie operator splitting (see [9, 11, 12, 13]):

Step 1: Convective step: w∗α j
=wn

α j
− ∆t

∆x

(
Fn

α j+1/2
−Fn

α j−1/2

)
, (6a)

Step 2: Computation of Poisson equation:
(

φ̄
n+1
j

)
1≤ j≤N

= Pχ

((
n̄∗e j

, n̄∗i j

)
1≤ j≤N

)
, (6b)

Step 3: Computation of the ionization rate frequency: ν̄
iz,∗ = I0

((
n̄n
i j
, n̄∗e j

, n̄∗i j

)
1≤ j≤N

)
, (6c)

Step 4: Integration of the source terms: wn+1
α j

=w∗α j
+∆tSα

(
w∗α j

, ν̄ iz,∗, n̄∗e j
, φ̄ n+1

j±1

)
, (6d)

where Pχ (resp. I0) is a discrete operator that yields an approximate solution to the Poisson equation (resp. computes
the ionization rate).

We choose this type of splitting because it is known to be quite robust [8, 9, 14] since it decouples the hyperbolic
and source term parts and therefore stability can be established by taking the minimal time step between the one
obtained via the CFL condition of the convective step and the one used for the source term step seen here as an ODE
problem. We now detail each of these steps.

For the convective step (Eq. (6a)), one must give the approximate value of the fluxes of the form Fn
α j+1/2

=



F
(
wn

α j
,wn

α j+1

)
to be used at the interfaces. In this work we consider two approximate Riemann solvers:

Rusanov solver: F Rus (wαL ,wαR) =
fα (wαR)+fα (wαL)

2
− λ α

max

2
(wαR −wαL) , (7a)

HLL solver: F HLL (wαL ,wαR) =
bα
+fα (wαL)−bα

−fα (wαR)

bα
+−bα

−
+

bα
+bα
−

bα
+−bα

−
(wαR −wαL) , (7b)

where λ α
max =max(|ūαL | , |ūαR |)+ c̄α , that is the modulus of the maximum eigenvalue of Aα , and bα

+=max(0, ūα
Roe + c̄α)

and bα
− = min(0, ūα

Roe− c̄α) with ūα
Roe = (

√
n̄αL ūαL +

√
n̄αR ūαR)/(

√
n̄αL +

√
n̄αR). We will compare the performances

of these Riemann solvers in the next section.
A key issue is related to the treatment of boundary conditions. One can note that when j = 1 or j =N the convective

step Eq. (6a) needs approximate the values wn
α0

and wn
αN+1

which are outside of the domain. We need to use the
boundary conditions of our continuous problem Eq. (1) to fill these cells at index j = 0 and j = N + 1, which are
commonly called ghost cells [8, 9, 14].

In the case of low-temperature bounded plasmas we follow the classical approach developed in [5]. For ions, we
use the fact that in practice κ � 1, i.e. ci� u0, to assume that they are in a supersonic regime when they reach the
boundary of the domain within the sheath and therefore we can take an upwind approximation of the form wn

i0
=wn

i1

and wn
iN+1

=wn
iN

. For electrons, the situation is the opposite, as we have ūwall := 1/
√

2πε < ε−1/2 = c̄e, electron will
be in a subsonic, or low-Mach, regime, even in the sheath. Consequently, information propagates in both directions
and it is not possible to extrapolate both the density and the momentum from within the domain. We choose to
extrapolate the electron density, on which we have no clear boundary condition in the continuous problem, from the
domain, that is we take n̄e0 = n̄e1 and n̄eN+1 = n̄eN . For the momentum, we use the boundary condition at the wall
|n̄eūe|= n̄e/

√
2πε , which leads to:

(n̄eūe)0 +(n̄eūe)1
2

=−n̄e1 ūwall ,
(n̄eūe)N +(n̄eūe)N+1

2
=+n̄eN ūwall ,

and complete the convective step.
To obtain an approximate solution of the Poisson equation we use the discrete operator Pχ that yields the solution

of the linear system defined, for all j ∈ {1, ...,N}, by the relation:

φ̄
n+1
j+1 −2φ̄

n+1
j + φ̄

n+1
j−1

∆x2 =
n̄∗e j
− n̄∗i j

χ
. (8)

As in the convective step, for j = 1,N we need to set values for φ̄
n+1
0 and φ̄

n+1
N+1. We use once more the boundary

conditions of the continuous problem Eq. (1e), leading to:

φ̄
n+1
0 + φ̄

n+1
1

2
= 0,

φ̄
n+1
N + φ̄

n+1
N+1

2
= 0.

We use the upper index n+1 instead of ∗ because complete scheme leads to the equality n̄n+1
e j
− n̄n+1

i j
= n̄∗e j

− n̄∗i j
as

we will show later in this section.
For the computation of the ionization rate, we use a formula that ensures that the loss of ion mass at the walls is

compensated by ionization [5], leading to the following formula for the ionization operator I0:

ν̄
iz,∗ =

∑ j n̄n
i j
−∑ j n̄∗i j

∆t ∑ j n̄∗e j

(9)

Because the convective step is conservative and because of the boundary conditions that we have chosen for ions this
formula is strictly equivalent to:

ν̄
iz,∗ = I1

((
(n̄iūi)

n
j

)
j∈{1,N}

,
(

n̄∗e j

)
1≤ j≤N

)
:=

(n̄iūi)
n
N− (n̄iūi)

n
1

∑ j n̄∗e j
∆x

(10)

which is a natural discrete form of the continuous Eq. (2).



The collision rate for electrons is constant in time and space and for the ion collision rate we simply use formula
(3):

ν̄
∗
i j
=

L0

λi

√
8κ

π
+

π2

4

(
ū∗i j

)2
(11)

Finally, for the source term step, we use the formula:

Sα

(
w∗α j

, ν̄ iz,∗, n̄∗e j
, φ̄ n+1

j±1

)
=

(
ν̄ iz,∗n̄∗e j

−qα

φ̄
n+1
j+1−φ̄

n+1
j−1

2∆x − ν̄∗α j
(n̄α ūα)

∗
j

)
. (12)

We can now see that n̄n+1
e j
− n̄n+1

i j
= n̄∗e j

− n̄∗i j
which confirms that the electric potential is indeed computed in an implicit

manner, as required in [10] for numerical stability when coupling isothermal Euler equation to Poisson equation.
Before moving on to simulations with this numerical scheme, we present its stability constraints. First for the

convective step, the CFL condition to ensure that local Riemann problems at the interfaces do not interact during the
time step is for each solver (see for instance [8, 9]):

∆t ≤ ∆tRus :=
∆x

2max j λ α
max j+1/2

, ∆t ≤ ∆tHLL :=
∆x

2max j

(
max

(
bα,n
−, j+1/2,b

α,n
+, j+1/2

)) (13)

For the source term, the stability conditions

Poisson stability condition: ∆x≤∆xφ :=
√

χ, (14a)

Ionization stability condition: ∆t ≤∆tIz := 1/ν̄
iz,∗, (14b)

Collision stabtility condition ∆t ≤∆tCol := 1/max
(

ν̄e, ν̄
∗
i j

)
. (14c)

One can note than combining conditions from Eq. (13) and Eq. (14a) we obtain:

∆t ≤ ∆tφ :=
√

εχ = ω̄
−1
pe (15)

where ω̄pe = ωpet0 is the normalized electron plasma frequency with ωpe = ce/λD =
√

e2n0/(meε0), that is the char-
acteristic frequency at which electrons oscillate within the plasma due to electrostatic waves, satisfying the stability
condition from [10].

In order to obtain stability, the time step simply needs to satisfy ∆t ≤ min(∆tConv,∆tSt) with the convective time
step ∆tConv = ∆tHLL or ∆tConv = ∆tRus, depending on the approximate Riemann solver that is used, and the source term
time step ∆tSt = min(∆tIz,∆tCol ,∆tφ ).

We have considered so far a rather very classical approach, for which the literature seems to indicate the stable and
robust behavior expected for a first order method.

ACCURACY LOSS AND STABILITY ISSUES OF THE CHOSEN CLASSICAL
APPROACH

The purpose of this part is to identify, from a set of well-chosen numerical experiments on a given set-up, a list of
three key issues pertaining accuracy and stability the scheme described in the previous section is suffering from.

A well chosen configuration for several numerical experiments

In all simulations of this paper, we set n0 = 1015 m−3, T0 = 1.2×105 K (typical low-temperature low-pressure plasma
parameters, see [1]), leading to λD ≈ 8×10−4 m and φ0 = 10 V. As a reference, in non-collisional test cases, we can



calculate the theoretical electric potential drop in the sheath Vf and in the pre-sheath Vs, see [1]. These magnitudes
read:

Vf =
1
2

kBTe
e

ln
(

2πme

mi

)
, Vs =

1
2

kBTe
e

. (16)

The non-dimensional form of these potential drops reads V̄f = ln(2πε)/2 and V̄s = 1/2.
The first test case we consider is collisionless and has the following parameters: ε = 1/1836 (simplified hydrogen

gas, u0 ≈ 3 m.s−1), κ = 0.0025 (Ti = 300 K), λ̄D = 0.02 (L0 ≈ 4 cm and t0 ≈ 1.2 µs). We choose a gas with a small
atomic mass to show that the inaccuracies that we now demonstrate are present with virtually any type of gas (as
hydrogen is the lightest atom). We choose an electron-ion temperature ratio typical of low-temperature plasmas. As
a first step, we consider collisionless plasmas (no collisions with the neutral gas). We will consider the impact on the
accuracy of the collisional terms later in this paper. The simulation is initialized at time ti = 0 with constant in space
number densities n̄e = n̄i = 1 and null velocity ūe = ūi = 0 and the final time of simulation is set at t f = 4t0, for which
a steady state is reached.

Identification of several problems from numerical experiments

First, we use the classical first-order scheme with the Rusanov approximate solver for both ions and electrons, i.e.,
Fn

α j+1/2
= F Rus

(
wn

α j
,wn

α j+1

)
. It is assumed from the literature [8, 9, 14] that this approximate solver is the most

robust. The result of the simulation with N = 256 cells, are displayed in Fig. 1. As it can be seen, the number density

FIGURE 1. Number density, momentum and electric potential profiles after steady state is reached. Plasma parameters: ε =
1/1836, κ = 0.0025, λ̄D = 0.02. Numerical scheme: Lie splitting, Rusanov solver for both ions and electrons. Simulation
parameters: N = 256 cells, ∆x≈ 4×10−3, ∆t ≈ 2×10−5.

profiles have the expected bell shape, with a quasi-neutral bulk in the center and charged region at the walls in the
sheath, that extends over a few Debye lengths. However, the profile of electron flux seems to be very inaccurate (far
superior to the expected first-order precision with ∆x ≈ 4× 10−3). As it can be inferred from the model equations,
at steady state ∂t̄ n̄e = ∂t̄ n̄i = 0 and consequently by subtracting Eq. (1d) to Eq. (1b) one obtains ∂x̄ (n̄eūe− n̄iūi) = 0.
Because of the symmetry of the considered configuration we have ūe = ūi = 0 at x = 0 and as a result n̄eūe = n̄iūi
in the entire domain. In other words, the method should yield an ambipolar profile (i.e., both electron and ion fluxes
are the same). This is clearly not the case in Fig. 1, and the first objective of this work is both to analyze and to
remove this large inaccuracies. The electric potential profile does not match accurately the expected potential drop in
the sheath and the pre-sheath, which is a possible consequence of the aforementioned inaccuracies.

Another unexpected behavior of the numerical solution is that the profile of ion flux presents a sharp gradient in
the last cell close to the wall, as displayed on the zoomed section on the center graph of Fig. 1. This undesired effect
is due to the fact that the boundary conditions that are currently employed implement the value at the ghost cell as
Fn
i0
= Fn

i1
and Fn

iN+1
= Fn

iN
. This is equivalent to suddenly switching from Rusanov to HLL only on the exterior faces



of the two cells at the boundary of the domain (index j = 1 and j = N). Not using the same approximate Riemann
solver for each face of these cells touching the boundaries is likely the cause of the observed jump in ion momentum.

Switching to the HLL scheme for electron everywhere in the domain is useless since we observed similar inac-
curacies in the sheath as with the previous scheme (figures are not presented for the sake of conciseness). Besides,
switching to HLL for ions, which could seem natural to resolve the problem at the boundaries, leads to an unstable
behavior, as displayed in Fig. 2 (we have kept the Rusanov scheme for electrons to isolate the source of the unstable
behavior). As a result, and although the profile of ion momentum is indeed smoother in the boundary cells, it is not

FIGURE 2. Number density, momentum and electric potential profiles at final time t f = 4t0. Plasma parameters: ε = 1/1836,
κ = 0.0025, λ̄D = 0.02. Numerical scheme: Lie splitting, Rusanov solver for electron and HLL solver for ions and electrons.
Simulation parameters: N = 256 cells, ∆x≈ 4×10−3, ∆t ≈ 2×10−5.

possible to use the HLL solver for the ion fluid. The numerical analysis of this phenomenon will be provided at the
end of this section. In the next section we will propose an approach allowing to fix this issue.

An alternative method that is aimed to reduce the inaccuracies observed in the sheath area in Fig. 1 is to increase
the precision of the scheme and for example to switch to a second-order discretization. We consider a Strang operator
splitting, with Runge-Kutta second order method for the source term steps and MUSCL-Hancock method with min-
mod slope limiters for the convective step, as described in the appendix. The results obtained using the Rusanov solver
for both ions and electrons are displayed in Fig. 3. We can first observe that there is a much better match between the

FIGURE 3. Number density, momentum and electric potential profiles at final time t f = 4t0. Plasma parameters: ε = 1/1836,
κ = 0.0025, λ̄D = 0.02. Numerical scheme: Strang splitting, RK2 for the source term steps, MUSCL-Hancock methods with
minmod slope limiters for the convective step and Rusanov solver for both electrons and ions. Simulation parameters: N = 256
cells, ∆x≈ 4×10−3, ∆t = 2×10−5.

momentum of ions and electrons. However, when we zoom in the sheath area (top left-hand side of the center graph
of Fig. 3), we can see that there is still a mismatch between the ion and electron fluxes. This error becomes larger for



gases with heavier ions (e.g. helium or argon), corresponding to a lower value of ε . Another problem appears in the
electron flux that presents a sharp gradient on the wall. Understanding the source of this boundary problem as well as
proposing new discrete boundary conditions that remove this problem is the third objective of this paper. We can also
note that although the solution appears to be more accurate in the domain of simulation, there is clearly a mismatch
between the maximum of the electric potential that is computed by the method and the expected theoretical value.

A final observation from the zoomed section at the bottom right-hand side of the center graph of Fig. 3 is that
not only is there a sharp variation for ion momentum at boundary because of the Rusanov scheme, but we can also
see small oscillations in the sheath area. We believe they correspond to ion acoustic instabilities that are artificially
triggered by the numerical scheme, and originate in the fact that the second-order method that we have chosen does not
entirely comply with the stability requirements established in [10]. We point out that all classical manner to achieve
second order in time and space suffer from the same flaws, which is that the electric potential must at some point be
computed at a time that is in between tn and tn+1 and therefore is not fully implicit. Consequently, similar oscillations
were observed, for low values of κ , with other second order methods such as the method of lines. This problem of
reaching second order in time and space will not be tackled in the present work.

To conclude this section, we have identified three challenges that we wish to analyse and address:

1. There are strong inaccuracies in the electron flux profile in the whole domain and mainly in the sheath, both for
the first-order method and to a lesser extent for the second-order method.

2. The HLL approximate solver is unstable when used for ions at low values of κ .

3. At the boundary of the domain, the discrete boundary conditions for electrons do not seem to be consistent with
the problem.

Numerical analysis of the identified numerical problems of the classical schemes

Electron flux error in the sheath

We start by analyzing problem number 1, that is the inaccuracies of the methods in the sheath area. At steady state,
we have n̄n+1

e j
= n̄n

e j
, so using the Rusanov scheme yields

(n̄eūe)
n
j+1− (n̄eūe)

n
j−1

2∆x
−∆x

1
∆x

(
λ
e,n
max j+1/2

n̄n
e j+1
− n̄n

e j

∆x
−λ

e,n
max j−1/2

n̄n
e j
− n̄n

e j−1

∆x

)
= ν̄

iz,∗n̄∗e j
. (17)

Using the theory of modified equations (see for instance [9]), which essentially means injecting a continuous solution
into Eq. (17) and conducting Taylor expansions, we show that we actually solve at with a centered scheme in space
the solution to:

∂x̄ (n̄eūe)−∆x∂x̄ (λ
e
max∂x̄n̄e) = ν̄

iz (n̄e−∆t∂x̄ (n̄eūe)−∆t∆x∂x̄ (λ
e
max∂x̄n̄e))

⇔
(
1−∆tν̄ iz)

∂x̄ (n̄eūe)−∆x
(
1−∆tν̄ iz)

∂x̄ (λ
e
max∂x̄n̄e) = ν̄

izn̄e
(18)

In practice, we have seen in our simulations that ν̄ iz in the converged state was of the order of unity while typically
∆t ≈ 10−5, so that we have ν̄ iz∆t� 1 finally leading to the equations:

∂x̄ (n̄eūe)−∆x∂x̄ (λ
e
max∂x̄n̄e) = ν̄

izn̄e. (19)

We highlight that, if we do not neglect the terms factored by ∆tν̄ iz, the modified equation would depend on the
operator splitting that we have chosen, an aspect of the numerical scheme that purely affects the time resolution of the
method and that might have not been expected to have an influence on the converged and time constant solution of the
numerical scheme.

The modified equation, i.e., Eq. (19), differs from the theoretical stationary form of Eq. (1a) because of the term
∆x∂x̄ (λ

e
max∂x̄n̄e). Because of its form and its origin, this term is commonly called numerical diffusion. Theoretically,

this term goes to zero as ∆x→ 0. Nonetheless, there is in practice a limit to the smallest mesh size ∆x that we can
achieve, if only because we have to solve Poisson equation at each time step and that the numerical scheme quickly
becomes more and more inefficient and computationally costly as the number of cell N increases. We now try to



estimate the weight of this additional term in the sheath area. Integrating Eq. (19) from 0 to a position x, and using
the fact that both ∂x̄n̄e and ūe are null at the center of the domain by symmetry, we obtain:

n̄eūe = ∆xλ
e
max∂x̄n̄e+ ν̄

iz
∫ x

0
n̄edx′ (20)

instead of the actual solution of the steady state n̄eūe = ν̄ iz ∫ x
0 n̄edx′. Additionally, we use the approximation ∂x̄n̄e ≈

n̄e∂x̄φ̄ and ∂x̄φ̄ ≈Vf /λ̄D, leading to numerical error of the form

errnum ∝
n̄e∆x
√

εχ
. (21)

This formula matches with our observation the numerical error increases for increasing atomic masses, i.e., increasing
ion-to-electron mass ratios. It is also observed in numerical experiment that are not presented in this paper, for the
sake of conciseness, that the numerical diffusion increases for increasing domain lengths L0 as compared to λD. This
formula also explains why the numerical diffusion seems to peak approximately at the middle of the sheath and then is
reduced in the vicinity of the wall, as it is proportional to the density of electron n̄e, which collapses at the boundaries.
The phenomenon does not entirely vanishes at the wall, for two reasons: (1) n̄e does not exactly vanish either at the
wall, and (2) the discrete boundary conditions are not consistent with our problem, as identified above as problem 3.

In any case, if we wish to remove the non-physical peak of numerical diffusion in the sheath, we know from Eq. (21)
that in the test case that we consider we should have ∆x� 0.02/(

√
1836× 0.2) ≈ 10−3, which would be extremely

costly, even in 1D, since we have to solve Poisson at each time step, and even more unrealistic for 2D applications.
We insist on the fact that these values are obtained for the lightest of gases, and would be amplified for heavier ones
such as helium, argon or xenon, or for larger domains. Therefore, even going for second-order methods will not bring
a satisfactory solution to problem 1.

Stability of the HLL solver for ions, influence of the source term

We now move on to the analysis of problem 2, that is the lack of stability when the HLL approximate solver is used
with ions at low values of κ . For the HLL solver to be stable, it is necessary (see for instance [8, 9]) that bi+ (and
respectively bi−) be an upper bound (respectively a lower bound) to the velocities of propagation of information in
the hyperbolic problem, meaning the velocities of propagation of acoustic waves for instance. Our choice of bi+
and bi− does indeed obey this restriction for the convective part of the problem. However, in the present case, we
know that ions are not an isolated fluid, but are coupled with electrons via electrostatic interactions. Information
spreads at a much higher speed within the electron fluid. The result is that, as it is well known in the literature [1],
ion acoustic waves actually propagate typically at the Bohm velocity which much higher than their thermal velocity
(c̄i =

√
κ � 1 = ūB).

Indeed, within the bulk, where we can assume that the limit χ � 1 implies quasi-neutrality, that is n̄e ≈ n̄i, and
where we can neglect the electron macroscopic velocity ūe� c̄e = ε−1/2, leading to the Boltzmann relation ∂x̄n̄e =
n̄e∂x̄φ̄ , we can replace the Lorentz force term for ions using the follwing approximations:

−n̄i∂x̄φ̄ ≈−n̄i
∂x̄n̄e
n̄e
≈−∂x̄n̄i

which when injected into the momentum equation of ions Eq. (1d) leads to :

∂t̄ (n̄iūi)+∂x̄
(
n̄iū2

i + n̄i (κ +1)
)
= 0

so that we obtain a effective sound velocity for ions c̄ie f f =
√

κ +1 =
√

c̄2
i + ū2

B.
Consequently, the HLL solver switches to its supersonic form, where it is essentially an upwind scheme, before

the ions actually have a macroscopic velocity that is higher than the effective sound velocity in the plasma, that
is approximately the Bohm speed ūB when κ � 1, likely causing the instability observed in Fig. 2. The fact that
instabilities appears in the bulk of the plasma, where the coupling of the two fluids is at its highest, and not in the
sheath, where the two fluids are practically decoupled, underpins this interpretation of the phenomenon.



Discrete boundary conditions for electrons

For the last problem, problem 3, we believe that the source of inaccuracies is the fact that the boundary conditions
were derived without taking into account that the problem is not only a convective problem, but also features a source
term. Similar loss of accuracy at the boundaries when an operator splitting is used has also been observed for instance
for advection-diffusion problems, see [14] for a detailed analysis. In our case, we believe the discrete boundary
conditions should include the effect of the Lorentz force to yield more accurate results.

A NOVEL ACCURATE AND STABLE FIRST-ORDER SCHEME

In this section we gradually present how to correct each of the identified problems. We incrementally incorporate
these variation of the original classical method to build a new method, and all numerical fixes are collected in our
novel approach at the end of the section.

Adequate scaling of ion numerical diffusion for the HLL scheme in the quasi-neutral bulk

The first numerical fix that we present corresponds to problem 2, that is ion instabilities with the HLL solver in the
quasi-neutral bulk of the plasma. As we explained in the previous section, the velocity of sound for the ion fluid is the
Bohm velocity ūB and not their thermal velocity c̄i =

√
κ . Consequently, a simple fix to retrieve the stability of the

solver consists in replacing c̄i by the Bohm in the numerical diffusion of the scheme, that is setting bi± = ūiRoe± ūB.
The result obtained via this method are displayed in Fig. 4. As it can be seen in the figure, the numerical oscillations

FIGURE 4. Number density, momentum and electric potential profiles at final time t f = 4t0. Plasma parameters: ε = 1/1836,
κ = 0.0025, λ̄D = 0.02. Numerical scheme: Lie splitting, Rusanov solver for electron and fixed HLL solver for ions and electrons.
Simulation parameters: N = 256 cells, ∆x≈ 4×10−3, ∆t ≈ 2×10−5.

as well as the gradient at the last cell in the ion flux disappear with this new numerical scheme. In the following we
refer to this scheme to as "fixed HLL".

Consistent discrete boundary conditions for electrons

Secondly, we deal with problem 3, i.e., the problem of the consistency of the discrete boundary conditions that we
employ for electrons. The condition that is imposed on the velocity of electrons is a direct consequence of the
continuous problem boundary conditions and cannot be modified if we are to remain consistent with our model.
Instead we focus on the boundary condition for electron density. To derive our new formula we first rewrite the



momentum equation, Eq. (1b) in a non-conservative form:

∂t̄ ūe+∂x̄

(
ū2
e

2
+

ln(n̄e)
ε

)
=

∂x̄φ̄

ε
−
(
ν̄e+ ν̄

iz) ūe. (22)

By using that the fact that the desired boundary condition implies the condition ∂t̄ ūe = 0 on the walls, we obtain the
discrete equation:

ln
(
n̄eG

)
− ln(n̄eB)

ε∆x
=−

ū2
eG
− ū2

eB

2∆x
+

φ̄G− φ̄B

ε∆x
−
(
ν̄e+ ν̄

iz)uwall

where the index G denotes the ghost cell and B the cell at the boundary of the domain. This leads to the full set of
equations:

n̄eG = n̄eB exp
(
−ε

2
(
ū2
eG
− ū2

eB

)
+
(
φ̄G− φ̄B

)
−∆xε

(
ν̄e+ ν̄

iz)uwall

)
, (23a)

φ̄G + φ̄B

2
= 0, (23b)

ūeG + ūeB

2
= enuwall . (23c)

where en = 1 for the right boundary and en = −1 for the left boundary of the domain. As comparison, the previous
boundary condition only used the formula n̄eG = n̄eB , leading to a slightly excessive value of the electron density at
the wall. In turn this effect was amplified by the strong gradient in electron velocity near the boundaries, ultimately
leading to inaccuracies in the electron momentum.

We display in Fig. 5 the results using this new boundary conditions with the Strang operator splitting, MUSCL-
Hancock for the convective step with Rusanov solver for electrons and fixed HLL solver for ions and RK2 methods
for the source term steps. There is still a drop of momentum in the boundary cells but it has been reduced nearly

.

FIGURE 5. Number density, momentum and electric potential profiles at final time t f = 4t0. Plasma parameters: ε = 1/1836,
κ = 0.0025, λ̄D = 0.02. Numerical scheme: new boundary conditions form Eq. (23), Strang splitting, RK2 for the source term
steps, MUSCL-Hancock methods with minmod slope limiters for the convective step and Rusanov solver for both electrons and
first order scheme with Rusanov solver for ions. Simulation parameters: N = 256 cells, ∆x≈ 4×10−3, ∆t ≈ 2×10−5.

by a factor eight. The solution is not perfectly smooth because although our boundary conditions are now consistent
with the continuous problem, they do not exactly match the structure of the Strang operator splitting. Moreover, now
that most of the numerical error stemming from the discretization of the boundary conditions have been significantly
reduced, it is clear that going for second order reconstruction does not remove, in a satisfactory manner at least, the
excessive diffusion of the scheme in the sheath area.



Controlled numerical diffusion for electron flux in the sheath

The last step in devising our new scheme is to tackle problem 1, the most complex problem of the three, which is
precisely the excessive numerical diffusion that appears in the sheath both with the first scheme and, to a lesser but
still problematic extent, with the second order reconstruction for electron.

The method we propose will be essentially a small alteration of the Lie splitting presented in Eq. (6). The computa-
tion of the momenta and of the electric potential remains unchanged, only density profiles are obtained in a different
way. In order to do so, the two first steps, Eqs. (6a) and (6b), are not modified. Then, the computation of the ionization
rate is delayed to first incorporate source terms for momentum equations. At that step, momentum values at time tn+1

are used to update number densities using a convective step with rescaled (at least for electrons) numerical diffusion.
Lastly, the ionization rate is computed to compensate for the actual loss of ion mass in the domain and the ionization
source term is added to the number densities of both ions and electrons. Overall, the unmodified part of method reads:

Step 1: Convective step: w∗α j
=wn

α j
− ∆t

∆x

(
Fn

α j+1/2
−Fn

α j−1/2

)
, (24a)

Step 2: Poisson equation:
(

φ̄
n+1
j

)
1≤ j≤N

= Pχ

((
n̄∗e j

, n̄∗i j

)
1≤ j≤N

)
, (24b)

Step 3: Momentum source terms: (n̄α ūα)
n+1
j = (n̄α ūα)

∗
j +∆t

(
−qα

φ̄
n+1
j+1 − φ̄

n+1
j−1

2∆x
− ν̄

∗
α j
(n̄α ūα)

∗
j

)
(24c)

Then we compute, using the updated values of momentums at time tn+1, the values of the number densities:

Step 4: Particle flux convective step: n̄∗∗α j
= n̄n

α j
− ∆t

∆x

(
(n̄α ūα)

n+1
j+1/2− (n̄α ūα)

n+1
j−1/2

)
, (25a)

Step 5: Ionization rate computation: ν̄
iz,∗∗ = I0

((
n̄n
i j
, n̄∗∗e j

, n̄∗∗i j

)
1≤ j≤N

)
, (25b)

Step 6: Density source terms: n̄n+1
α j

= n̄∗∗α j
+∆tν̄ iz,∗∗n̄∗∗e j

, (25c)

where the flux for the densities are computed using controlled diffusion, meaning that for electrons, we use the
Rusanov flux where the numerical diffusion has been rescaled, following our analysis of the problem, leading to the
new formula:

λ
e
max =

√
εχ (max(|ūeL | , |ūeR |)+ c̄e) (26)

The scheme remains stable although we have severely reduced the numerical dissipation because using the flux at
time tn+1 already brings some level of numerical diffusion. Similarly, we also scale, albeit in a little less dramatic
fashion, the numerical diffusion of ions with the HLL solver to take into account that the scheme becomes naturally
more diffusive when collisions are high. This leads to the modified coefficients:

bi± = ūiRoe±max(Ms
i ūB, c̄i) , (27)

where Ms
i = 1/(1+30∆xν̄i) is a scaling factor that was empirically tuned to reduce numerical viscosity in highly

collisional regime when it would become excessive.
The results of this new scheme are presented in Fig. 6, the new boundary conditions from Eq. (23) were used.

We can observe that with this modified Lie splitting and controlled diffusion, the fluxes of electrons and ions are
equal in the whole domain at the expected level of accuracy. Similarly, the electric potential reaches its theoretical
value. Consequently, with minimal modifications of our original first-order scheme, we have obtained a method that
outperforms classical second-order approaches available in the literature.

IMPACT OF THE COLLISIONAL REGIMES, GAS COMPOSITION, AND SPATIAL
RESOLUTION ON THE NOVEL SCHEME

We now study the impact of the collisions, the electron-to-ion mass ratio and the spatial resolution on the proposed
scheme.



FIGURE 6. Number density, momentum and electric potential profiles at final time t f = 4t0. Plasma parameters: ε = 1/1836,
κ = 0.0025, λ̄D = 0.02. Numerical scheme: Modified Lie splitting, controlled diffusion Rusanov solver for electron and scaled
diffusion fixed HLL solver for ions. Simulation parameters: N = 256 cells, ∆x≈ 4×10−3, ∆t ≈ 2×10−5.

First of all, we include the collisional terms in our model Eq. (1). Our second test case it therefore to consider a
highly collisional test case, where we choose a macro to mean path ratio for ions that is L0/λi = 103 and as reference
value for the ratio of cross sections we take σen/σin = 10−1. Result can be seen in Fig. 7. We can see that the

FIGURE 7. Number density, momentum and electric potential profiles at final time t f = 4t0. Plasma parameters: ε = 1/1836,
κ = 0.0025, λ̄D = 0.02, L0/λi = 103, σen/σin = 10−1. Numerical scheme: Modified Lie splitting, controlled diffusion Rusanov
solver for electron and scaled diffusion fixed HLL solver for ions. Simulation parameters: N = 256 cells, ∆x ≈ 4× 10−3, ∆t ≈
2×10−5.

method still preserves the ambipolarity (equal ion and electron fluxes) to a very satisfactory level, and that the electric
potential is correctly solved. Moreover, we also retrieve the characteristic sine profile for the densities in the bulk,
which is expected from the literature [1].

Secondly, we consider a heavier gas. For that purpose, we consider an argon gas, i.e. ε = 1.36× 10−5. The
results are displayed in As it can be seen in the figure, the numerical scheme accurately represents the plasma-sheath
transition even in the case of very small electron-to-ion mass ratios.

Lastly, we present a test case with a much larger domain with L0 = 500λD. The results are presented in Fig. 9.
These results demonstrate that the method also behaves well when larger domains are considered, so long as we use
at least two cells by Debye length.

As a perspective for our work, we also run this last case with an adaptive mesh refinement method based on multi-
resolution and error control [12, 13], see Fig. 10. We point out several facts. First of all, the method remains stable
although the Debye length is not resolved in the center of the simulation, where ∆x = 2−5 ≥ 10λ̄D. Second, the
ambipolarity of the currents is maintained well on the whole domain and in particular in the sheath and does not seem



FIGURE 8. Number density, momentum and electric potential profiles at final time t f = 4t0. Plasma parameters: ε = 1.36×10−5,
κ = 0.0025, λ̄D = 0.02, no collision. Numerical scheme: Modified Lie splitting, controlled diffusion Rusanov solver for electron
and scaled diffusion fixed HLL solver for ions. Simulation parameters: N = 256 cells, ∆x≈ 3×10−3, ∆t ≈ 4×10−6.

FIGURE 9. Number density, momentum and electric potential profiles at final time t f = 4t0. Plasma parameters: ε = 1/1836,
κ = 0.0025, λ̄D = 0.002, no collision. Numerical scheme: Modified Lie splitting, controlled diffusion Rusanov solver for electron
and scaled diffusion fixed HLL solver for ions. Simulation parameters: N = 1024 cells, ∆x≈ 1×10−3, ∆t ≈ 6×10−6.

FIGURE 10. Number density, momentum and electric potential profiles at final time t f = 4t0. Plasma parameters: ε = 1/1836,
κ = 0.0025, λ̄D = 0.002, no collision. Numerical scheme: Modified Lie splitting, controlled diffusion Rusanov solver for electron
and scaled diffusion fixed HLL solver for ions. Simulation parameters: ∆x ranges from 2−5 to 2−10, ∆t ≈ 6×10−6. The vertical
blue markers materialize the centers of the cells.



to be affected by the fact that the mesh is no longer uniform. Third and last, the electric potential is well resolved
and reaches the theoretical maximum value, which further validate our approach and paves the way for an efficient
multi-dimension simulation.

CONCLUSION

In conclusion, we have proposed a minor modification of the classical Lie splitting that employed rescaled diffu-
sion techniques to obtain a numerical method that performs well in various regimes to simulate bounded plasmas,
significantly outperforming even second-order methods. The method could now be extended to a wide range of 1D
applications and we have also been able to extend the scheme for 2D configuration, which we will present in future
work.
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reads:

Step 1: Source term half step, RK2: ν̄
iz,n = I1
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Step 2: Convective step, MUSCL-Hancock: w
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Step 4: Source term half step, RK2: ν̄
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n4
j

)
j∈{1,N}

,
(

n̄n4
e j

)
1≤ j≤N

)
(28i)

wn+1
α j

=w
n3
α j +

∆t
2
S
(
wn4

α j , ν̄
iz,n4 , n̄n4

e j
, φ̄ n+1

j±1

)
(28j)


	Numerical challenges in the simulation of 1D bounded low-temperature plasmas with charge separation in various collisional regimes
	Introduction
	Model
	Some classically used numerical schemes
	Accuracy loss and stability issues of the chosen classical approach
	A well chosen configuration for several numerical experiments
	Identification of several problems from numerical experiments
	Numerical analysis of the identified numerical problems of the classical schemes
	Electron flux error in the sheath
	Stability of the HLL solver for ions, influence of the source term
	Discrete boundary conditions for electrons


	A novel accurate and stable first-order scheme
	Adequate scaling of ion numerical diffusion for the HLL scheme in the quasi-neutral bulk
	Consistent discrete boundary conditions for electrons
	Controlled numerical diffusion for electron flux in the sheath

	Impact of the collisional regimes, gas composition, and spatial resolution on the novel scheme
	Conclusion
	Acknowledgments
	References
	Strang splitting for the Euler-Poisson equations


