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#### Abstract

In this work, Lawson type numerical methods are studied to solve Vlasov type equations on a phase space grid. These time integrators are known to satisfy enhanced stability properties in this context since they do not suffer from the stability condition induced from the linear part. We introduce here a class of modified Lawson integrators in which the linear part is approximated in such a way that some geometric properties of the underlying model are preserved, which has important consequences for the analysis of the scheme. Several Vlasov-Maxwell examples are presented to illustrate the good behavior of the approach.
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1. Introduction. In this work, we study high order Eulerian numerical methods to solve Vlasov type equations describing a system of charged particles under the influence of self-consistent electromagnetic fields. In addition to their nonlinear character, the solutions of the Vlasov equations present fine structures and strong gradients which are difficult to capture for the typical time scales used in plasma physics.

Several methods have been proposed in the past to solve efficiently kinetic problems. First, the so-called Particle-In-Cell methods have been introduced and still are extensively used $[7,48,34,33]$. They are based on a sampling of the distribution function using macro particles which are advanced in time through the characteristics equations, whereas the electromagnetic fields are computed on a spatial grid thanks to grid-projection techniques of the macro-particles. Even if these methods are extremely efficient in high dimensions, they are known to suffer from some numerical noise which prevents from an accurate description of the unknown and which slowly decreases when the number of macro-particles increases. Second, the so-called Eulerian methods which use a grid of the phase space have been considered $[10,32,25,44,2,42,43,23,49,13,9,3,15,6]$. These approaches enable the use of high order methods like spectral or finite differences/volumes methods, and as such, capture fine physical phenomena like Landau damping or filamentation. However, the stability condition relating the phase space mesh and the time step might be stringent, making these methods costly both in terms of CPU and memory to reach typical physical time scales. Another approach called the semi-Lagrangian method has been considered to take the best of the two latter approaches ([45, 25, 18, 17]). This method is Eulerian since it requires a grid of the phase space but it is Lagrangian since it follows the characteristics equation to update the unknown from one iteration to the next as such, the method does not suffer from the stability condition. How-

[^0]ever, to avoid high dimensional costly phase space reconstructions or interpolations, they are very often combined with a time splitting. Splitting methods turn out to be very powerful for Vlasov problems since the subsystems can often be solved exactly in time. However, it is not always the case and high order in time requires a very large number of stages, which of course may lead to expensive methods, in particular when the splitting involves three or more subsystems (see [12]).

Recently (see $[16,15,12,39]$ ), exponential time integrators have been investigated to numerically solve Vlasov equations as an alternative to above methods. The main observation was based on the fact that, in several Vlasov equations, the linear part induces the most stringent CFL condition. But since, by essence, the linear part can be potentially solved easily, a variation of constant formula can be written to pave the way of a new class of methods where the linear part is solved exactly and the nonlinear part is solved explicitly in time (to avoid expensive iterative solvers). Thanks to the huge bibliography on Runge-Kutta (RK) methods, efficient high order methods can then be obtained, whose number of stages (and thus the complexity) is only linear with respect to the order of the time integrator. There exists two main families of exponential integrators (see [29]) and as investigated in [15], among them, Lawson methods [36] are preferred for Vlasov problems.

In this work, we investigate and analyse Lawson methods for different Vlasov type equations. More specifically, for some complex problems, the exponential of the linear part turns out to be difficult (even impossible) to compute, even using dedicated softwares and some approximations are required. But due to the specific properties of the linear part in Vlasov equations, some standard exponential approximations lead to unstable methods. Indeed, when one considers the Vlasov equations, the linear part has pure imaginary eigenvalues, which means that the eigenvalues of the exponential belong to the unit circle, for any time steps and any space meshes. This important geometric property has to be preserved by the approximation for stability reasons. We checked that the so-called Padé approximant satisfies this property and the Padé strategy turns out to be well adapted in our context. Then, we prove that the order of accuracy of the so modified Lawson method (in which the exact exponential is replaced by an approximation) becomes $\mathcal{O}\left(\Delta t^{\min (m, r)}\right)$ with $\Delta t$ the time step, $m$ the order of the Lawson method and $r$ the order of approximation of the exponential approximation. As these methods rely on the very popular RK methods, they benefit from the huge literature enabling to reach high order efficiently and to be combined with adaptive time stepping strategy by using embedded RK methods.

In addition, for more simple problems like Vlasov-Ampère or Vlasov-Maxwell, for which the exponential of the linear part can be computed exactly, we observe that Lawson schemes enable to preserve the charge conservation exactly, for any underlying RK method. Indeed, inserting the calculation of the current in the linear part enables to solve exactly both the space transport and the Ampère equation, which is the key point to ensure that the underlying Poisson equation is satisfied exactly (see $[44,33,19]$ ). Hence, in addition to its efficiency, the versatility of exponential integrators turns out to be an interesting aspect in our context.

The rest of the paper is organized as follows. First, several aspects of Lawson methods are recalled and modified Lawson methods (where the exponential of the matrix is approximated) is introduced. Second, some models amenable to Lawson integrators are presented and in a third part, the Padé approximants are recalled and some important properties in our context are proved. Then, we analyse the convergence of the modified Lawson methods for a class of ODEs. Finally, several numerical illustrations are discussed.
2. Lawson methods. In this section, we recall the Lawson methods and introduce the modified Lawson methods. Lawson methods are a class of time integration schemes that are applied to differential equations (which, in our context, come from the phase space semi-discretization of Vlasov equations) of the form:

$$
\begin{equation*}
\dot{u}(t)=L u(t)+g(t, u(t)), \quad u(0)=u_{0} \in \mathbb{R}^{d} \tag{2.1}
\end{equation*}
$$

where $L$ is a $d \times d$ matrix and $g$ is a, in general nonlinear, function of the unknown $u$ and the time $t \geq 0$ whose values belong to $\mathbb{R}^{d}$ (i.e. for $d \in \mathbb{N}$, we have $u: t \in$ $\mathbb{R}^{+} \mapsto u(t) \in \mathbb{R}^{d}$ and $\left.g:(t, u) \in \mathbb{R}^{+} \times \mathbb{R}^{d} \mapsto \mathbb{R}^{d}\right)$. Lawson methods are especially efficient when applied to problems where $L$ implies a stringent stability condition if it is treated explicitly, which is typically the case of the Vlasov equations (see [15, 12]).
2.1. Standard Lawson methods. Solving (2.1) with the Lawson method [35] relies on the change of variable $v(t):=\exp (-t L) u(t)$ in (2.1) to get

$$
\begin{equation*}
\dot{v}(t)=\exp (-t L) g(t, \exp (t L) v(t)) \tag{2.2}
\end{equation*}
$$

Now an explicit Runge-Kutta method is applied to the transformed equation (2.2). We introduce the time discretization $t^{n}=n \Delta t$ with $\Delta t>0$ the time step, $n \in \mathbb{N}$ and $u^{n}$ (resp. $v^{n}$ ) denotes the numerical approximation of $u\left(t^{n}\right)$ (resp. $v\left(t^{n}\right)$ ). For the sake of simplicity, we first present the method for the explicit Euler scheme. Applying the forward Euler method to (2.2) leads to

$$
v\left(t^{n}+\Delta t\right) \approx v^{n+1}=v^{n}+\Delta t \exp \left(-t^{n} L\right) g\left(t^{n}, \exp \left(t^{n} L\right) v^{n}\right)
$$

Reversing the change of variable yields the following scheme for $u^{n}$

$$
u\left(t^{n}+\Delta t\right) \approx u^{n+1}=\exp (\Delta t L) u^{n}+\Delta t \exp (\Delta t L) g\left(t^{n}, u^{n}\right)
$$

This is the Lawson-Euler method, also a method of order one. More generally, the Lawson method induced by an explicit Runge-Kutta method $\operatorname{RK}(s, m)$ with $s$ stages of order $m$ can be written as

$$
\begin{align*}
u_{n}^{(r)} & =\exp \left(c_{r} \Delta t L\right) u^{n}+\Delta t \sum_{j=1}^{r-1} a_{r, j} \exp \left(\left(c_{r}-c_{j}\right) \Delta t L\right) g\left(t^{n}+c_{j} \Delta t, u_{n}^{(j)}\right), r=1, \ldots s  \tag{2.3}\\
u^{n+1} & =\exp (\Delta t L) u^{n}+\Delta t \sum_{j=1}^{s} b_{j} \exp \left(\left(1-c_{j}\right) \Delta t L\right) g\left(t^{n}+c_{j} \Delta t, u_{n}^{(j)}\right)
\end{align*}
$$

with the underlying explicit Runge-Kutta method defined by its Butcher tableau. The method defined by (2.3) will be denoted by $\operatorname{LRK}(s, m)$, which is the Lawson method induced by the $\mathrm{RK}(s, m)$ Runge-Kutta method.
2.2. Modified Lawson methods. For many problems, $\exp (t L)$ may be difficult, costly or even impossible to compute formally for all the involved parameters and approximations may be required (see [8, 22, 24, 40]). In the sequel we will denote by $\mathfrak{e x p}(t L)$ an approximation of $\exp (t L)$ and introduce $\tilde{u}^{n}$ an approximation of $u\left(t^{n}\right)$ for $n \in \mathbb{N}$ generated by the modified Lawson method. The modified Lawson M-LRK $(s, m)$ method (of order $m$ with $s$ stages) is simply obtained from (2.3) where

$$
\frac{d}{d t}\binom{\overrightarrow{\hat{f}}_{k}(t)}{\hat{E}_{k}(t)}+\left(\begin{array}{cc}
i k \frac{2 \pi}{b} \operatorname{diag}(\vec{v}) & \mathbf{0}^{T}  \tag{3.2}\\
\Delta v \vec{v} & 0
\end{array}\right)\binom{\overrightarrow{\hat{f}}_{k}(t)}{\hat{E}_{k}(t)}+\binom{[(\widehat{E \mathcal{D} \vec{f}})]_{k}}{0}=0,
$$

with $\operatorname{diag}(\vec{v})$ is the diagonal matrix of size $N_{v}$ with $v_{1}, v_{2}, \ldots, v_{N_{v}}$ on its diagonal and $(E \mathcal{D} f) \in \mathbb{R}^{N_{v}}$ is a finite difference approximation of $E \partial_{v} f$ on the velocity mesh. The (Fourier coefficient of the) current in the Ampère equation is approximated by a standard quadrature $\sum_{\ell=1}^{N_{v}} v_{\ell} \hat{f}_{k, \ell}(t) \Delta v$. We can then reformulate (3.2) under the following form with $U_{k}(t)=\left(\overrightarrow{\hat{f}}_{k}(t), \hat{E}_{k}(t)\right) \in \mathbb{R}^{N_{v}+1}$

$$
\frac{d}{d t} U_{k}(t)=L U_{k}(t)+N\left(U_{k}(t)\right),
$$

which is amenable to Lawson schemes. Moreover, $L$ is diagonalizable $L=P D P^{-1}$ with a pure imaginary spectrum $\operatorname{Sp}(L)=\{i(2 \pi k / b) \vec{v}\}$ and $\operatorname{cond}(P)$ is uniformly bounded with respect to $N_{v}$ and $N_{x}$.

Let us remark that this approach is different from the one proposed in [15, 16] since here the Ampère equation is involved in the linear part whereas the Poisson equation was updated at each Runge-Kutta stage in $[15,16]$. We believe that the current approach is more amenable to the Vlasov-Maxwell equation; moreover, as we shall see in Section 6, some properties can be proved using this approach.
3.2. Linearized hybrid fluid-kinetic model. The second example considered here is a hybrid model introduced in [46, 47, 30]. In this model, the case of a wave propagation parallel to a uniform magnetic field $\mathbf{B}_{0}=\left(0,0, B_{0}\right)^{T}, B_{0}>0$ is considered so that the problem becomes one dimensional in space (called $z$ ) but the three dimensions in velocity are kept: $\mathbf{v}=\left(v_{x}, v_{y}, v_{z}\right) \in \mathbb{R}^{3}$. Thus, under some assumptions (see $[30,12]$ ), a hot/cold decomposition is performed, and after a cold plasma approximation for the cold electron population, the following decomposition of the distribution function is considered:

$$
f(t, z, \mathbf{v})=\rho_{c}(z) \delta\left(\mathbf{v}-\mathbf{u}_{c}(t, z)\right)+f_{h}(t, z, \mathbf{v})
$$

with $\mathbf{j}_{c}(t, z)=\rho_{c}(z) \mathbf{u}_{c}(t, z)=\left(j_{c, x}, j_{c, y}, 0\right)(t, z) \in \mathbb{R}^{3}$ denotes the current, $\mathbf{u}_{c}(t, z) \in$ $\mathbb{R}^{3}$ the mean velocity and $\rho_{c}(z) \in \mathbb{R}$ the density of the cold particles population. Hence, the linearized hybrid fluid-kinetic model satisfied by

$$
U(t, z, \mathbf{v})=\left(f_{h}(t, z, \mathbf{v}), E_{x}(t, z), E_{y}(t, z), B_{x}(t, z), B_{y}(t, z), j_{c, x}(t, z), j_{c, y}(t, z)\right)
$$

can be derived (see [30, 12] for more details). The model is normalized as in [30, 12] and reads as ( $\Omega_{p e}$ denotes the ratio between the plasma and cyclotronic frequencies)

$$
\begin{align*}
& \frac{\partial j_{c, x}}{\partial t}=\Omega_{p e}^{2} E_{x}-j_{c, y} B_{0}, \quad \frac{\partial j_{c, y}}{\partial t}=\Omega_{p e}^{2} E_{y}+j_{c, x} B_{0}  \tag{3.3}\\
& \frac{\partial B_{x}}{\partial t}=\partial_{z} E_{y}, \quad \frac{\partial B_{y}}{\partial t}=-\partial_{z} E_{x}  \tag{3.4}\\
& \frac{\partial E_{x}}{\partial t}=-\partial_{z} B_{y}-j_{c, x}+\int_{\mathbb{R}^{3}} v_{x} f_{h} \mathrm{~d} \mathbf{v}, \quad \frac{\partial E_{y}}{\partial t}=\partial_{z} B_{x}-j_{c, y}+\int_{\mathbb{R}^{3}} v_{y} f_{h} \mathrm{~d} \mathbf{v}  \tag{3.5}\\
& \frac{\partial f_{h}}{\partial t}+v_{z} \partial_{z} f_{h}-\mathcal{F} \cdot \nabla_{\mathbf{v}} f_{h}=0 \tag{3.6}
\end{align*}
$$

with $\mathcal{F}\left(t, z, v_{x}, v_{y}, v_{z}\right)=\left(E_{x}+v_{y} B_{0}-v_{z} B_{y}, E_{y}-v_{x} B_{0}+v_{z} B_{x}, v_{x} B_{y}-v_{y} B_{x}\right)$.
As in the previous case, we use a Fourier discretization in the space $z$ direction so that the unknown is $U_{k}(t)=\left(\hat{j}_{c, x}, \hat{j}_{c, y}, \hat{B}_{x}, \hat{B}_{y}, \hat{E}_{x}, \hat{E}_{y}, \hat{f}_{h}\right)_{k}$ and satisfies $\partial_{t} U_{k}=$ $L U_{k}+N\left(t, U_{k}\right)$ with

$$
L=\left(\begin{array}{ccccccc}
0 & -B_{0} & 0 & 0 & \Omega_{p e}^{2} & 0 & 0  \tag{3.7}\\
B_{0} & 0 & 0 & 0 & 0 & \Omega_{p e}^{2} & 0 \\
0 & 0 & 0 & 0 & 0 & i k & 0 \\
0 & 0 & 0 & 0 & -i k & 0 & 0 \\
-1 & 0 & 0 & -i k & 0 & 0 & 0 \\
0 & -1 & i k & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -v_{z} i k
\end{array}\right), N:(t, U) \mapsto\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
\int_{\mathbb{R}^{3}} v_{x}\left(\hat{f}_{h}\right)_{k} \mathrm{~d} \mathbf{v} \\
\int_{\mathbb{R}^{3}} v_{y}\left(\hat{f}_{h}\right)_{k} \mathrm{~d} \mathbf{v} \\
{\left[\mathcal{F} \cdot \nabla_{\mathbf{v}} f_{h}\right]_{k}}
\end{array}\right)
$$

For the velocity space, we use finite differences methods (WENO type). Moreover, $L$ is diagonalizable $L=P D P^{-1}$ with a pure imaginary spectrum and cond $(P)$ is uniformly bounded with respect to $N_{x}, N_{v}$.
4. Padé approximant. In this section we recall the Padé approximant to approximate exponential of matrices. Obviously, many other approximations are possible (see [41]) but the Padé approximant enjoys some properties that have important consequences for the numerical approximation of the Vlasov models presented in the previous section in terms of stability of the resulting numerical schemes.

The Padé method turns out to be a very popular technique to approximate exponential of matrices (see for instance $[1,38,4]$ ). For a given matrix $L, t \in \mathbb{R}$ and $(p, q) \in \mathbb{N}^{2}$, the Padé approximant is a rational function defined by

$$
\begin{equation*}
P_{p, q}(t L)=h_{p, q}(t L)\left(k_{p, q}(t L)\right)^{-1} \tag{4.1}
\end{equation*}
$$

the numerator and denominator being polynomial functions of degree $p$ and $q$

$$
h_{p, q}(t L)=\sum_{\ell=0}^{p} \frac{\frac{p!}{(p-\ell)!}}{\frac{(p+q)!}{(p+q-\ell)!}} \frac{(t L)^{i}}{\ell!}, \quad k_{p, q}(t L)=\sum_{\ell=0}^{q}(-1)^{\ell} \frac{\frac{q!}{(q-\ell)!}}{\frac{(p+q)!}{(p+q-\ell)!}} \frac{(t L)^{i}}{\ell!} .
$$

From [1, 41], the error between the exponential of the matrix and the Pade approximant satisfies (for a given matrix norm $\|\cdot\|$ )

$$
\begin{equation*}
\left\|\exp (t L)-P_{p, q}(t L)\right\| \leq C t^{p+q+1} \tag{4.2}
\end{equation*}
$$

The choice of the Pade approximant is motivated in our case by the following proposition.

Proposition 4.1. Let $L$ be a diagonalizable matrix of size $d \in \mathbb{N}^{\star}$ (there exist an invertible matrix $P$ and a diagonal matrix $D$ such that $L=P D P^{-1}$ ) such that $S p(L) \subset i \mathbb{R}$ and let assume there exists a constant $C>0$ such that $\operatorname{cond}(P) \leq C$. Then, for $p \in \mathbb{N}$, the eigenvalues of the Padé approximant $P_{p, p}(t L)$ of $\exp (t L)$ belongs to the unit circle $\mathcal{C}(0,1)$, i.e., $\forall \lambda_{j} \in S p\left(P_{p, p}(t L)\right)$, one has $\left|\lambda_{j}\right|=1$. Moreover, for any $t \in \mathbb{R}$ and for any $n \in \mathbb{N}$

$$
\begin{equation*}
\left\|\left(P_{p, p}(t L)\right)^{n}\right\| \leq C \tag{4.3}
\end{equation*}
$$

Proof. Because $L$ is diagonalizable, there exists an invertible matrix $P$ such that $L=P D P^{-1}$ with $D$ a diagonal matrix. Since $\operatorname{Sp}(L) \subset i \mathbb{R}$, the diagonal terms of $D$ can be written as $D_{j, j}=i \alpha_{j}, \alpha_{j} \in \mathbb{R}, j=1, \ldots, d$. Computing powers of $L$ thus reduces to look at the power of $D_{j, j}$.

When $p=q$ the Padé approximant $P_{p, p}(t L)$ can be written as

$$
P_{p, p}(t L)=\left(\sum_{\ell=0}^{p} a_{\ell, p} \frac{(t L)^{\ell}}{\ell!}\right)\left(\sum_{\ell=0}^{p}(-1)^{\ell} a_{\ell, p} \frac{(t L)^{\ell}}{\ell!}\right)^{-1}
$$

with $a_{\ell, p}=\frac{\frac{p!}{(p-\ell)!}}{\frac{(2 p)!}{(2 p-\ell)!}}$. We rewrite the Padé approximant $P_{p, p}(t L)$ as

$$
\begin{aligned}
P_{p, p}(t L) & =\left(P\left(\sum_{\ell=0}^{p} a_{\ell, p} \frac{(t D)^{\ell}}{\ell!}\right) P^{-1}\right)\left(P\left(\sum_{\ell=0}^{p}(-1)^{\ell} a_{\ell, p} \frac{(t D)^{\ell}}{\ell!}\right) P^{-1}\right)^{-1} \\
& =P\left(\sum_{\ell=0}^{p} a_{\ell, p} \frac{(t D)^{\ell}}{\ell!}\right)\left(\sum_{\ell=0}^{p}(-1)^{\ell} a_{\ell, p} \frac{(t D)^{\ell}}{\ell!}\right)^{-1} P^{-1} \equiv P \tilde{D} P^{-1}
\end{aligned}
$$

where $\tilde{D}$ is still a diagonal matrix, as a product of two diagonal matrices. The diagonal terms of $\tilde{D}_{j, j}(j=1, \ldots, d)$ of $\tilde{D}$ thus writes

$$
\begin{aligned}
\tilde{D}_{j, j}= & \left(\sum_{\ell=0}^{p} i^{\ell} a_{\ell, p} \frac{\left(t \alpha_{j}\right)^{\ell}}{\ell!}\right)\left(\sum_{\ell=0}^{p}(-1)^{\ell} i^{\ell} a_{\ell, p} \frac{\left(t \alpha_{j}\right)^{\ell}}{\ell!}\right)^{-1} \\
= & \left(\sum_{\ell=0}^{\left\lfloor\frac{p}{2}\right\rfloor}(-1)^{\ell} a_{\ell, p} \frac{\left(t \alpha_{j}\right)^{2 \ell}}{2 \ell!}+i \sum_{\ell=0}^{\left\lfloor\frac{p}{2}\right\rfloor-1}(-1)^{\ell} a_{\ell, p} \frac{\left(t \alpha_{j}\right)^{2 \ell+1}}{(2 \ell+1)!}\right) \\
& \left(\sum_{\ell=0}^{\left\lfloor\frac{p}{2}\right\rfloor}(-1)^{\ell} a_{\ell, p} \frac{\left(t \alpha_{j}\right)^{2 \ell}}{2 \ell!}-i \sum_{\ell=0}^{\left\lfloor\frac{p}{2}\right\rfloor-1}(-1)^{\ell} a_{\ell, p} \frac{\left(t \alpha_{j}\right)^{2 \ell+1}}{(2 \ell+1)!}\right)^{-1}=\lambda_{j}^{p,+} / \lambda_{j}^{p,-} .
\end{aligned}
$$

Observing $\lambda_{j}^{p,+}=\overline{\lambda_{j}^{p,-}}, \forall j=1, \ldots, d$ enables to deduce that $\operatorname{Sp}\left(P_{p, p}(t L)\right) \subset \mathcal{C}(0,1)$. Now let $t \in \mathbb{R}$ and $n \in \mathbb{N}$ and observe that we get similarly $\left(P_{p, p}(t L)\right)^{n}=P \tilde{D}^{n} P^{-1}$, where $\tilde{D}^{n}$ is again a diagonal matrix with diagonal terms that belongs to the unit circle, thus a unitary matrix. Therefore $\left\|\tilde{D}^{n}\right\|=1$ and the required upper bound (4.3) follows with the constant $C=\operatorname{cond}(P)=\|P\|\left\|P^{-1}\right\|$.

We end up this section by making some remarks.
Remark 4.2. For the case $p \neq q$, it is possible to write down the euclidean division of $h_{p, q} \in \mathbb{R}^{p}[i X]$ by $k_{p, q} \in \mathbb{R}^{q}[i X]$. There exist $Q_{p-q} \in \mathbb{R}^{p-q}[i X]$ and $R \in \mathbb{R}^{\ell}[i X]$ with $\ell<q$ such that

$$
h_{p, q}(z)=k_{p, q}(z) Q_{p-q}(z)+R(z) .
$$

Hence, we have

$$
P_{p, q}(z)=\frac{h_{p, q}(z)}{k_{p, q}(z)}=Q_{p-q}(z)+\frac{R(z)}{k_{p, q}(z)} .
$$

In the examples presented in Section 3, the argument $z$ is a pure imaginary number such that $|z| \rightarrow+\infty$ when $N_{x} \rightarrow+\infty$. Hence, when $p>q$, one directly obtains that $\left|Q_{p-q}(z)\right| \rightarrow+\infty$ as $|z| \rightarrow+\infty$ which leads to severe stability issues making this case usefullness in practice. A specific example is $P_{2,1}(z)$ for which we can prove that $\left|P_{2,1}(z)\right|>1$ for all $z \in i \mathbb{R}^{\star}$. We will present a numerical illustration in Section 7.

The case $p<q$ turns out to be more complicated. Indeed, if $|p-q|$ is large enough $(|p-q|>2$ typically), instabilities are observed in the sense that (4.3) is not satisfied. Indeed, we investigate numerically the limit when $n \rightarrow+\infty$ of $\left(P_{p, q}(z T / n)\right)^{n}$ for a fixed final time $T$ and with $z \in i \mathbb{R}$ such that $|z|$ is large. First, we observe numerically that even if $\left|P_{p, q}(z)\right| \rightarrow 0$ as $|z| \rightarrow+\infty$, some values of $\left|P_{p, q}(z)\right|$ are larger than 1 , thus we observe that $\left|\left(P_{p, q}(z T / n)\right)^{n}\right| \rightarrow+\infty$ as $n \rightarrow \infty$ for a fixed final time $T=10$. Finally, still for the case $p<q$ but when $1 \leq|p-q| \leq 2$, we observed that the method is stable $\left|P_{p, q}(z)\right| \leq 1, \forall z \in i \mathbb{R}$.

Remark 4.3. Another simple approximation is the Taylor expansion of the exponential, which corresponds to a Padé approximant whose degree denominator $q$ is zero:

$$
\exp (t L) \approx P_{p, 0}(t L)=\sum_{\ell=0}^{p} \frac{(t L)^{\ell}}{\ell!}
$$

for which a similar error estimate can be easily derived $\left\|\exp (t L)-P_{p, 0}(t L)\right\| \leq C t^{p+1}$ but, in that case, as discussed in the previous remark, stability issues are observed.
5. Modified Lawson methods. In this section, we perform a numerical analysis of the modified Lawson schemes, in which the exponential of the matrix $\exp (t L)$ is approximated by $\mathfrak{e x p}(t L)$ verifying for all $t \in \mathbb{R}$ and all $n \in \mathbb{N}$ : $\left\|(\mathfrak{e x p}(t L))^{n}\right\| \leq C$ (which is the case for the Padé approximant due to (4.3)). To do so, we consider the following system of ODEs (where $g$ is a smooth function which is assumed to not depend on $t$ for simplicity)

$$
\begin{equation*}
\dot{u}(t)=L u(t)+g(u(t)), \quad u(0)=u_{0} \in \mathbb{R}^{d} . \tag{5.1}
\end{equation*}
$$

General explicit RK schemes with modified Lawson method are considered latter on, but we first give a proof of convergence for the following first order scheme

$$
\begin{equation*}
\tilde{u}^{n+1}=\mathfrak{e x p}(\Delta t L) \tilde{u}^{n}+\Delta t \mathfrak{e x p}(\Delta t L) g\left(\tilde{u}^{n}\right), \quad u^{0}=u_{0} \in \mathbb{R}^{d} . \tag{5.2}
\end{equation*}
$$

We perform the following assumptions on the nonlinearity $g$ and the linear part $L$.

## Assumption 5.1. Assumptions on $g$

- $g$ is a locally Lipschitz continuous function from $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$,
- $g^{\prime}$ is continuous and locally bounded from $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$.

These assumptions ensure that (5.1) has a unique solution $u$ defined on some interval $[0, T]$. From the property on $g$, we deduce $\|g(u(t))\| \leq C(\|u(t)\|+1), \forall t \in[0, T]$ where the constant $C>0$ may depend on $T$, or say on a given compact set of $\mathbb{R}^{d}$ that contains the range $u([0, T])$ and $\{0\}$.

Remark 5.1. A more tractable assumption would be to consider a global Lipschitz continuous function $g$ so that the above estimate is still available but now at any point $u \in \mathbb{R}^{d}$ with a uniform constant $C:\|g(u)\| \leq C(\|u\|+1), \quad \forall u \in \mathbb{R}^{d}$. In order to lighten the next proofs, we will use that global inequality and discuss in a subsequent remark how to adapt the proofs to the local Lipschitz case only.

## Assumption 5.2. Assumptions on $L$

- $L$ is conjugated to a skew Hermitian matrix: $L=P H P^{-1}\left(H^{\star}=-H\right)$,
- $\exists C>0$ such that cond $(P) \equiv\|P\|\left\|P^{-1}\right\| \leq C$.

In the proofs, we will use the following version of the Gronwall lemma.
Lemma 5.2 (Gronwall Lemma). Let $\left(a_{n}\right),\left(b_{n}\right)$ be two nonnegative sequences and a constant $M \geq 0$ satisfying $a_{n+1} \leq M+\sum_{k=0}^{n} a_{k} b_{k}$ for any natural number $n$, then $a_{n+1} \leq M \exp \left(\sum_{k=0}^{n} b_{k}\right)$.
5.1. First order. In this subsection, we prove the convergence of the first order modified Lawson methods introduced above. For the first order scheme (5.2), we are able to prove the following theorem.

Theorem 5.3. Under the assumptions 5.1 and 5.2 on $g$ and $L$ stated above and with $\mathfrak{x x p}(\Delta t L)$ such that $\|\exp (\Delta t L)-\mathfrak{e x p}(\Delta t L)\| \leq C \Delta t^{r+1}$, the first order modified Lawson method (5.2) satisfies the following error estimate

$$
\left\|u\left(t^{n}\right)-\tilde{u}^{n}\right\| \leq C \Delta t^{\min (1, r)}, \quad \forall n \leq N, \text { with } N \text { such that } N \Delta t \leq T .
$$

Proof. The first order modified Lawson scheme writes

$$
\begin{equation*}
\tilde{u}^{n+1}=\mathfrak{e x p}(\Delta t L) \tilde{u}^{n}+\Delta t \mathfrak{e x p}(\Delta t L) g\left(\tilde{u}^{n}\right), \tag{5.3}
\end{equation*}
$$

and by induction, it comes

$$
\begin{equation*}
\tilde{u}^{n}=(\mathfrak{e x p}(\Delta t L))^{n} \tilde{u}^{0}+\Delta t \sum_{k=0}^{n-1}(\mathfrak{e x p}(\Delta t L))^{n-k} g\left(\tilde{u}^{k}\right) \tag{5.4}
\end{equation*}
$$

One thus deduces that $\tilde{u}^{n}$ is bounded by considering the norm of (5.4) to get

$$
\left\|\tilde{u}^{n}\right\| \leq C\left\|\tilde{u}^{0}\right\|+C \Delta t \sum_{k=0}^{n-1}\left(\left\|\tilde{u}^{k}\right\|+1\right)
$$

and we conclude thanks to the Gronwall lemma. In comparison with (5.3), the exact solution writes

$$
\begin{align*}
u\left(t^{n+1}\right) & =\exp (\Delta t L) u\left(t^{n}\right)+\Delta t \int_{t^{n}}^{t^{n+1}} e^{\left(t^{n+1}-t\right) L} g(u(t)) d t \\
& =\exp (\Delta t L) u\left(t^{n}\right)+\Delta t e^{\Delta t L} g\left(u\left(t^{n}\right)\right)+\mathfrak{r}^{n} \tag{5.5}
\end{align*}
$$

where $\mathfrak{r}^{n}$ denotes the local truncation error

$$
\begin{aligned}
\mathfrak{r}^{n} & =\int_{t^{n}}^{t^{n+1}}\left(t-t^{n}\right) \int_{0}^{1} \frac{d}{d t}\left(e^{\left(t^{n+1}-t\right) L} g(u(t))\right)_{t=t^{n}+\sigma\left(t-t^{n}\right)} d \sigma d t \\
& =\int_{t^{n}}^{t^{n+1}}\left(t-t^{n}\right) \int_{0}^{1} \exp \left(\Delta t-\sigma\left(t-t^{n}\right)\right)\left[-L g(u(\cdot))+g^{\prime}(u(\cdot)) \frac{d u}{d t}(\cdot)\right]_{t^{n}+\sigma\left(t-t^{n}\right)} d \sigma d t .
\end{aligned}
$$

Defining the local error as $e^{n+1}=u\left(t^{n+1}\right)-\tilde{u}^{n+1}$ and considering the difference of the two above equations (5.3) and (5.5), one obtains

$$
\begin{aligned}
e^{n+1}= & \exp (\Delta t L) u\left(t^{n}\right)-\mathfrak{e x p}(\Delta t L) \tilde{u}^{n}+\Delta t\left[\exp (L \Delta t) g\left(u\left(t^{n}\right)\right)-\mathfrak{e x p}(\Delta t L) g\left(\tilde{u}^{n}\right)\right]+\mathfrak{r}^{n} \\
= & \exp (\Delta t L) e^{n}+\Delta t \exp (\Delta t L)\left[g\left(u\left(t^{n}\right)\right)-g\left(\tilde{u}^{n}\right)\right] \\
& +(\exp (\Delta t L)-\mathfrak{e x p}(\Delta t L))\left[\tilde{u}^{n}+\Delta t g\left(\tilde{u}^{n}\right)\right]+\mathfrak{r}^{n}
\end{aligned}
$$

By induction, we deduce from there
$e^{n}=\exp (n \Delta t L) e^{0}+\Delta t \sum_{k=0}^{n-1} \exp ((n-k) \Delta t L) \delta_{k}+\sum_{k=0}^{n-1} \exp ((n-1-k) \Delta t L)\left(\gamma_{k}+\mathfrak{r}^{k}\right)$,
with $\delta_{k}=\left[g\left(u\left(t^{k}\right)\right)-g\left(\tilde{u}^{k}\right)\right], \gamma_{k}=(\exp (\Delta t L)-\mathfrak{e x p}(\Delta t L))\left[\tilde{u}^{n}+\Delta \operatorname{tg}\left(\tilde{u}^{n}\right)\right]$. First, the local truncation error satisfies $\left\|\mathfrak{r}^{n}\right\| \leq C \Delta t^{2}$. Second, using the upper bound $\|\exp (L t)\| \leq C, \forall t \in[0, T]$ and the Lipschitz bound $\operatorname{Lip}(g)$ on $g$, we deduce $\left\|\exp ((n-k) \Delta t L) \delta_{k}\right\| \leq C \operatorname{Lip}(g)\left\|e^{k}\right\|$. Finally, using the assumption $\| \exp (\Delta t L)-$ $\mathfrak{e x p}(\Delta t L) \| \leq C \Delta t^{r+1}$ together with $\left\|\tilde{u}^{n}\right\| \leq C, \forall n \leq N$ we get

$$
\begin{aligned}
\left\|e^{n}\right\| & \leq\|\exp (n \Delta t L)\|\left\|e^{0}\right\|+C \operatorname{Lip}(g) \Delta t \sum_{k=0}^{n-1}\left\|e^{k}\right\|+C n\left(\Delta t^{2}+\Delta t^{r+1}\right) \\
& \leq C \operatorname{Lip}(g) \Delta t \sum_{k=0}^{n-1}\left\|e^{k}\right\|+C T\left(\Delta t+\Delta t^{r}\right)
\end{aligned}
$$

We can conclude using again the Gronwall lemma 5.2.

$$
\begin{equation*}
\left\|e^{n}\right\| \leq C T\left(\Delta t+\Delta t^{r}\right) \exp \left(C \operatorname{Lip}(g) \sum_{k=0}^{n-1} \Delta t\right) \tag{5.6}
\end{equation*}
$$

whence finally $\left\|e^{n}\right\| \leq C \Delta t^{\min (1, r)}$, provided that $0 \leq n \Delta t \leq T$.

Remark 5.4 (Local Lipschitz continuity). When considering a only local Lisphitz continuous function $g$, the previous proof has to be slightly adapted, proving the boundedness of the numerical solution within its convergence. For the sake of completeness, we give hereafter a short proof in that case for the first order modified Lawson method. Actually, the idea of that proof generalizes without difficulty for high order modified Lawson methods discussed later on but then without such observations.
Let us consider a solution $t \mapsto u(t)$ defined for $t \in[0, T]$ and introduce the following compact set in $\mathbb{R}^{d}: K_{T}:=\bigcup_{t \in[0, T]} \overline{B(u(t), 1)}$ which contains the range of the exact solution. Let us denote now $\operatorname{Lip}(g)>0$ the Lipschitz constant of $g$ on $K_{T}$. The above analysis is available to get (5.6), provided that any of the terms $\left(\tilde{u}_{k}\right)_{0 \leq k \leq n}$ belongs to $K_{T}$. Now to prove that, we proceed by induction on the integer $n$ and adjust a priori the value $\Delta t$ to be sufficiently small. To that aim, from the definition of $K_{T}$ the following inequality is sufficient:

$$
2 C T \Delta t \exp (C \operatorname{Lip}(g) T)<1
$$

5.2. Arbitrary order and stage. In this subsection, we extend the convergence of the modified Lawson Runge-Kutta method to the general case (order $m$ and $s$ stages). Of course, additional regularity assumptions have to be performed on $g$ to ensure the convergence of the Lawson Runge-Kutta method, i.e.

## Assumption 5.3. Assumptions on $g$

- $g$ is a locally Lipschitz continuous function from $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$,
- $g^{(p)}, p \leq m+1$ is continuous and locally bounded from $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$.

The same assumptions as in the first order case are performed on $g$ and $L$.
Thus we have the following theorem.
Theorem 5.5. Under assumptions 5.3 and 5.2 on $g$ and $L$ stated above and with $\mathfrak{e x p}(\Delta t L)$ such that $\|\exp (\Delta t L)-\mathfrak{e x p}(\Delta t L)\| \leq C \Delta t^{r+1}$, the modified Lawson method $M-L R K(s, m)$ (2.4) of order $m$ with $s$ stages satisfies the following error estimate

$$
\left\|u\left(t^{n}\right)-\tilde{u}^{n}\right\| \leq C \Delta t^{\min (m, r)}, \quad \forall n \leq N, \text { with } N \text { such that } N \Delta t \leq T
$$

Proof. In a first step, we prove the boundedness of the solution $\tilde{u}^{n}$. For a given integer $n$, we first consider the stages iterations for $1 \leq i \leq s$, defined from

$$
\tilde{u}_{n}^{(i)}=\mathfrak{e x p}\left(c_{i} \Delta t L\right) \tilde{u}^{n}+\Delta t \sum_{j=1}^{i-1} a_{i j} \mathfrak{e x p}\left(\left(c_{i}-c_{j}\right) \Delta t L\right) g\left(\tilde{u}_{n}^{(j)}\right)
$$

From the bound (4.3) and by iteration on $i$, we obtain the following estimate

$$
\begin{equation*}
\left\|\tilde{u}_{n}^{(i)}\right\| \leq C\left(\left\|\tilde{u}^{n}\right\|+\Delta t\right) \tag{5.7}
\end{equation*}
$$

Now let us introduce $F_{n}=\sum_{j=1}^{s} b_{j} \mathfrak{e x p}\left(\left(1-c_{j}\right) \Delta t L\right) g\left(\tilde{u}_{n}^{(j)}\right)$ so that the global iteration over $u^{n}$ solves as

$$
\tilde{u}^{n}=\mathfrak{e x p}(\Delta t L)^{n} \tilde{u}^{0}+\Delta t \sum_{k=0}^{n-1}(\mathfrak{e x p}(\Delta t L))^{n-1-k} F_{k}
$$

Thanks to the assumptions on $g$ and (5.7), we obtain the following inequality $\left\|F_{n}\right\| \leq$ $C\left(\left\|\tilde{u}^{n}\right\|+1\right)$ and thus $\left\|\tilde{u}^{n}\right\| \leq C\left(\left\|\tilde{u}^{0}\right\|+T+\Delta t \sum_{k=0}^{n-1}\left\|\tilde{u}^{k}\right\|\right)$. Finally from the Gronwall
lemma 5.2 we deduce the estimate on $\tilde{u}^{n}$

$$
\begin{equation*}
\left\|\tilde{u}^{n}\right\| \leq C\left(\left\|\tilde{u}^{0}\right\|+T\right) \exp (C T) \tag{5.8}
\end{equation*}
$$

Next, we consider the error estimate and introduce $u^{n}$ the numerical solution generated by the Lawson method $\operatorname{RK}(m, s)$ (order $m$ and $s$ stages) for which the following error estimates is known to hold (see Theorem 4.7 in [28])

$$
\begin{equation*}
\left\|u\left(t^{n}\right)-u^{n}\right\| \leq C \Delta t^{m} \tag{5.9}
\end{equation*}
$$

Thus, from the following decomposition of the error

$$
e^{n}=u\left(t^{n}\right)-\tilde{u}^{n}=u\left(t^{n}\right)-u^{n}+u^{n}-\tilde{u}^{n}=u\left(t^{n}\right)-u^{n}+\mathfrak{e}^{n},
$$

we have to estimate the difference $\mathfrak{e}^{n}=u^{n}-\tilde{u}^{n}$ between the solution of the classical Lawson Runge-Kutta scheme $\left(u^{n}\right)_{n}$ and the one from the modified Lawson RungeKutta scheme $\left(\tilde{u}^{n}\right)_{n}$. One can write

$$
\begin{aligned}
\mathfrak{e}^{n+1}= & u^{n+1}-\tilde{u}^{n+1} \\
= & \exp (\Delta t L) u^{n}-\mathfrak{e x p}(\Delta t L) \tilde{u}^{n} \\
& +\Delta t \sum_{j=1}^{s} b_{j}\left[\exp \left(\left(1-c_{j}\right) \Delta t L\right) g\left(u_{n}^{(j)}\right)-\mathfrak{e x p}\left(\left(1-c_{j}\right) \Delta t L\right) g\left(\tilde{u}_{n}^{(j)}\right)\right] \\
= & \exp (\Delta t L) \mathfrak{e}^{n}+\Delta t \sum_{j=1}^{s} b_{j}\left[\exp \left(\left(1-c_{j}\right) \Delta t L\right)\left(g\left(u_{n}^{(j)}\right)-g\left(\tilde{u}_{n}^{(j)}\right)\right)\right] \\
& +\gamma(1) \tilde{u}^{n}+\Delta t \sum_{j=1}^{s} b_{j} \gamma\left(1-c_{j}\right) g\left(\tilde{u}_{n}^{(j)}\right)
\end{aligned}
$$

where we introduced $\gamma(z)=\exp (z \Delta t L)-\mathfrak{e x p}(z \Delta t L)$. By induction, we get

$$
\begin{aligned}
\mathfrak{e}^{n}= & \exp (n \Delta t L) \mathfrak{e}^{0} \\
& +\sum_{k=0}^{n-1} \exp (\Delta t L(n-1-k))\left(\Delta t \sum_{j=1}^{s} b_{j}\left[\exp \left(\left(1-c_{j}\right) \Delta t L\right)\left(g\left(u_{k}^{(j)}\right)-g\left(\tilde{u}_{k}^{(j)}\right)\right)\right]\right. \\
.10) & \left.+\gamma(1) \tilde{u}^{n}+\Delta t \sum_{j=1}^{s} b_{j} \gamma\left(1-c_{j}\right) g\left(\tilde{u}_{k}^{(j)}\right)\right) .
\end{aligned}
$$

As we can see in (5.10), the error $\mathfrak{e}_{k}^{(j)}=u_{k}^{(j)}-\tilde{u}_{k}^{(j)}(j=1, \ldots, s)$ of the internal stages of the Lawson and modified Lawson methods has to be estimated. From the definition of the two Lawson schemes (2.3) and (2.4), it comes

$$
\begin{aligned}
\mathfrak{e}_{k}^{(i)}= & u_{k}^{(i)}-\tilde{u}_{k}^{(i)} \\
= & \exp \left(c_{i} \Delta t L\right) u^{k}-\mathfrak{e x p}\left(c_{i} \Delta t L\right) \tilde{u}^{k} \\
& +\Delta t \sum_{j=1}^{i-1} a_{i, j}\left[\exp \left(\left(c_{i}-c_{j}\right) \Delta t L\right) g\left(u_{k}^{(j)}\right)-\mathfrak{e x p}\left(\left(c_{i}-c_{j}\right) \Delta t L\right) g\left(\tilde{u}_{k}^{(j)}\right)\right] \\
= & \exp \left(c_{i} \Delta t L\right) \mathfrak{e}^{k}+\Delta t \sum_{j=1}^{i-1} a_{i, j}\left[\exp \left(\left(c_{i}-c_{j}\right) \Delta t L\right)\left(g\left(u_{k}^{(j)}\right)-g\left(\tilde{u}_{k}^{(j)}\right)\right)\right] \\
+ & \gamma\left(c_{i}\right) \tilde{u}^{k}+\Delta t \sum_{j=1}^{i-1} a_{i, j} \gamma\left(c_{i}-c_{j}\right) g\left(\tilde{u}_{k}^{(j)}\right) .
\end{aligned}
$$

As performed at the beginning of the proof, we iterate on $i$ and then we use the Lipschitz property of $g$ on the one side, and the error estimate $\|\exp (\Delta t L)-\mathfrak{e x p}(\Delta t L)\| \leq$ $C \Delta t^{r+1}$ together with the bound (5.8) on the other side. We thus deduce the following inequality for $\mathfrak{e}_{k}^{(i)}, i=1, \ldots, s$ :

$$
\left\|\mathfrak{e}_{k}^{(i)}\right\| \leq C\left\|\mathfrak{e}^{k}\right\|+C \Delta t \sum_{j=1}^{i-1} a_{i, j}\left\|\mathfrak{e}_{k}^{(j)}\right\|+C \Delta t^{r+1}
$$

from which it can be proved by induction

$$
\begin{equation*}
\left\|\mathfrak{e}_{k}^{(i)}\right\| \leq C\left\|\mathfrak{e}^{k}\right\|+C \Delta t^{r+1}, \quad i=1, \ldots, s \tag{5.11}
\end{equation*}
$$

Now, we come back to (5.10) and use (5.11) and the same lines of arguments as for the internal stages enable to get

$$
\left\|\mathfrak{e}^{n}\right\| \leq C\left\|\mathfrak{e}^{0}\right\|+C \Delta t \sum_{k=0}^{n-1}\left(\sum_{j=1}^{s}\left\|\mathfrak{e}_{k}^{(j)}\right\|+C \Delta t^{r+1}\right) \leq C \Delta t \sum_{k=0}^{n-1}\left\|\mathfrak{e}^{k}\right\|+C \Delta t^{r}
$$

and we deduce from the Gronwall lemma 5.2 that $\left\|\mathfrak{e}^{n}\right\| \leq C \Delta t^{r}$. Finally, we conclude using (5.9).

Remark 5.6. As observed for the first order method, the above proof extends to the local Lipschitz case, with the same arguments.
6. Properties for the Vlasov-Ampère equations. Regarding the VlasovAmpère case, the (modified) Lawson schemes enjoys some properties that are detailed in this part.
6.1. Preserving the charge. An interesting property of the Lawson and modified Lawson Runge-Kutta methods applied to the Vlasov-Ampère system is the preservation of the charge, i.e. the fact that the Poisson equation $\partial_{x} E=\int_{\mathbb{R}} f d v-1$ is preserved along time without resolving it. Indeed, let consider the semi-discrete system

$$
\begin{equation*}
\frac{d}{d t}\binom{\overrightarrow{\hat{f}}_{k}(t)}{\hat{E}_{k}(t)}=L\binom{\overrightarrow{\hat{f}}_{k}(t)}{\hat{E}_{k}(t)}-\binom{[(\widehat{E \mathcal{D} \vec{f}})]_{k}}{0}, \tag{6.1}
\end{equation*}
$$

where $(\mathcal{D} f)_{\ell}$ denotes a consistent finite difference operator applied to the sequence $\left(f_{\ell}\right)_{\ell}$. An example can be $(\mathcal{D} f)_{\ell}=\left(f_{\ell+1}-f_{\ell-1}\right) /(2 \Delta v)$ but higher order or uncentered schemes can be used.

Proposition 6.1. The schemes (2.3) and (2.4) (where $\mathfrak{e x p}$ is chosen as $P_{p, p}$ the Padé approximant) applied to (6.1) preserve the following discrete Poisson equation

$$
i k \frac{2 \pi}{b} \hat{E}_{k}^{n}=\Delta v \sum_{\ell=1}^{N_{v}} \hat{f}_{k, \ell}^{n}, \forall n \geq 1, \text { for } k \neq 0 \text { and } \hat{E}_{k=0}^{n}=0,
$$

provided that it is satisfied at the initial time $n=0$.
Proof. First, we write down the exponential of matrices for the Lawson and modified Lawson schemes (let us remark that for simplicity we will denote $k$ instead of $k 2 \pi / b$ with $[0, b]$ the space interval)

$$
\exp (t L)=\left(\begin{array}{cc}
\operatorname{diag}(\exp (-i k t \vec{v})) & \mathbf{0}^{T} \\
\frac{i \Delta v}{k}(\mathbb{1}-\exp (-i k t \vec{v})) & 1
\end{array}\right), \quad P_{p, p}(t L)=\left(\begin{array}{cc}
\operatorname{diag}(\vec{a}) & \mathbf{0}^{T} \\
\frac{i \Delta v}{k}(\mathbb{1}-\vec{a}) & 1
\end{array}\right)
$$

with $a_{\ell}=P_{p, p}\left(-i k t v_{\ell}\right)$. We can observe that the structure of the matrix $P_{p, p}(t L)$ is very close to the one of $\exp (t L)$. Thus in the sequel, we will use the notation $\beta_{\ell}$ (the $\ell$-th component of $\vec{\beta} \in \mathbb{R}^{N_{v}}$ ) which is equal to $\exp \left(-i k t v_{\ell}\right)$ for the Lawson case and which is equal to $P_{p, p}\left(-i k t v_{\ell}\right)$ in the modified case. We present the proof for the first order Lawson case (that is forward Euler) but the proof can be generalized to arbitrary explicit Runge-Kutta schemes of order $m$ and stages $s$. Considering the $N_{v}$ first components of (6.1) gives

$$
\begin{equation*}
\left.\hat{f}_{k, \ell}^{n+1}=\beta_{\ell} \hat{f}_{k, \ell}^{n}-\Delta t \beta_{\ell}\left(\widehat{E^{n}\left(\mathcal{D} f^{n}\right.}\right)_{\ell}\right)_{k}, \quad \ell=1, \ldots, N_{v} \tag{6.2}
\end{equation*}
$$

wheres the last component of (6.1) gives (using (6.2))

$$
\begin{aligned}
\hat{E}_{k}^{n+1} & =\hat{E}_{k}^{n}+\sum_{\ell=1}^{N_{v}} \frac{i \Delta v}{k}\left(1-\beta_{\ell}\right) \hat{f}_{k, \ell}^{n}-\Delta t \sum_{\ell=1}^{N_{v}} \frac{i \Delta v}{k}\left(1-\beta_{\ell}\right)\left(E^{n}\left(\mathcal{D} f^{n}\right)_{\ell}\right)_{k} \\
& \left.=\hat{E}_{k}^{n}+\sum_{\ell=1}^{N_{v}} \frac{i \Delta v}{k}\left(1-\beta_{\ell}\right) \hat{f}_{k, \ell}^{n}-\Delta t \frac{i \Delta v}{k} \sum_{\ell=1}^{N_{v}}\left(\widehat{E^{n}\left(\mathcal{D} f^{n}\right.}\right)_{\ell}\right)_{k}-\sum_{\ell=1}^{N_{v}} \frac{i \Delta v}{k}\left(\hat{f}_{k, \ell}^{n+1}-\beta_{\ell} \hat{f}_{k, \ell}^{n}\right), \\
& =\hat{E}_{k}^{n}-\frac{i}{k} \hat{\rho}_{k}^{n+1}+\frac{i}{k} \hat{\rho}_{k}^{n}
\end{aligned}
$$

where we denote $\hat{\rho}_{k}^{n}=\sum_{\ell=1}^{N_{v}} \hat{f}_{k, \ell}^{n} \Delta v$ and used $\sum_{\ell=1}^{N_{v}}\left(\mathcal{D} f^{n}\right)_{\ell}=0$ since the discrete operator $\mathcal{D}$ is chosen to be consistent. Thus, assuming the Poisson equation is satisfied initially $i k \hat{E}_{k}^{0}=\hat{\rho}_{k}^{0}$, this last relation implies by induction $i k \hat{E}_{k}^{n+1}=\hat{\rho}_{k}^{n+1}$ which proves the Poisson equation is propagated.
The RK case extends easily. The last stage is for $f\left(\right.$ with $\mathfrak{b}_{\ell}^{(j)}=\exp \left(-i\left(1-c_{j}\right) \Delta t k v_{\ell}\right)$ or $\left.P_{p, p}\left(-i\left(1-c_{j}\right) \Delta t k v_{\ell}\right)\right)$

$$
\left.\hat{f}_{k, \ell}^{n+1}=b_{\ell} \hat{f}_{k, \ell}^{n}-\Delta t \sum_{j=1}^{s} b_{j} \mathfrak{b}_{\ell}^{(j)}\left(E^{(j)\left(\mathcal{D} f^{(j)}\right.}\right)_{\ell}\right)_{k}, \quad \ell=1, \ldots, N_{v}
$$

and for $E$, we have

$$
\hat{E}_{k}^{n+1}=\hat{E}_{k}^{n}+\sum_{\ell=1}^{N_{v}} \frac{i \Delta v}{k}\left(1-b_{\ell}\right) \hat{f}_{k, \ell}^{n}-\Delta t \sum_{j=1}^{s} b_{j} \sum_{\ell=1}^{N_{v}} \frac{i \Delta v}{k}\left(1-\mathfrak{b}_{\ell}^{(j)}\right)\left(E^{(j)}\left(\mathcal{D} f^{(j)}\right)_{\ell}\right)_{k}
$$

which gives the Poisson equation at time $n+1$ assuming it is satisfied at time $n$.
6.2. Preserving the total energy. In this part, we propose a way to modify the numerical solution to ensure total energy preservation. Usually, preserving the total energy may induce the use of implicit methods which are not simple or easy to implement and in practice the total energy is quite well preserved when high order methods are used in time. The strategy is based on an orthogonal projection technique (already employed in $[20,26]$ to preserve moments in collisional kinetic equations) suggested in [27] and detailed in [31] for Hamiltonian PDEs. The strategy proposed in this latter reference has two steps: first an explicit high order time integrator is used to update the solution of a reformulated system for which the invariant is quadratic, and second a projection technique is employed for which the Lagrange multiplier can be explicitly obtained. As a result, the method preserves the order of the time integrator used in the first step, and is energy-preserving.

In our Vlasov context, the energy is quadratic so that we do not have to reformulate the system so as to get a quadratic invariant. But, as explained before, our methods preserve the Poisson equation so we modify the strategy proposed in [31] to get energy and charge preservations, still retaining the high order accuracy. In the sequel, we present the method for the Vlasov-Ampère case.

Let denote by $\left(\tilde{f}^{n+1}, \tilde{E}^{n+1}\right)$ the numerical solution obtained from the high order Lawson or modified Lawson methods proposed above and denote by $\tilde{H}^{n+1}=$ $\sum_{j, \ell}\left|v_{\ell}\right|^{2} \tilde{f}_{j, \ell}^{n+1} \Delta x \Delta v+\sum_{i} \tilde{E}_{j}^{n+1} \Delta x$ the associated total energy. We used the index $\ell$ for the velocity grid and index $j$ for the grid in space $x_{j}=j \Delta x, j=0, \ldots, N_{x}-1, \Delta x=$ $b / N_{x}$.

We will consider the following correction

$$
\begin{equation*}
f_{j, \ell}^{n+1}=\left(1+\lambda_{n}\right) \tilde{f}_{j, \ell}^{n+1}, \quad E_{i}^{n+1}=\left(1+\lambda_{n}\right) \tilde{E}_{j}^{n+1} \tag{6.3}
\end{equation*}
$$

where $\lambda_{n}$ will be given below and should be of order of the integrator used in the first step. Thus the energy at time $n+1$ becomes

$$
\begin{aligned}
H^{n+1} & =\sum_{j, \ell}\left|v_{\ell}\right|^{2} f_{j, \ell}^{n+1} \Delta x \Delta v+\sum_{j}\left(E_{j}^{n+1}\right)^{2} \Delta x \\
& =\tilde{H}^{n+1}+\lambda_{n}\left[\sum_{j, \ell}\left|v_{\ell}\right|^{2} \tilde{f}_{j, \ell}^{n+1} \Delta x \Delta v+2 \sum_{j}\left(\tilde{E}_{j}^{n+1}\right)^{2} \Delta x\right]+\lambda_{n}^{2} \sum_{j}\left(\tilde{E}_{j}^{n+1}\right)^{2} \Delta x \\
& =\tilde{H}^{n+1}-\frac{\delta_{n}}{D_{n}}\left(\gamma_{n}+2 \alpha_{n}\right)+\frac{\delta_{n}^{2} \alpha_{n}}{D_{n}^{2}}
\end{aligned}
$$

where we denote $\lambda_{n}=-\delta_{n} / D_{n}, \gamma_{n}=\sum_{j, \ell}\left|v_{\ell}\right|^{2} \tilde{f}_{j, \ell}^{n+1} \Delta x \Delta v, \alpha_{n}=\sum_{j}\left(\tilde{E}_{j}^{n+1}\right)^{2} \Delta x$ and $\delta_{n}=\tilde{H}^{n+1}-H^{n}$. Thus, we look for $D_{n} \neq 0$ such that

$$
\begin{equation*}
-\frac{\delta_{n}}{D_{n}}\left(\gamma_{n}+2 \alpha_{n}\right)+\frac{\delta_{n}^{2} \alpha_{n}}{D_{n}^{2}}=-\delta_{n} \tag{6.4}
\end{equation*}
$$

so that $H^{n+1}=\tilde{H}^{n+1}-\delta_{n}=\tilde{H}^{n+1}-\left(\tilde{H}^{n+1}-H^{n}\right)=H^{n}$. Solving (6.4) leads to $D_{n}=\left[\gamma_{n}+2 \alpha_{n}+\sqrt{\left(\gamma_{n}+2 \alpha_{n}\right)^{2}-4 \delta_{n} \alpha_{n}}\right] / 2$.

Proposition 6.2. The schemes (2.3) and (2.4) (where $\mathfrak{e x p}$ is chosen as $P_{p, p}$ the Padé approximant) with the energy correction (6.3) applied to (6.1) preserve the discrete energy: $\mathcal{H}^{n+1}=\mathcal{H}^{n}$ with $\mathcal{H}^{n}=\sum_{j, \ell}\left|v_{\ell}\right|^{2} f_{j, \ell}^{n} \Delta v \Delta x+\sum_{j}\left(E_{j}^{n}\right)^{2} \Delta x$.

Proof. The goal is to ensure that $\lambda_{n}=\mathcal{O}\left(\Delta t^{p}\right)$, which means that the additional correction does not deteriorate the order of the scheme. First, since the schemes are of order $p$, we have $\left(\tilde{f}^{n+1}, \tilde{E}^{n+1}\right)=\left(\tilde{f}\left(t^{n+1}\right), \tilde{E}\left(t^{n+1}\right)\right)+\mathcal{O}\left(\Delta t^{p+1}\right)$ from which we deduce $\left(\tilde{f}^{n+1}, \tilde{E}^{n+1}\right)=\left(f^{n}, E^{n}\right)+\mathcal{O}(\Delta t)$ and thus $\delta_{n}=H\left(t^{n+1}\right)-H^{n}+\mathcal{O}\left(\Delta t^{p+1}\right)$. But since $H\left(t^{n+1}\right)=H(0)=H^{0}=H^{n}$, we have $\delta_{n}=\mathcal{O}\left(\Delta t^{p+1}\right)$.
It remains to prove that $D^{n}$ is well defined. Let check that $\left(\gamma_{n}+2 \alpha_{n}\right)^{2}-4 \delta_{n} \alpha_{n}>0$,

$$
\left(\gamma_{n}+2 \alpha_{n}\right)^{2}-4 \delta_{n} \alpha_{n}=\gamma_{n}^{2}+4 \alpha_{n}^{2}+4 \gamma_{n} \alpha_{n}-4 \delta_{n} \alpha_{n}=\gamma_{n}^{2}+4 \alpha_{n}^{2}+4 \alpha_{n}\left(\alpha_{n}-\delta_{n}\right)
$$

By the definition of $\alpha_{n} \equiv \sum_{j}\left(\tilde{E}_{j}^{n+1}\right)^{2} \Delta x>0$ and using $\delta_{n}=\mathcal{O}\left(\Delta t^{p+1}\right)$, we deduce that there exists $\Delta t_{0}>0$ such that for $\Delta t<\Delta t_{0}$, we have $\alpha_{n}-\delta_{n}>0$. Finally, from its definition and for $\Delta t$ small enough, $D_{n}$ is of order $2 \mathcal{H}^{n}$ which is of order 1 . We conclude $\lambda_{n}=\delta_{n} / D_{n}=\mathcal{O}\left(\Delta t^{p+1}\right)$.


FIG. 1. Order of time accuracy for the two-dimensional linear transport problem approximated by $\operatorname{M-LRK}(3,3)$ with the Padé approximant $P_{p, q}$ for different values of $p, q$.

Remark 6.3. Let us remark that since the same correction is used for $f$ and $E$ and since the above method preserves the Poisson equation between $\left(\tilde{f}^{n+1}, \tilde{E}^{n+1}\right)$ the corrected solution $\left(f^{n+1}, E^{n+1}\right)$ also enjoys the charge preservation.

Remark 6.4. This correction approach can be extended to Vlasov-Maxwell equations in multi-dimension in space and velocity.
7. Numerical results. In this section, several numerical results are given to illustrate the properties of the schemes introduced before. In the sequel, $\operatorname{LRK}(m, s)$ will denote the (standard) Lawson Runge-Kutta method of order $m$ and with $s$ stages whereas $\operatorname{M-LRK}(m, s)$ will denote the modified version presented above, i.e. where $\exp (t L)$ is approximated by $\mathfrak{e x p}(t L)$.
7.1. Explicit case. First, we investigate a simple problem for which we get an exact solution. The goal is to illustrate the error estimate from Theorem 5.5. Thus, we consider the following problem satisfied by $u(t, x, y) \in \mathbb{R}$

$$
\begin{equation*}
\partial_{t} u+a \partial_{x} u+b \partial_{y} u=0, \quad x, y \in \mathbb{R}^{2}, a, b \in \mathbb{R}, \tag{7.1}
\end{equation*}
$$

with the initial condition $u(0, x, y)=u_{0}(x, y)$. We considered the following parameters: $a=1, b=0.75,(x, y) \in[-2,2]^{2}$ with periodic boundary conditions. A Fourier method is used for the $y$-direction whereas finite differences are used for the $x$-direction, and a Lawson $\operatorname{RK}(3,3)$ is used for the time discretization. The numerical parameters are chosen as follows: $N_{x}=N_{y}=243$, and the final time is $T=10 \sigma \Delta x$, $\Delta t \in\{\sigma \Delta x / n, n=1, \ldots, 14\}$ with $\sigma=1.44$ (which corresponds to the CFL condition for WENO5 method coupled with $\operatorname{RK}(3,3)$ method).

On Figure 1, we plot the order in time of the $\operatorname{M-LRK}(3,3)$ methods with different order for the Padé approximant $P_{p, q}$. It illustrates numerically the order of accuracy $\Delta t^{\min (m, r)},(m=3$ here $)$ for different values of $r=p+q+1$ that have been proven in Theorem 5.5.
7.2. Vlasov-Ampère models . In this subsection, we focus on Vlasov-Ampère models in one dimensional spatial and velocity directions. The case considers the classical Vlasov-Ampère model (equivalent to the Vlasov-Poisson one)

We first consider a two stream instability (TSI) test for which the initial condition is

$$
f_{0}(x, v)=\frac{1}{\sqrt{2 \pi}} v^{2} e^{-v^{2} / 2}(1+\alpha \cos (k x)),
$$



Fig. 2. TSI test: time evolution of the electric energy (left) and of the charge and total energy (right) obtained with $\operatorname{LRK}(4,4)$ method with $\Delta t=0.1, N_{x}=N_{v}=128$ ( $v_{\max }=14$ ).
with $x \in[0,2 \pi / k], k=0.5, v \in[-9,9]$ and $\alpha=10^{-3}$. In Figure 2, the time evolution of the electric energy (left) and the invariants (total energy and charge) are displayed. We used a $\operatorname{LRK}(4,4)$ method (fixed time step $\Delta t=0.1$ ). The electric energy enjoys an exponential behavior and a nonlinear phase, as expected. The total energy has a very good behavior since it is preserved up to $10^{-6}$ and the charge is preserved up to machine accuracy. Then, in Figure 3, the same quantities are plotted (electric, total energies and charge) but here we use the energy correction explained in the previous section. We can observe that now, both charge and total energy are preserved, without affecting the time evolution in a sensible way of the electric energy. Next, we change the underlying Runge-Kutta method to use adaptive time steps to the embedded RK method DP $(4,3)$ from [21] (still combined with the energy correction). The tolerance is $\mathrm{tol}=10^{-4}$ and the time step is modified if the local error $L_{[p]}^{n+1}=\left\|f_{[4]}^{n+1}-f_{[3]}^{n+1}\right\|$ is larger than $10^{-9}$ (here $f_{[4]}^{n+1}$ (resp. $f_{[3]}^{n+1}$ ) denotes the numerical solution obtained by the 4 -th order (resp. 3-rd order) method). Indeed, if the local error is smaller than $10^{-9}$, the iteration is accepted and the next time step becomes $\Delta t_{n+1}=\max \left(0.5, \min \left(1.5,\left(t o l / L_{[p]}^{n+1}\right)^{1 / 3}\right)\right) \Delta t_{n}$, otherwise, the iteration is rejected and is performed with a smaller time step $\Delta t=\max \left(0.5,\left(t o l / L_{[p]}^{n+1}\right)^{1 / 3}\right) \Delta t_{n}$. Let us remark that for this approach, the Poisson equation is satisfied up to machine accuracy $10^{-14}$, so as the total mass. In Figure 4 (left), we plot the evolution of the time steps together with the electric energy (log-scale). We observe that the method automatically computes large time steps (up to $\Delta t=3$ ) in the linear phase and then, since in the nonlinear phase the amplitude of the electric field is larger, the time steps become smaller (mostly between 0.2 and 0.3 ) to respect the CFL condition induced by the nonlinear part. On the right side of Figure 4, we plot the time evolution of the charge and total energy which is preserved up to machine accuracy for large time.

We then consider the following initial condition for the (SLD test)

$$
f_{0}(x, v)=\frac{1}{\sqrt{2 \pi}} e^{-v^{2} / 2}(1+0.5 \cos (k x)), \quad x \in[0,2 \pi / k], k=0.5 .
$$

The same results are displayed in Figures 5 for this Landau case. Similar comments can be performed showing the robustness and versatility (change the Runge-Kutta method, fixed or adaptive time steps, with or without energy correction) of the approach. Let us remark that same comments can be done for M-LRK methods.


Fig. 3. TSI test: time evolution of the electric energy (left) and of the charge and total energy (right) obtained with $\operatorname{LRK}(4,4)$ method with $\Delta t=0.1, N_{x}=N_{v}=128$, with energy correction step $\left(v_{\max }=14\right)$.


Fig. 4. TSI test: time evolution of the electric energy (left) and of the total energy (right) obtained with Lawson DP(4,3) method combined with an adaptive time step and with energy correction. $N_{x}=N_{v}=128$ and $v_{\max }=14$.
7.3. Linearized hybrid Vlasov equation 1dx-3dv. We consider in this part the linearized hybrid Vlasov model described in Section 3 and studied in [12, 30]. In [12], Lawson method was employed to discretized this model but the linear part was split into two parts $L=L_{1}+L_{2}$ (where $L_{2}$ contains the Maxwell part). However since $\exp (t L)$ can not be computed for all $k$ and $t$ even with scientific software, the $L_{2}$ part (which corresponds to the Maxwell equations) was put in the nonlinear part so that we considered the following form $\partial_{t} U=L_{1} U+\left(L_{2} U+N(U)\right)$ on which Lawson RungeKutta integrators were applied since $\exp \left(t L_{1}\right)$ can be computed easily. In this work, we are able to consider modified Lawson integrators on the form $\partial_{t} U=L U+N(U)$ by using an approximation $\mathfrak{e x p}(t L)$ of $\exp (t L)$. First, we notice that the eigenvalues of $L$ are pure imaginary and the matrix $L$ can be written as $L=P H P^{-1}$ with $P$ independent from $k$ and $H$ is skew hermitian. As such, we are in the framework of Proposition 4.1 which suggests the use of Padé approximant to approximate $\exp (t L)$. This has been implemented within a scientific computing environnement which allows for automatic code generation.

We present a test to illustrate the good behavior of the approach in this framework. Following [30, 12], the initial condition is given by

$$
f_{h}(t=0, z, \mathbf{v})=\frac{\rho_{h}}{(2 \pi)^{3 / 2} \bar{v}_{\|} \bar{v}_{\perp}^{2}} \exp \left(-\frac{v_{z}^{2}}{2 \bar{v}_{\|}^{2}}-\frac{\left(v_{x}^{2}+v_{y}^{2}\right)}{2 \bar{v}_{\perp}^{2}}\right),
$$



FIG. 5. SLD test: time evolution of the electric energy (left) and of charge and total energy (right) obtained with Lawson $D P(4,3)$ method combined with an adaptive time step and with energy correction. $N_{x}=N_{v}=128$ and $v_{\max }=14$.
with $z \in[0,2 \pi / k], k=2, \bar{v}_{\|}=0.2, \bar{v}_{\perp}=0.6, \rho_{h}=0.2$ and $B_{x}(t=0, z)=\epsilon \sin (k z)$, the other unknown $\left(E_{x}, E_{y}, j_{c, x}, j_{c, y}, B_{y}\right)$ are zero initially. The velocity domain is truncated to $\mathbf{v}=[-3.6,3.6] \times[-3.6,3.6] \times[-2.4,2.4]$ and we consider $N_{x}=27, N_{v_{x}}=$ $N_{v_{y}}=32, N_{v_{z}}=41$ for the phase space discretization.

We are interested in the time history of the following energies (magnetic energy, electric energy, energy of the cold and hot particles) whose sum is preserved with time
$\mathcal{H}_{B}(t)=\frac{1}{2} \int\left(B_{x}^{2}(t, z)+B_{y}^{2}(t, z)\right) \mathrm{d} z, \quad \mathcal{H}_{E}(t)=\frac{1}{2} \int\left(E_{x}^{2}(t, z)+E_{y}^{2}(t, z)+E_{z}^{2}(t, z)\right) \mathrm{d} z$, $\mathcal{H}_{c}(t)=\frac{1}{2 \Omega_{p e}^{2}} \int\left(j_{c, x}^{2}(t, z)+j_{c, y}^{2}(t, z)\right) \mathrm{d} z, \quad \mathcal{H}_{h}(t)=\frac{1}{2} \iint|\mathbf{v}|^{2} f_{h}(t, z, \mathbf{v}) \mathrm{d} \mathbf{v} \mathrm{d} z$.

First, we consider the form $\partial_{t} U=L_{1} U+\left(L_{2} U+N(U)\right)$ and compare the modified Lawson method $\operatorname{RK}(4,4)$ with Padé $P_{2,2}$ with the Lawson method (used in [12]). Here $\exp \left(t L_{1}\right)$ and $\mathfrak{e x p}\left(t L_{1}\right)=P_{2,2}\left(t L_{1}\right)$ are computed, whereas $L_{2}$ (which corresponds to the Maxwell equations) is considered explicit through the nonlinear term. This strategy leads to a stability condition since the Maxwell equations are solved explicitly in time. We found out that, for $\operatorname{RK}(4,4)$, the condition is $\Delta t \leq(2 \sqrt{2} / \pi) \Delta z \approx 0.11$ with our numerical parameters (see [12, 33]). In Figure 6, we consider the time evolution of the electric energy (with $\Delta t=0.05<0.11$ to ensure stability) for both approaches. The two methods are almost indistinguishable and are able to recover the linear phase (for which the growth rate $\gamma=0.095$ is in a very good agreement with the analytical one). Next, we compare the approach proposed in [12] with the present approach where $\exp (t L)$ is approximated by $\mathfrak{e x p}(t L)=P_{2,2}(t L)$, which does not suffer from the stability condition from the Maxwell equations since they are now taken into account in the linear part ('Maxwell inside' the linear part). As mentioned before, the first approach requires a time step $\Delta t<0.11$ to be stable thus we use a slightly larger time step $\Delta t=0.12$. In Figure 7, we can observe that the simulation 'Maxwell outside' (ie Maxwell equations are outside the linear part as in [12]) is unstable with $\Delta t=0.12$ whereas when using a Padé approximation of the whole $L$ matrix ('Maxwell inside' the linear part), no instability is observed. The same simulation with $\Delta t=0.5$ leads to very similar results which shows the advantages of the current approach. In Figure 8, we compare different Padé approximations of $\exp (t L)\left(P_{p, q}(t L)\right.$ with $p, q=1,2)$ with $\Delta t=0.1$. As mentioned in Section 4 , the choice $p>q$ leads to unstable results which is illustrated in Figure 8 for $P_{2,1}$ whereas the other choice


FIG. 6. Time evolution of the electric energy. Comparison between the exact exponential and Padé $P_{2,2}$ coupled with $R K(4,4)$ with $\Delta t=0.05$. Maxwell outside.


Fig. 7. Time evolution of the electric energy. Comparison between Maxwell inside and Maxwell outside with $P_{2,2}$ coupled with $R K(4,4)$ with $\Delta t=0.12$.
leads to stable results. Then, we couple our strategy with adaptive time stepping using $\operatorname{DP}(4,3)$ time integrator with $\mathfrak{e x p}(t L)=P_{2,2}(t L)$. We plot in Figure 9 the time evolution of different energies (electric, cold kinetic and magnetic energies, defined in (7.2)) for which the theoretical instability rate is $\gamma=0.095$ (see [30, 12]). Since energies are displayed, the instability rate is twice the theoretical rate. A very good agreement is observed and we can look at the time history of the time steps in Figure 7.2 (right) which shows that the method is able to take very large time steps (around $\Delta t \approx 3$ ) in the linear phase (in which the fields in the nonlinear term are of small amplitude) whereas in the nonlinear phase, the time steps are smaller to capture the nonlinear effects, in an automatic way.
8. Conclusion. In this work, we studied Lawson and modified Lawson methods for the time integration of Vlasov-type equations. After a suitable phase-space discretization, a set of ODEs is obtained in which a linear and nonlinear parts can be obtained which is amenable to Lawson methods. The analysis of convergence of the modified Lawson methods is carried out and leads to a rate of convergence $\mathcal{O}\left(\Delta t^{\min (m, r)}\right)$ where $m$ is the order of the underlying Runge-Kutta method and $r$ is


Fig. 8. Time evolution of the electric energy. Comparison of different Padé approximants coupled with $R K(3,3)$ with $\Delta t=0.1$.


Fig. 9. $P_{2,2}(t L)$ coupled with $D P(3,3)$. Time evolution of the electric energy (left), cold kinetic energy (middle) and time steps (right).
the order of approximation of $\exp (t L)$ by $\mathfrak{e x p}(t L)$. It turns out that Padé approximant is a suitable choice regarding its spectral properties leading to stability properties of the resulting numerical scheme. Several numerical tests emphasize the good behavior of the schemes, in particular they enable to use larger time steps since they are not constraint by the stringent CFL condition coming from the linear part. Moreover, in the Vlasov-Ampère case, since the linear part is solved exactly, it leads to a scheme that preserves the Poisson equation exactly. Let us remark that the construction of high order time integrator for multi-dimensional Vlasov-Maxwell equations can be performed using different approaches like standard Runge-Kutta or (Hamiltonian) splitting techniques. However, these approaches have some drawbacks. On the one side, standard RK approaches (like $[11,2,3]$ ) suffer from stability condition from the linear part and charge preservation is not ensured. On the other side, even if Hamiltonian splittings benefit from structure preserving properties when phase-space mesh is fine enough (see [14, 9]), for high dimensional problems however, the use of coarse meshes destroys the good long time behavior and the construction of high order splitting leads to very costly methods (see [12]). Hence, the proposed method turns out to be a viable alternative to design high order time integrators for Vlasov equations.
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