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Abstract

The Nakh languages Chechen and Tsova-Tush each have a five-valued gender system: masculine, feminine, and three “neuter” genders named for their singular agreement forms: B, D and J. Gender assignment in languages is generally analysed as being dependent on both form and semantics (e.g. Corbett 1991), with semantics typically prevailing over form (e.g. Bellamy & Wichers Schreur 2022, Allassonnière-Tang et al. 2021). Most previous studies have considered only binary or tripartite gender systems possessing one masculine, one feminine, and one neuter value. The five-valued system of Nakh thus represents a more complex and insightful case study for analysing gender assignment. In this paper we build on the existing qualitative linguistic analyses of gender assignment in Tsova-Tush (Wichers Schreur 2021) and apply three machine-learning methods to investigate the weight of form and semantics in predicting grammatical gender in Chechen and Tsova-Tush. Our main aim is thus to show how three different computational classifier methods perform on a novel set of non-Indo-European data. The results show that while both form and semantics are helpful for predicting grammatical gender in Nakh, semantics is dominant, which supports findings from existing literature (Allassonnière-Tang et al. 2021), as well as confirming the utility of these computational methods. However, the results also show that the coded semantic information could be further fine-grained to improve the accuracy of the predictions (see also Plaster et al. 2013). In addition, we discuss the implications of the output for our understanding of language-internal and family-internal processes of language change, including how loanwords are integrated from Russian, a three-gender language.
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1. Introduction

Humans intuitively categorise the world around them (Senft 2000). This categorisation emerges in language, such as through the presence of grammatical gender as a means of identifying and tracking referents in discourse (Contini-Morava & Kilarski 2013). Perhaps the most familiar gender systems are the binary masculine-feminine ones found in, for example, French, Spanish and Italian, or the tripartite masculine-feminine-neuter system of German. Yet gender is a pervasive grammatical category, being present in around half of the world’s sampled languages (Corbett 2013). In a grammatical gender system, all nouns are assigned a gender, which is then formally reflected in agreement markers (their *exponence*) on other associated elements in the clause (Hockett 1958; Corbett 1991). These elements can include, but are not limited to, articles, adjectives or verbs, depending on the language in question.

Gender is assigned to nouns on the basis of semantic and/or formal (phonological and morphological) properties, with semantic features usually taking precedence over form (Corbett & Fraser 2000; Bellamy & Wichers Schreur 2022, Allassonnière-Tang et al. 2021). In some systems this assignment is completely transparent, whereas in others it is more opaque and, particularly for the L2 learner, can be difficult to systematise (e.g. Sokolik & Smith 1992 regarding French). Yet children acquire gendered languages of varying levels of transparency with equal ease, as they do languages possessing differing levels of complexity in other domains (cf. Karmiloff-Smith 1979). This begs the question, therefore, as to what the specific principles are that underpin these complex assignment systems. In this paper, we will use three computational methods to test which principles, or factors, most adequately predict the gender of nouns in Chechen and Tsova-Tush, two Nakh languages of the East Caucasian family that each possess a five-value gender system.

The present paper builds on a relatively small but expanding set of quantitative and qualitative studies concerning gender prediction in East Caucasian and other languages. Using Russian nominals as a case study, Corbett and Fraser (1993) introduced Network Morphology, a framework for analysing inflectional morphology. They followed this up with a more detailed analysis of the interrelation of meaning, gender, declension class and phonology in Russian, augmenting the Network Morphology approach with a lexical knowledge representation language known as DATR (Fraser & Corbett 1995, building on Corbett 1982; see also Evans & Gazdar 1989a 1989b 1996). The same approach has also been used to model the gender systems of Arapesh (Northern Papua; Fraser & Corbett 1997), Polish (West Slavic;
Brown 1998), and Mayali (northern Australia; Evans et al. 2002). While these studies provide intricate and informative representations of the gender systems they aim to model, they are not predictive in nature since the gender value constitutes one of the noun’s attributes in their notation. As such, they are not testing previous assumptions in the same way that, later, predominantly tree-based approaches do.

Computational modelling of gender systems dates back to the early 1990s, notably Sokolik and Smith (1992) on French. In this study, the authors used a connectionist or ‘parallel distributed processing’ model to test “whether the information inherent within the structure of individual French nouns is sufficient to allow gender to be correctly assigned without reliance upon other types of information” (Sokolik & Smith 1992: 41). They selected 600 nouns (300 masculine and 300 feminine) from introductory French language textbooks, with 450 serving as the training set and the remaining 150 as the test set, to identify whether the model could assign the correct gender to nouns it had not yet encountered. In short, the model was able to do so with a high level of accuracy (over 76%), having ‘learnt’ that certain orthographic features correlate with either masculine or feminine gender. This suggests that L2 learners could also learn gender in a similar way, without having recourse to the often ambiguous cues appearing alongside a noun whose gender is not yet known, such as the singular prevocalic definite article l’ and the plural definite article les.

Also in relation to French, and also using a connectionist model, Polinsky and van Everbroeck (2003) investigated the reanalysis of the Latin gender system as it transitioned to Old French. The simulations of the frequency-based neural network model aimed to uncover which factors are sufficient to lead to language change, in this case the evolution of the gender system in Old French. The authors built a training corpus from the 500 most commonly occurring nouns (excluding proper nouns and clear Greek borrowings) in the fifth-century Vulgate, in which the token frequency of each of the six possible case and number forms for each noun was calculated (for more details on building the corpus, see Polinsky & van Everbroeck 2003: 369-370). Using a feed-forward network with one hidden layer (see Section 3 for details of the neural network architecture used in the present study), the authors found that the model could adequately learn the gender of nouns in Late Latin, with a strong reliance of formal cues (i.e. case endings). Its decreasing performance over generations mirrored changes to the gender system largely instigated by phonological changes from Late Latin to Old French. Moreover, the model was also able to reflect the proposed influence of Gaulish (three genders) on gender assignment in Latin.
Bateman and Polinsky (2010) used decision trees to reconsider the gender system of Romanian, allowing them to posit a two-value rather than the traditional three-value analysis. They use the C4.5 Decision Tree Algorithm designed by Quinlan (1993 1996) to establish the rules of plural formation for Romanian nouns. Notably, the first cut relates to a semantic feature, namely whether the noun possesses masculine semantic features. The following cuts all pertain to formal features, that is, the final segment of the noun, its number of syllables, and whether the root contains a diphthong. A semantics-first assignment principle has already been observed in previous studies outlined in this section.

Indeed, Plaster, Polinsky and Harizanov (2012) applied a similar approach to what they call noun classification (and we call a gender system) in Tsez (Dido), an endangered East Caucasian language (Tsezic branch) that possesses a five-value gender system, like Tsova-Tush and various other languages of the family. Their goal was to “identify a set of formal and semantic features of the sort to which young children acquiring language are known to be sensitive and to produce a decision tree containing these features that will predict the classification of nouns in Tsez” (Plaster et al. 2012: 7). Over 3,500 Tsez nouns (including loanwords), collected from dictionaries (Khalilov 1999; Rajabov, undated), were coded for formal (at least seven) and semantic (at least nine) features and then tested and run through the decision tree module of the “Orange” data mining tool (see Demsar et al. 2004). Their results demonstrate that the semantic features of a noun were most predictive of its gender, with such features overriding formal ones, as has been observed in other mixed assignment type systems (e.g. Corbett 1991). The decision tree model produced is able to predict around 70% of nouns in Tsez, with assignment to the remaining 30% possibly complicated by their status as loanwords or dialectal variants (Plaster et al. 2013: 11). Smaller semantic fields than those expressing core features such as animacy or biological sex, such as [berry] and [stone], are also highlighted as being predictive in the model. It is noteworthy, however, that the preference for semantic features in the computational model stands at odds somewhat with results from studies on Tsez language acquisition. Gagliardi and Lidz (2014) found that the Tsez-speaking children in their study had a preference for using phonological rather than semantic information for classifying nonce words, despite there being a statistical asymmetry that prefers the opposite. They suggest that this phonological bias relates to the higher value placed on phonological information in the intake: such information is available to children long before they know what a word means, and is more reliable than a semantic form (Gagliardi & Lidz 2014: 81).
The most recent and the most methodologically relevant previous study is Allassonnière-Tang, Brown and Fedden (2021), which applies three different computational classifier methods - simple decision trees, random forest trees and neural networks - to test the claim that Mian, an Ok language of Trans New Guinea, assigns gender predominantly on the basis of a noun’s semantics. The accuracy in predicting the gender of the test nouns (30% of the nouns in the Mian dictionary used) was barely better than the majority baseline when only formal (i.e. phonological) features were fed to the computational classifiers. However, this improved considerably when only semantic features were fed in, and a little better again when both sets of features were used. The tree-based methods were the most accurate, with the random forest model only improving accuracy over a single tree by 1%. Moreover, the random forest method supports previous descriptive linguistic research on Mian (Fedden 2011), in that the top-ranked variables for predicting gender in the language are all semantic. Indeed, formal features only play a fine-grained discriminatory role in one semantic class, namely birds. These results support existing qualitative analyses of the Mian gender system as being semantics-dominant, as well as providing support for the methods used. The authors also highlight the importance of investigating and testing gender systems beyond those found in Indo-European languages, in order to contribute to the investigation of nominal classification more broadly. The present paper also represents a response to this call.

As such, the main aim of this paper is to show how three different computational classifier methods will perform on a novel set of non-Indo-European data. Some qualitative work on gender assignment in Nakh languages has been undertaken with limited results (see Section 2), therefore more fine-grained levels of description are needed. Although this paper contributes to finding semantic correlates to gender classes, our principal goal is a methodological assessment of the computational classifiers.

2. Background

2.1. Introduction to Chechen and Tsova-Tush

The Nakh languages form an outlying branch of the East Caucasian family (also known as Northeast Caucasian or Nakh-Daghestanian; Nichols 2003), and includes only three languages: Chechen (ISO 639-3 che), Ingush (ISO 639-3 inh) and Tsova-Tush (ISO 639-3 bbl). Chechen and Ingush are more closely related to each other than
to Tsova-Tush, so in this paper we focus on one language from each sub-group within Nakh: Chechen and Tsova-Tush.

Chechen speakers mostly live in their ancestral homeland, Chechnya, located on the northern slopes of the Greater Caucasus Mountains and now a semi-autonomous republic of the Russian Federation. As of the 2010 Census, Chechens constitute 95.3% of the Chechen republic's population, and Standard Chechen is one of the two official languages of the republic alongside Russian. Some Chechen speakers can also be found in the Pankisi Gorge of neighbouring Georgia and in several villages in the Daghestanian lowlands.

Tsova-Tush (also known as Bats or Batsbi) is spoken in the village of Zemo Alvani in eastern Georgia by approximately 500 people who are all fluent in Georgian. These speakers have stopped transmitting Tsova-Tush to the next generation, which is why the language is considered severely endangered (Wurm et al. 2001). The Tsova-Tush ethnically self-identify as Georgian, and their language has been under the influence of Georgian for over four centuries (Desheriev 1953). Where Tsova-Tush shows little to no dialectal variation, Chechen has several distinct regional dialects. During the Soviet period, a written standard language was created for Chechen, whereas Tsova-Tush remains largely unwritten to this day.

Both Chechen and Tsova-Tush possess five gender classes, and agreement is marked by the same four consonantal prefixes. Agreement targets include a third of all underived verbs and a small number of adverbs, which agree with the nominative argument of the clause, as in Examples (1) and (2), as well as approximately ten underived adjectives and the numeral ‘four’, which agree with the head noun they are modifying (see Example (1)).

(1) Tsova-Tush (Kadagidze 2009: 44)
\[d-aqqoⁿ \ xi \ d-ujt'-ū\]
D-big water D-go-PRS
‘The big river is flowing.’

(2) Chechen (Nichols 1994: 37)
\[cha jiett āra b-ēl-ir\]
one cow(8) out B-go-AOR
‘One cow went out.’
The way in which the agreement markers are distributed through the gender classes varies between Chechen and Tsova-Tush. Firstly, as shown in Table 1, Chechen has a unified human plural marker \( b \)-, whereas Tsova-Tush differentiates between masculine plural \( b \)- and feminine plural \( d \)-.

<table>
<thead>
<tr>
<th>Gender class</th>
<th>Semantics</th>
<th>Markers (sg/pl)</th>
<th>Tsova-Tush</th>
<th>Chechen</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>male rationals</td>
<td></td>
<td>( v )- / ( b )-</td>
<td>( v )- / ( b )-</td>
</tr>
<tr>
<td>F</td>
<td>female rationals</td>
<td></td>
<td>( j )- / ( d )-</td>
<td>( j )- / ( b )-</td>
</tr>
<tr>
<td>B</td>
<td>animals, inanimates</td>
<td></td>
<td>( b )- / ( d )-</td>
<td>( b )- / ( d )-</td>
</tr>
<tr>
<td>J</td>
<td>animals, inanimates</td>
<td></td>
<td>( j )- / ( j )-</td>
<td>( j )- / ( j )-</td>
</tr>
<tr>
<td>D</td>
<td>animals, inanimates</td>
<td></td>
<td>( d )- / ( d )-</td>
<td>( d )- / ( d )-</td>
</tr>
<tr>
<td>Bb</td>
<td>animals, inanimates</td>
<td></td>
<td>( b )- / ( b )- (6 items)</td>
<td>( b )- / ( b )- (22 items)</td>
</tr>
<tr>
<td>Bj</td>
<td>body parts, ‘step’, ‘kick’</td>
<td></td>
<td>( b )- / ( j )- (17 items)</td>
<td>-</td>
</tr>
<tr>
<td>Dj</td>
<td>body parts</td>
<td></td>
<td>( d )- / ( j )- (6 items)</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Gender classes and their agreement markers in Tsova-Tush and Chechen.

Secondly, both Tsova-Tush and Chechen have several lexical items that show an agreement pattern that is different to the five main genders. In addition to several abstract nouns and nouns denoting materials that do not form a plural, both languages have words that require the agreement marker \( b \)- in both singular and plural contexts. Additionally, most Tsova-Tush nouns denoting body parts take \( j \)- in the plural and \( d \)- or \( b \)- in the singular. It has been argued that these groupings constitute additional gender classes, such that Tsova-Tush and Chechen have eight and six genders, respectively. Alternatively, these items can be viewed as exceptions or anomalies, and belong to so-called ‘inquorate’ genders, in that the number of items in these gender classes is too low to form a quorum (Corbett 1991: 170–175). Regardless of the analysis, these items will not be included in the present study.

### 2.2. Gender assignment in Chechen and Tsova-Tush

While the two human classes M and F mostly contain male and female rationals respectively, assignment to the three non-human classes, which can be called ‘neuter’, is far from fully predictable. On the one hand, it seems that semantics, morphology and phonology play a role in the assignment of the gender of non-rationals to one of
the different neuter classes in both Tsova-Tush and Chechen. On the other hand, this role is very marginal, as the tendencies described below can only predict the gender of a small portion of non-rationals:

- **Semantics:** both Chechen and Tsova-Tush feature some semantically-based clusterings of genders, which allow the gender of only 15% of Tsova-Tush non-rationals to be predicted (Nichols 2007; Wichers Schreur 2021).
- **Morphology:** in Tsova-Tush, all verbal nouns (e.g. *st’exar* ‘waiting’ from *st’ex-‘to wait’) are assigned to the D class, and most de-adjectival abstract nouns (e.g. *must’ol* ‘acidity’ from *must’in* ‘sour’) are assigned the J class (Wichers Schreur 2021). Nichols (2007) also showed that a number of derived abstract nouns in Chechen are assigned D or J depending on the degree of abstractness (e.g. *goomalla* (D) ‘crookedness, bend’, (J) ‘enmity, hostility’ from *gooma* ‘bent, crooked’). Inflectional morphology is not related to any gender assignment tendency.
- **Phonology:** Wichers Schreur (2021) showed that 60-65% of all Tsova-Tush nouns starting in *b-, d- and j-* belong to B, D and J gender classes respectively. This phenomenon is assumed to be a consequence of two processes: autogender and alliterative concord. The former refers to the phenomenon of fossilised gender markers on nouns themselves (cf. Nichols 2011: 147), while the latter refers to a phenomenon where the gender assignment of a noun is in fact influenced by its phonology (Corbett 1991: 117).

In cases where “neutral gender agreement” is required (see Corbett 1991: 205), Tsova-Tush agreement targets default to the D gender (Bellamy & Wichers Schreur 2022). Such an agreement pattern occurs in cases where the speaker leaves the gender of a human referent unspecified, when a word agrees with two or more human nouns that have different genders, or when agreement is with a clause. Additionally, a set of nouns denoting humans whose social gender is unspecified (e.g. ‘friend’, ‘godparent’, ‘Christian’) also triggers D agreement. However, these nouns are annotated as MF in the source dictionaries, a label which we have taken over. Neutral gender agreement is assumed to be highly similar in Chechen, as it is also found in Ingush (Nichols 2011: 435).

Gender assignment of loanwords has not been described in detail for Chechen, but Nichols (2007) notes that new loanwords are often given the gender of a near
synonym or an immediate generic. However, a cursory query of the Chechen data (see below), shows us that all recent Russian loans have gender J. As regards Tsova-Tush loanwords, Wichers Schreur (2021) shows that they follow the same set of semantic and phonological tendencies as native nouns.

In sum, although a number of semantic, morphological and phonological tendencies have been observed, gender assignment for the vast majority of nouns in Chechen and Tsova-Tush remains poorly understood. This gap in our understanding holds for both qualitative and quantitative approaches, a void we aim to begin filling with the present study.

3. Data and Methods

3.1. Data

Two lexical databases were used in the present study. For Chechen we used the database developed by Chechen language specialist Erwin Komen, consisting of the combined dictionaries of Matsiev (1961) and Jamalkhanov and Aliroev (1991). The database contains 4339 nouns with gender annotation and Russian translation. After removing nouns that only occur in singular or plural, proper nouns, and nouns with ambiguous or inquorate genders, we arrive at 2673 items. We used these items as our dataset and annotated each item with a value “yes/no borrowed”. 298 items were classified as borrowings. The distribution of the gender categories found in the Chechen data is visualised in Figure 1a.

![Figure 1: The distribution of gender categories in different languages of the data.](image)

1 Where “yes” means ‘obvious borrowing’ (i.e. the form differing in one or two segments from its Russian translation), and “no” ‘not known to be a borrowing’.
For Tsova-Tush, we used the Kadagidze and Kadagidze (1984) dictionary, containing 2775 nouns with gender annotation and Georgian and Russian translation. After removing nouns that only occur in singular or plural, proper nouns, and nouns with ambiguous or inquorate genders, we arrive at 2400 items. The distribution of the gender categories found in the Tsova-Tush data is visualised in Figure 1b. We translated all nouns to English and annotated each item with a value “yes/no borrowed”. Within all the items, 1365 are marked as borrowed from Georgian, whereas 72 additional items are marked as borrowed from other languages (mostly Russian).

For both datasets, several annotations were added that classify items in semantic categories. Firstly, the following broad semantic categories were added: Male, Female, Human (i.e. gender-unspecified human), Animal, Inanimate. For example, in the Tsova-Tush dataset, we marked 2081 items as Inanimate, 175 items as Animal, 104 items as Male, 13 as Human, and 27 as Female. Secondly, English translations were matched against their corresponding Concept Sets in the online Concepticon (List et al. 2016). This database was developed to serve as a reference concept list to aid in studies on semantic change, cross-linguistic polysemies, and semantic associations. Both the abstract concept (Concept Set in Concepticon’s terminology), as well as the semantic category of this concept (e.g. ‘agriculture and vegetation’ or ‘the body’) were added as annotations to items in the Tsova-Tush and Chechen databases where the English translation matched a Concepticon Concept Set. This was possible for 57% (1363/2400) of Tsova-Tush items and 44% (1164/2673) of Chechen items. Thirdly, a more fine-grained semantic annotation was added for 69% (1655/2400) of Tsova-Tush items and 1490/2673 (56%) for Chechen. These annotations consisted of semantic domains we chose, to represent the common practice of linguists inventing semantic domains based on intuitive and language-internal principles. As an example, within the Tsova-Tush data, 228 items are annotated as ‘Abstract’, 87 items are marked as ‘Person’, 137 as ‘Implement’, and 96 as ‘Food’. Annotating our data with three independent semantic layers allows us to test which is preferred by the different computational methods described below. It is necessary to distinguish between synonymous labels of different annotation layers, i.e. between the label [person] in the fine-grained semantic domain layer (indicating nouns that refer to professions and other identities that humans have, other than kinship relations and ethnicities),

\[\text{Where “yes” means ‘obvious borrowing’ (i.e. the form differing in one or two segments from its Georgian or Russian translation), and “no” ‘not known to be a borrowing’}.
\]

102
Concepticon’s label [person/thing] (as opposed to [action/process]), and the label [human] in the layer in the broad semantics layer (indicating any human that is not explicitly female or male).

In terms of form, we included the information of the first three and the last three phonemes of each noun. This choice was motivated by the fact that nominal features such as gender are generally found at the start and/or the end of nouns (Dryer 2013; Basirat et al. 2021). Information regarding word length was also included. As an example, the first three phonemes of Tsova-Tush haer ‘air’ are /h/, /a/, and /e/, and its word length is counted as 4. An example of the raw data used for Tsova-Tush is provided in Table 2. The full raw data is provided in the supplementary materials.

<table>
<thead>
<tr>
<th>Noun</th>
<th>haer</th>
<th>mar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gloss</td>
<td>air</td>
<td>husband</td>
</tr>
<tr>
<td>Gender</td>
<td>J</td>
<td>M</td>
</tr>
<tr>
<td>Concepticon_category</td>
<td>Person/thing</td>
<td>Person/thing</td>
</tr>
<tr>
<td>Concepticon_field</td>
<td>Physical world</td>
<td>Kinship</td>
</tr>
<tr>
<td>Semantic_broad</td>
<td>Inanimate</td>
<td>Male</td>
</tr>
<tr>
<td>Semantic_domain</td>
<td>Natural</td>
<td>Kinship</td>
</tr>
<tr>
<td>Borrowed_Arab</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Borrowed_GE</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Borrowed_Turk</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Borrowed_Russian</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Word length</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Last first phoneme</td>
<td>r</td>
<td>r</td>
</tr>
<tr>
<td>Last second phoneme</td>
<td>e</td>
<td>a</td>
</tr>
<tr>
<td>Last third phoneme</td>
<td>a</td>
<td>m</td>
</tr>
<tr>
<td>First phoneme</td>
<td>h</td>
<td>m</td>
</tr>
<tr>
<td>Second phoneme</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>Third phoneme</td>
<td>e</td>
<td>r</td>
</tr>
</tbody>
</table>

Table 2: A sample of the raw Tsova-Tush data used in this paper.
3.1. Method

We used three computational classifiers to evaluate the predictive power of form and semantics on the grammatical gender of nouns in Chechen and Tsova-Tush. The first two classifiers apply the method of binary recursive partitioning (Breiman et al. 1984). First, one of the classifiers generates a decision tree by recursively partitioning the data in a binary way to create homogeneous groups. The output is represented as a decision tree that allows us to visualise the hierarchical interaction of the semantic and formal variables when it comes to predicting the grammatical gender of nouns. As an example, if both a formal and a semantic feature are helpful for predicting the grammatical gender of nouns, the decision tree will display which variable should be considered first during the decision-making process. Such a tree could be subject to overfit when it comes to multiple replications, therefore the second classifier generates a forest of trees instead of a single tree, hence its name: random forests.

The random forests computational classifier creates a forest of 300 decision trees that are considered as a whole to evaluate the relevance of formal and semantic variables for predicting the grammatical gender of nouns. This classifier uses the same algorithm as a single decision tree, but it creates a forest of trees instead of only one tree. For each tree in the sample of 300 trees, the classifier takes a bootstrap sample of the data along with a subset of the variables of the data. In other words, the classifier extracts a random subset of rows and columns in the data to generate each of the 300 trees. A statistical test carried out for each sample shows if an interaction between some variables is consistently observed across all the samples. This process of random sampling is one of the main strengths of random forests, as it allows for the analysis of different data sizes (ranging from small to large), as well as the consideration of potential auto-correlation between variables (Tagliamonte & Baayen 2012). Another main strength of decision tree-based classifiers such as random forests, is that they allow for a relatively transparent understanding of the interaction between the variables. For example, such classifiers have been used to investigate linguistic universals (One-Soon & Tang 2020), automatic identification of sounds based on phonetic features (Ulrich et al. 2021), tone paradigms (Lemus-Serrano et al. 2021), and also the gender affiliation of nouns (Allassonnière-Tang et al. 2021). More specifically, random forests provide information on the relative importance of the predictor variables. The larger the importance of a variable, the more predictive it is. For instance, if the accuracy of the classifier drops the most when it does not take
into account a specific feature, this feature can be considered to have the highest ranking within all the variables.

However, the transparency of decision-tree based classifiers can also be their weakness, as they might fail to capture extremely complex interactions between the variables. Therefore, the third classifier we consider in our study has a neural network architecture (Haykin 1998; Parks et al. 1998). Neural network is a non-linear discriminative classifier that identifies boundaries between the data points with regard to their predicted variable. While it is much more complex to extract the interactions between the variables using a neural network, we can use such a classifier to assess whether decision-tree based classifiers missed some non-linear information encoded in the data. For instance, if decision-tree based classifiers and neural networks reach a similar level of accuracy for predicting the grammatical gender of nouns, we can assume that both classifiers are capturing most of the information encoded in the data and that additional information is needed to further improve the performance of the classifiers.

In this study, we use a simple feed-forward neural network that consists of an input layer, a hidden layer, and an output layer. Each layer has a specific number of neurons that are connected to each other. The input layer has one neuron for each predictor (i.e., each variable). The number of hidden layers and their quantity of neurons is flexible. The size of the output layer is equal to the number of categories to predict. As an example, when predicting gender in Tsova-Tush, the output layer has five neurons, which represent the gender categories M, F, B, D and J. In our experiments, we set the size of the hidden layer to ten. More experiments could be conducted to finetune the number and size of hidden layers. For example, we could have an architecture with hundreds of neurons and a dozen hidden layers. Nevertheless, since we are only interested in the relative performance of formal and semantic features, we do not perform such experiments in this study.

Some parameters are shared across all of the classifiers. First, each classifier is trained with 70% of the data. Then, the trained classifier is evaluated when predicting the other 30% of the data that it did not encounter during the training. That is to say, the training set and the test set do not overlap. If a noun is used in the training set, it will not be used in the test. To avoid coincidental biases from the random sampling between the training and test sets (which can never be precisely 70% and 30% respectively), this sampling and evaluation process is repeated ten times for each classifier. If the results are similar across the ten replications, it shows that the results
are robust. We also tested the experiments based on 100 and 1000 replications, which
gave similar results. For sake of simplicity and to avoid over-computation, we thus
report the results based on ten replications. The code in the supplementary materials
allows for additional tuning of the parameters, such as conducting more iterations
and only selecting specific gender categories for making predictions.

The performance of the classifiers is evaluated using accuracy, precision, and
recall. First, the accuracy shows how good the classifier is at predicting grammatical
gender on the data. The accuracy is equal to the ratio of all the correctly retrieved
tokens within the entire data. For example, if the classifier correctly predicted the
gender of 70 out of 100 nouns, the accuracy of the classifier is 70%. This accuracy
value needs to be compared to a baseline in order to be interpreted as good or bad.
In this study, we compare the accuracy to a random baseline and a majority baseline.
The random baseline constitutes what the model would obtain by making totally
random guesses. Taking a binary classification as an example, we could imagine a
model that has to guess if a coin toss will be heads or tails. The random baseline is
calculated by adding the probability of heads in the data multiplied by the probability
that you guess heads, with the probability of tails in the data multiplied by the
probability that you guess tails. Assuming that the coin is fair and that there is a 50-
50 chance to get heads or tails, the random baseline equals to 0.5*0.5 + 0.5*0.5 =
0.5. Taking Chechen as an example, the random baseline equals to the sum of the
square of the proportion of each gender category in the data, i.e., $(320/2673) *$
* $(1370/2673) + (88/2673) * (88/2673) = 38.3\%$. This accuracy is what the model
would guess by making a random guess for each of the nouns in the data. That is to
say, for each noun, the model has a probability to guess that the noun belongs to a
gender category based on the proportion of nouns belonging to that gender category.
Conducting a random shuffling of gender labels of the nouns would also get this level
of accuracy. If the accuracy of a classifier is above this baseline, it performs better
than chance.

We also consider the majority baseline, which is generally higher (and thus harder)
than the random baseline. The majority baseline represents what the model would
obtain by making an informed guess and affiliating each noun in the test set to the
largest gender category in the data. For example, in Chechen, the J gender category
is equal to 51.3\% (1370/2673) of the data. The classifier could thus reach an accuracy
of 51.3\% just by guessing that all nouns belong to the J gender category. Therefore,
the accuracy of the classifiers trained with the information of forms and/or semantics should at least exceed the accuracy of 51.3% to be considered as having good discriminatory power.

Second, precision and recall are used to assess the performance of the classifier on each of the gender categories in the target language. Precision assesses how many tokens are correct of all the tokens assigned to a gender category by the classifier, while recall evaluates how many tokens belonging to a gender category are correctly retrieved by the classifier. These measures are used in a similar way as Suppliance in Obligatory Context (SOC) and Target-Like Usage (TLU) in studies of language acquisition (Ting 2010). Using values such as precision and recall allows us to have a more precise understanding of which gender categories are more difficult to predict for the classifiers, as opposed to the accuracy, which only provides an overview of the performance of the classifiers.

4. Results

In the following subsections, we present the quantitative analyses for both Chechen and Tsova-Tush. For each language, three computational classifiers are trained and tested ten times: single decision tree, random forests, and neural networks. Each classifier is fed with three types of input data. First, the classifier is trained with information on form to predict gender in a given language. Second, the classifier is trained with semantic information to predict gender. Finally, the classifier is trained with both formal and semantic information.

4.1. Chechen

The accuracy of each combination of parameters is first compared to visualise the effect of form and semantics for predicting the gender of nouns. In Figure 2, each point represents the accuracy of a parameter across its ten iterations. First, we observe that the accuracy of a parameter does not vary much visually across the ten iterations, showing that the classifier is likely not influenced by random splits between the training and test sets. Second, we observe that the combination of formal and semantic information generally results in the highest accuracy for each classifier (random forests, single tree, neural networks). The performance of neural networks is not higher than decision trees, showing that the output of decision trees is capturing
as much information as can be captured in the variables of the data. Third, the accuracy of the classifiers is far above the random baseline, demonstrating that the interaction of the variables captured by decision trees can be further analysed.

Figure 2: The accuracy of different parameters for predicting the gender of nouns in Chechen. The abbreviations are interpreted as follows: sem = semantics, rf = random forests, tree = single decision tree, nn = neural networks. The red dashed line indicates the majority baseline. The black dashed line indicates the random baseline.

Figure 2 only shows the overall accuracy of the model. However, it is also important to analyse how the classifiers perform on each gender category found in Chechen. For example, a classifier could have a high accuracy but only be good at predicting two gender categories, even when a language possesses more categories than that. Therefore, in Table 3 we visualise the precision and recall of each classifier on each gender category found in Chechen. We can observe that the classifiers have difficulties identifying items from the categories B and F. This is expected from a quantitative point of view, as these categories have a smaller number of tokens in the data. The detailed confusion matrices of the classifiers are provided in the supplementary materials.

Since the performance of combining formal and semantic information results in the highest accuracy for both single tree and random forests classifiers, we only display the output of combining formal and semantic information in this paper. However, the detailed output of each parameter with each classifier is provided in the supplementary materials.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree</td>
<td>form</td>
<td>52.2</td>
<td>0/0</td>
<td>0/14.7</td>
<td>0/0</td>
<td>53.1/92.5</td>
<td>0/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(51.2-53.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tree</td>
<td>sem</td>
<td>51.2</td>
<td>0/0</td>
<td>0/5.3</td>
<td>0/0</td>
<td>52.0/96.5</td>
<td>0/8.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(50.6-51.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tree</td>
<td>form+sem</td>
<td>52.4</td>
<td>0/0</td>
<td>0/7.2</td>
<td>0/0</td>
<td>52.3/97.1</td>
<td>0/12.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(51.6-53.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>form</td>
<td>56.9</td>
<td>46.5/1</td>
<td>50.5/4</td>
<td>0/0</td>
<td>60.5/78.7</td>
<td>61.7/4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(56.0-57.9)</td>
<td>3.6</td>
<td>5.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>sem</td>
<td>54.5</td>
<td>0/1.0</td>
<td>46.8/2</td>
<td>0/23.8</td>
<td>56.4/87.8</td>
<td>54.7/56.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(53.9-55.2)</td>
<td></td>
<td>2.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>form+sem</td>
<td>58.5</td>
<td>49.8/9.3</td>
<td>52.8/4.9</td>
<td>73.8/36.2</td>
<td>61.0/80.8</td>
<td>64.0/33.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(57.6-59.4)</td>
<td>3</td>
<td>4.9</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN</td>
<td>form</td>
<td>50.6</td>
<td>26.1/2</td>
<td>44.3/4</td>
<td>0/0</td>
<td>58.9/68.0</td>
<td>0/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(49.9-51.3)</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN</td>
<td>sem</td>
<td>51.7</td>
<td>20.8/9.3</td>
<td>43.3/3.3</td>
<td>0/17.3</td>
<td>58.5/72.8</td>
<td>49.0/44.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(50.4-52.9)</td>
<td>3</td>
<td>5.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN</td>
<td>form+sem</td>
<td>50.1</td>
<td>23.5/2</td>
<td>45.2/4</td>
<td>0/0</td>
<td>61.2/62.4</td>
<td>20.8/18.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(48.9-51.4)</td>
<td>1.0</td>
<td>6.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 3:** The performance of the classifiers across ten replications ranked according to their mean accuracy when predicting gender in Chechen. The numbers in parentheses indicate the upper and lower confidence intervals of the accuracy. The abbreviations are interpreted as follows: Acc = accuracy; Pr = precision; Rc = recall. The values in bold indicate the parameters with the highest accuracy for each classifier.
In Figure 3, we first present a single decision tree that is generated when feeding both formal and semantic information to the classifier. Since the accuracy of the ten iterations does not vary much, we consider the last tree as an example. However, it is important to point out that this tree is displayed as a visualisation of how the classifier works rather than an absolute truth of gender assignment in the language under discussion. The tree can be read in the following way: the buckets at the bottom of the tree indicate with different colours the predicted gender. For example, the nouns predicted as M by the classifier are coloured in green. The numbers in each bucket indicate the number of predictions and how many of them are correct. As an example, in node 3 (bottom right) 206 nouns are predicted as J by the classifier, and of those 206 nouns, 173 do indeed belong to J gender. Each prediction is read starting from the top of the tree, descending until a bucket is reached. As another example, if the word is not a Russian loan (node 1 to node 2), but the semantic field is kinship (node 2 to node 5), the predicted gender is M. Following the path, 32 nouns are predicted as M, and 16 of them indeed belong to the M gender, which results in an accuracy of \( \frac{16}{32} = 50\% \). This accuracy is quite low, although it is important to emphasise that this accuracy should be compared with either the random baseline (38.4%) or the proportion of the predicted category. As an example, node 5 relates to gender M, which has a proportion of 3.3% in the entire data. The same reading can be applied for the other branches of the tree.

Semantic features are found in the tree: the tree considers the information of ‘Kinship’ (node 2) and ‘Person’ (node 8). As an example, if a noun is coded as possessing kinship semantics, it is more likely to be the M category. Formal features are found lower in the tree. For example, if a noun ends with /e/ (node 4), it is more likely to be from the J category. As another example, if a noun starts with /d/ (node 16), it is more likely to be from the D category (recall Section 2). Since different trees generated by the classifier could result in the use of different variables, we consider the forest of trees generated by the random forests classifier and extract the importance of variables based on three metrics.
Figure 3: One of the ten decision trees generated for predicting gender in Chechen based on formal and semantic information. Labels marked as unused refer to categories that the models did not predict based on this sample tree.

First, we consider the minimal depth of a variable in a decision tree. For example, in Figure 3, the variable ‘Russian loan’ is at the top of the tree, which means that it has a depth of 0. As another example, the semantic category Kinship appears immediately after the root of the decision tree, which gives it a depth of 1. The closer a variable is found to the root, the larger group it creates within the data, which gives it higher importance. Second, we consider the decrease of accuracy for the classifier when a variable is removed. For example, if the tree has an accuracy of 60% with all variables considered, and the accuracy drops by 30% if we remove the semantic category of Person, it means that the semantic category Person is highly relevant for the classification task. Third, we consider the decrease of purity in predictions (i.e., the Gini coefficient). As an example for calculating the Gini coefficient, if the predictions of a node are all correct, it results in a high purity of the predictions and therefore a high Gini coefficient. In contrast, the predictions of node 5 have a lower purity/Gini coefficient, as they are correct at 50% (16/32). The top ten most
important variables according to these three metrics are shown in Table 4. The full ranking of the variables is provided in the supplementary materials.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Minimap depth</th>
<th>Mean decrease accuracy</th>
<th>Mean decrease Gini coefficient</th>
<th>Gini</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Word length</td>
<td>Person</td>
<td>Word length</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Person.thing</td>
<td>Russian.loan_1</td>
<td>Russian.loan_1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Russian.loan_0</td>
<td>Kinship</td>
<td>Person</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Russian.loan_1</td>
<td>First.phoneme_d</td>
<td>First.phoneme_d</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Person</td>
<td>Last.second.phoneme_u</td>
<td>Last.first.phoneme_i</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>First.phoneme_d</td>
<td>Last.first.phoneme_e</td>
<td>Person.thing</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Last.first.phoneme_a</td>
<td>Ethnicity</td>
<td>Russian.loan_0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Second.phoneme_a</td>
<td>Word length</td>
<td>Last.first.phoneme_a</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Third.phoneme_r</td>
<td>Last.first.phoneme_i</td>
<td>Third.phoneme_r</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Inanimate</td>
<td>Wild.plant</td>
<td>Kinship</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: The importance of variables in random forests according to different metrics for predicting gender in Chechen. Only the top ten variables for each metric are listed. The variables highlighted in grey are the variables that are found in the top ten of all three metrics.

Four variables are found consistently across the three rankings. First, borrowing from Russian has an effect on gender assignment. Second, the variable ‘Person’ shows that the human/inanimate distinction is relevant for grammatical gender assignment. Finally, in terms of form, we also see that word length is relevant, combined with the use of /d/ as the first phoneme. Additional linguistic interpretation of these variables is provided in Section 5.

4.2. Tsova-Tush

The same analysis was conducted for the Tsova-Tush data. First, we compare the accuracy of each combination of parameters. see Figure 4. As found with Chechen, we see that the accuracy does not vary much across the ten iterations, which indicates that the output of the models is stable. We can observe that, as in Chechen, combining
formal and semantic information results in the highest accuracy for each of the models. As an example, the accuracy of random forests is at its highest when combining formal and semantic information. The accuracy of all models is also above the majority baseline.

**Figure 4:** The accuracy of different parameters for predicting the gender of nouns in Tsova-Tush. The abbreviations are interpreted as follows: sem = semantics, rf = random forests, tree = single decision tree, nn = neural networks. The red dashed line indicates the majority baseline. The black dashed line indicates the random baseline.

The detailed performance of each classifier and each combination of parameters is shown in Table 5. In general, we see that the classifiers perform well on the M and F categories, but have more difficulties identifying the nouns from the B, D, and J categories. For example, the precision and recall of the gender category J are generally low, since the model did not correctly identify the majority of nouns belonging to this category. The detailed confusion matrices of the classifiers are provided in the supplementary materials.

As with Chechen, in the following analyses we only consider the models that combine formal and semantic features, since they have the highest accuracy. Nevertheless, the details regarding other combinations of parameters are included in the supplementary materials. In Figure 5, we visualise one of the ten decision trees generated based on formal and semantic information for predicting the gender of nouns in Tsova-Tush. The decision tree uses both formal and semantic variables. In terms of formal features, the tree considers the first phonemes /b/ and /n/, along
with the penultimate phoneme /a/, and word length (the cut-off point being five phonemes). With regard to semantic features, the tree uses the broad semantic categories of Male, Female, and Inanimate. It also considers the more specific category of ‘Wild plants’ and ‘The physical word’.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Setting</th>
<th>Mean Acc</th>
<th>Pr/Rc</th>
<th>Pr/Rc</th>
<th>Pr/Rc</th>
<th>Pr/Rc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>[B]</td>
<td>[D]</td>
<td>[F]</td>
<td>[J]</td>
</tr>
<tr>
<td>Tree</td>
<td>form</td>
<td>45.2</td>
<td>(43.6-46.8)</td>
<td>.9</td>
<td>.8</td>
<td>.1</td>
</tr>
<tr>
<td>Tree</td>
<td>sem</td>
<td>47.9</td>
<td>(46.9-48.7)</td>
<td>0/0.6</td>
<td>50.4/59</td>
<td>0/65.5</td>
</tr>
<tr>
<td>Tree</td>
<td>form + sem</td>
<td>52.8</td>
<td>(50.7-54.9)</td>
<td>.9</td>
<td>.7</td>
<td>.0</td>
</tr>
<tr>
<td>RF</td>
<td>form</td>
<td>52.2</td>
<td>(50.9-53.4)</td>
<td>.1</td>
<td>.4</td>
<td>.6</td>
</tr>
<tr>
<td>RF</td>
<td>sem</td>
<td>53.9</td>
<td>(52.9-54.7)</td>
<td>.7</td>
<td>.7</td>
<td>.9</td>
</tr>
<tr>
<td>RF</td>
<td>form + sem</td>
<td>60.7</td>
<td>(59.4-61.9)</td>
<td>.1</td>
<td>.8</td>
<td>.6</td>
</tr>
<tr>
<td>NN</td>
<td>form</td>
<td>44.4</td>
<td>(42.9-45.8)</td>
<td>.7</td>
<td>.6</td>
<td>.3</td>
</tr>
<tr>
<td>NN</td>
<td>sem</td>
<td>50.3</td>
<td>(49.7-50.9)</td>
<td>.0</td>
<td>.6</td>
<td>.8</td>
</tr>
<tr>
<td>NN</td>
<td>form + sem</td>
<td>47.4</td>
<td>(45.2-49.5)</td>
<td>.7</td>
<td>.8</td>
<td>.8</td>
</tr>
</tbody>
</table>

Table 5: The performance of the classifiers across ten replications ranked according to their mean accuracy when predicting gender in Tsova-Tush. The numbers in parentheses indicate the upper and lower confidence intervals of the accuracy. The abbreviations are interpreted as follows: Acc = accuracy; Pr = precision; Rc = recall. The values in bold indicate the parameters with the highest accuracy for each classifier.
We then consider the output from the random forests classifier to consider the overall importance of the variables when generating a forest of trees. We take into account the three metrics minimal depth, mean decrease of accuracy, and Gini coefficient. The top ten most important variables according to these three metrics are listed in Table 6. The full ranking of the variables is provided in the supplementary materials.

We can observe that the recurrent variables are word length, the first phoneme /b/, the penultimate phoneme /a/, along with the semantic information of male and inanimate. The information of Person also seems to be relevant, as it is encoded by different variables that are found in the rankings. For example, the metric of mean decrease of Gini coefficient has the Concepticon category 'Person.thing' in its top ten, while the rankings of accuracy and purity consider the dictionary information regarding person. Additional linguistic interpretation of these variables is provided in Section 5.
### Table 6: The importance of variables in random forests according to different metrics for predicting gender in Tsova-Tush. Only the top ten variables for each metric are listed. The variables highlighted in grey are the variables that are found in the top ten of all three metrics.

<table>
<thead>
<tr>
<th>Minimap depth</th>
<th>Mean decrease accuracy</th>
<th>Mean decrease Gini coefficient</th>
<th>Gini coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word_length</td>
<td>Male</td>
<td>Male</td>
<td></td>
</tr>
<tr>
<td>Borrowed_GE</td>
<td>Inanimate</td>
<td>Word_length</td>
<td></td>
</tr>
<tr>
<td>Inanimate</td>
<td>First.phoneme_b</td>
<td>Inanimate</td>
<td></td>
</tr>
<tr>
<td>Person.thing</td>
<td>Word_length</td>
<td>Person</td>
<td></td>
</tr>
<tr>
<td>Last.second.phoneme_a</td>
<td>Female</td>
<td>Borrowed_GE</td>
<td></td>
</tr>
<tr>
<td>First.phoneme_b</td>
<td>Abstract</td>
<td>First.phoneme_b</td>
<td></td>
</tr>
<tr>
<td>Second.phoneme_a</td>
<td>Animal</td>
<td>Last.second.phoneme_a</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>First.phoneme_d</td>
<td>Person.thing</td>
<td></td>
</tr>
<tr>
<td>Last.first.phoneme_r</td>
<td>Person</td>
<td>Female</td>
<td></td>
</tr>
<tr>
<td>First.phoneme_d</td>
<td>Last.second.phoneme_a</td>
<td>Animal</td>
<td></td>
</tr>
</tbody>
</table>

5. Discussion

5.1. Methodological and technical aspects

In terms of accuracy, we observe that the classifiers generally perform above the random and the majority baseline, which indicates that interpreting the interaction of the variables detected by the classifiers is worthwhile. However, the accuracy stabilises at around 60%, which shows that the classifiers are still far from being able to perfectly predict the gender of nouns. While similar results are found in the literature, widening and deepening the variables is likely to improve the performance of the classifiers. On the one hand, additional variables related to form and semantics could provide additional information to the classifiers. For example, it is possible that adding frequency information could help the classifiers to find different rules for frequent and less-frequent words. On the other hand, the semantic information used in our experiments could be further refined. As an example, the semantic domains
could be annotated as individual variables rather than being merged as a single variable, as a noun may belong to different semantic categories simultaneously. Furthermore, additional tuning of the classifiers is also likely to improve their accuracy. In the current experiments, we did not tune the classifiers to find the parameters that fit best the gender classification task. Running additional tests to identify those parameters will also improve the accuracy of the classifiers. As an example, preliminary tests show that allowing the tree to split the data into smaller buckets (e.g., buckets of two units) and/or allowing the tree to go much deeper (i.e., have more branches) does not alter the general results. Nevertheless, additional testing could help to identify the settings that result in the highest possible accuracy.

5.2. Language-internal and family-internal aspects

For Tsova-Tush, the results in Figure 5 and Table 6 corroborate findings by Bellamy and Wichers Schreur (2022) and Wichers Schreur (2021): Firstly, in our classifier experiments, the variable “Male” has the most predictive power when all metrics are considered (Table 5), pointing to 100% accuracy in Table 6. It is known from corpus research (Wichers Schreur 2021) that the variable “Female” holds the same predictive power. That this is not shown in our outcomes is likely due to the low number of items in this category. Semantically, we find few other variables that serve as cues for gender assignment. Only the label “wild plant” points to gender D, which was not observed in previous literature, and the broad label “Inanimate” (after subtracting phonological clues and “wild plants”) points to gender J. In terms of phonology, we see that nouns starting in b- correlate with gender B, as expected from previous qualitative and descriptive studies. Also as in Tsova-Tush, in terms of phonology, we find words starting in d- to correlate with gender D.

The variable “word length” (i.e., possessing more than 5 phonemes) is an unexpected predictor, especially since it scores highly in all three metrics presented in Table 5. Word length corresponds highly with gender D, which we explain by the high percentage of abstract nouns formed by suffixes (increasing the word length), many of which trigger gender D (see Wichers Schreur 2021). Conversely, one suffix forming abstract nouns that triggers J gender is the suffix -ol, which was unexpectedly not used as variable by any of the decision trees. As expected from previous literature, loanword status is not used as a variable, as it does not correlate with any particular gender.
In our Chechen results, “word length” is similarly an important variable, although in this language it is correlated with gender J. It remains unclear whether there is a larger number of suffixes deriving J gender nouns in Chechen (as opposed to Tsova-Tush), or whether there are simply more attestations of such suffixes in our dataset; further research is thus necessary in this regard. Additionally, the majority of Russian loanwords (coded as such, see Section 3.1) in the dataset are assigned gender J. As indicated in Figure 1a, J is the largest gender category in Chechen, comprising just over half (51.3%) of the nouns included in the present study. It is hard to detect any formal (i.e. phonological) or semantic patterns in this group of loanwords, therefore it is tempting to suggest that they are being assigned to the unmarked gender (also referred to as a ‘default assignment strategy’; Bellamy & Parafita Couto 2022; Corbett 1991: 77; Poplack et al. 1982: 21-23). That said, in reference to German loanwords in Russian, Corbett (1991) argued that the morpho-phonological form of the former dictated their assignment to the appropriate declension classes of the latter. Most of the exceptions to the J gender assignment rule are animate nouns, which can more transparently be assigned a gender in the recipient language, especially since Chechen possesses clear M and F categories. Nonetheless, further investigation is needed to verify whether the inanimate exceptions, which represent 22% of Russian borrowings in this dataset, could be explained by semantic analogy or other factors (ibid.).

Both the Chechen and Tsova-Tush datasets contain clusters of items correlating strongly with one particular gender, which are not used by the decision tree algorithm and which score low on all importance metrics (Tables 4 and 6). Examples of this include abstract nouns in -lo (J) in Tsova-Tush, and nouns annotated as “Male” (M) in Chechen, and nouns annotated as “Female” (correlating with F) in both languages. The fact that these variables are not used can be explained by (i) the number of items in a category being too low; (ii) this cluster being split up into other categories that are deemed more important by the algorithm; or (iii) there was no need to explicitly separate this cluster in the decision tree, as it is subsumed under larger categories, most importantly “inanimate” and “word length”.

These results tie in well with hypotheses formulated elsewhere regarding gender assignment in East Caucasian. Particularly, they corroborate the observation that broad semantic categories such as animacy, humanness and abstractness show a high correlation with certain gender classes (Carling et al. 2021). On the other hand, whereas more fine-grained categories such as “animal”, and “metal” show a general tendency of correlating with certain gender classes in East Caucasian (B for animals,
D for metals), no such tendency has been found in our experiments. Animals in Nakh are divided between the three neuter classes, and metals do correlate with gender D, but form too small a category to be picked up by the models used here.

5.3. Broader linguistic implications

Other studies, both qualitative and quantitative, have shown that semantics plays a more important role in gender assignment than (phonological-morphological) form (see overview in Section 1), despite many systems relying on both features to different degrees (e.g. Corbett 1991). Indeed, we found that the form alone of a noun is always less predictive than purely its semantics, but that form and semantics together are always more informative, in all models. The Nakh languages therefore sit towards the semantic end of the spectrum of possible gender assignment types, albeit not as categorical as, for example, Mian (Allassonnière-Tang et al. 2021). An advantage of the computational methods presented here is that they can test and validate, or not, descriptive analyses of gender assignment systems. Moreover, they can also identify the relative weights of semantics and form in assignment, as well as the relative importance of the various semantic domains involved.

However, the prevalence of semantics-based assignment in the Nakh systems, amongst many others (such as Mian), seems difficult to reconcile with the observation that children pay more attention to phonetic cues when acquiring gender systems, especially those found noun-externally, namely the agreement markers that occur on other elements in the clause (see Gagliardi & Lidz 2014 for such evidence from Tsez, another Daghestanian language). This reliance on phonetic input is to be expected, since in the earliest stages of language acquisition, children do not have access to the meanings of all the input they receive. There appears, therefore, to be a discrepancy between the earliest stages of assignment and later processes, including the integration of loanwords, nonce words or neologisms into the language. Such a discrepancy begs the question as to what happens with regard to the processing and storage of gender assignment information between (early) childhood and adulthood. How can different cues gain greater prominence as age and language develop? More comparative studies of children of different ages and adults speaking the same language are required to investigate this issue further.

That said, certain semantic cues are likely to be prominent in gender assignment from early childhood, notably animacy. We have seen how Nakh languages have clear
masculine and feminine animate categories (labelled M and F respectively), and humanness is almost exceptionlessly diagnostic for gender assignment in many Indo-European languages. Moreover, there is evidence from code-switched speech that animacy is also the most important feature of a noun from one language inserted into a phrase or clause of another. Cruz (2021) highlights how English nouns representing feminine animates are assigned feminine gender when inserted into Spanish, despite there otherwise being a preference for a default masculine assignment strategy in inanimates (cf. Balam 2016 who finds feminine animates also assigned masculine gender in code-switching mode).

Finally, it should be stressed here that computational models of gender assignment do not necessarily represent mental classification, and an interdisciplinary approach to investigating gender assignment still remains to be undertaken.

6. Conclusion

The main aim of this paper was to show how three different computational classifier methods perform on a novel set of non-Indo-European data. We applied three machine-learning methods to investigate the relative weight of (phonological) form and semantics in predicting grammatical gender in the Nakh languages Chechen and Tsova-Tush. The results showed that the combination of form and semantics gives the best results for both languages, and that semantics is dominant in Tsova-Tush, which supports findings from existing literature. However, the results also suggest that making the coded semantic information more fine-grained could improve the accuracy of the gender predictions.

Our results confirm observations about the East Caucasian family, which relies heavily on humanness and abstractness as classifiers for gender assignment. Additionally, the first segment of a phonological form of a given noun being /b/ or /d/ is once again found to correlate highly with the corresponding genders B and D, respectively (see e.g. Nichols (1989; 2011: 147) for the concept of autogender, and its possible historical explanations).

As the many descriptive analyses demonstrate, gender assignment is language-specific, especially with respect to the specific semantic domains that emerge as important. Nonetheless, we have presented results here supporting the claim that certain common trends can be identified, notably the greater primacy of semantics as a categorisation principle, and within this, the importance of animacy. Whether this
principle holds across all gendered languages (that is, whether it can be considered ‘universal’) requires further empirical testing, from both qualitative and quantitative perspectives.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOR</td>
<td>aorist</td>
</tr>
<tr>
<td>B</td>
<td>B gender</td>
</tr>
<tr>
<td>D</td>
<td>D gender</td>
</tr>
<tr>
<td>PRS</td>
<td>present</td>
</tr>
</tbody>
</table>
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