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Abstract8

We propose to derive local sea level variations by using the Signal-to-Noise Ratio (SNR) of the GNSS reflected9

signals at four GNSS single antenna sites (ILDG, TAR0, FFT2, LYTT) located at different latitudes. For10

these sites representing various ocean conditions (waves, tides, storm surges, etc...), tides estimates by SNR11

are highly consistent to tide gauges records as highlighted by tidal harmonic analysis, with a Root-Sum-12

Square (RSS) ranging from few centimeter in micro-tidal environment to near a decimeter in macro-tidal13

environment.SNR non-tidal residuals (NTR) are compared to two modelled sea level responses to meteo-14

rological forcing, namely the analytical Local Inverse Barometer (LIB) model and the numerical Dynamic15

Atmospheric Correction (DAC). Both DAC and LIB models are coherent with this non-tidal SNR residual16

in a 2-days to 2-months time window with correlations reaching 0.7 and high coherences. Several notewor-17

thy atmospheric events are observed in the time series of about one year. During intense events, SNR and18

models are highly correlated. According to the results obtained in this study, we conclude that the GNSS19

reflectometry technique is relevant to derive sea level variations at tidal periods but also for studying the20

behaviour of the sea surface in response to atmospheric forcing at short-term scales.21

Index terms— GNSS-R, Coastal sea level, Meteorological forcing, Storm surges22

1. INTRODUCTION23

Sea Surface Height (SSH, Gregory et al. (2019)) are largely studied by different techniques such as tide24

gauges (e.g.Ponte et al. (2019)), conventional satellite altimetry (e.g. Ablain et al. (2017)), SAR satellite25

altimetry (e.g. Anzidei et al. (2021)) or a combination of some of these methods (e.g. Meli et al. (2021)).26

At long-term temporal scales, sea height variations are an important indicator of sea-level rise due to Global27

Warming (Shukla et al., 2017). At higher frequencies, from monthly to sub-daily timescales, the sea level28

observations allow the monitoring of ocean tides, waves and the response to atmospheric forcing. In coastal29

zones, important phenomena with a big impact on society and ecosystems act, as erosion or oceanic surges.30

However, in these near-shore areas satellite altimetry observations remain imprecise (Vignudelli et al., 2005;31

Cipollini et al., 2017) and tide gauge coverage remains sparse (Melet et al., 2020), challenging the under-32

standing of contemporary sea level changes (Ponte et al., 2019). For this purpose, GNSS Reflectometry33
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(GNSS-R) has been developed in the last decades as an opportunistic method based on the study of the34

reflected electromagnetic signals reaching a GNSS antenna. Previous studies (Roussel et al., 2015; Löfgren35

et al., 2014; Tabibi et al., 2020; Geremia-Nievinski et al., 2020; Chen et al., 2019) have shown the good36

performance of the GNSS-R technique to observe tidal variations in sea level. This technique presents several37

advantages. When collocated to a tide gauge, it provides redundancy and thus, acts as a complement to the38

tide gauge estimates (in case of measurement interruption). The combination of both could allow a better39

characterization of sea level in coastal areas. On the other hand, the GNSS-R represents an opportunistic40

and self-sufficient technique of sea surface height measurement, based on pre-existing GNSS station networks41

such as in polar regions (Tabibi et al., 2020). We use the GNSS reflectometry in this point of view to assess42

its capability in measuring sea level variations beyond the tides.43

44

Besides tides, winds and atmospheric pressure variations cause significant changes in sea height (Wood-45

worth et al., 2019). At scales of several days, most of the sea level variability comes from atmospheric46

forcing, i.e, the response of the sea surface to atmospheric pressure variations and wind (Woodworth et al.,47

2019). A first approximation of the sea level response to this forcing has been understood for more than a48

century. Some of the first observations were made by Ross (1854) using a mercury barometer (Roden and49

Rossby, 1999), leading to the Inverse Barometer (IB) effect theory. The Local (LIB) theory states that sea50

level variations are directly linked to pressure variations by a coefficient of ∼1 cm · hPa−1(Ponte et al., 1991;51

Ponte, 1993). This theory is applicable for periods larger than two days (Ponte et al., 1991). Several studies52

(Wunsch and Stammer, 1997; Mathers and Woodworth, 2001) have shown the variation of this coefficient is53

weaker in the tropical band. However, this static response of the ocean to atmospheric pressure variations is54

vanishing for periods less than 20 days where the dynamic character of the ocean response to atmospheric55

pressure forcing and the wind forcing are preponderant (Carrère and Lyard, 2003). To take this into account,56

the Dynamic Atmospheric Correction (DAC) has been developed (Carrère, 2003; Carrere et al., 2016) as a57

combination of the IB response at periods longer than 20 days, and a barotropic model of the dynamic ocean58

response to atmospheric wind and pressure forcing for periods less than 20 days. The difference between the59

DAC and the LIB at high frequencies can be observed in Figure 1.60

The signature of the atmospheric forcing has been observed by GNSS-R with a focus on singular site stud-61

ies (extreme events as storms and typhoons Vu et al. (2019); Peng et al. (2019)), and a further evaluation of62

this capability is still needed. The main goal of this paper is to extend these case studies for longer durations63

and thus, evaluate the performance of GNSS-R for measuring sea surface variations caused by short-term64

meteorological forcing around the world in different configurations.65

66

For this study, the four observation sites used are first presented. They have been chosen to represent67

different latitudes and environmental conditions. Secondly, the data and models are described. Thirdly, we68

introduce the Signal-to-Noise Ratio (SNR) GNSS-R method to obtain SSH. Fourth, we compare SSH derived69
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Figure 1: Location of the different sites along with Root Mean Square of the Inverse Barometer departure (difference between
the model output and a inverse barometer approximation) obtained with the DAC barotropic model MOG2D forced by pressure
and wind at high frequencies (0.5-20 days) in centimeters (Carrère, 2003)

from GNSS-R to tides gauges measurements through a harmonic analysis as a first validation step of the70

GNSS-R processing method. Finally we analyze the physical content of non-tidal residuals. This latter is71

compared to a sea surface response computed using LIB and DAC models.72

73

2. SITES LOCATIONS74

Colocated GNSS antennas and tide gauges are necessary to quantify the performance and the reliability of75

the proposed methodology. Four sites have been chosen at different latitudes (Figure 1): Port Tudy at Groix76

Island in France (ILDG) , Tarifa in Spain (TAR0), Fort-de-France in French Island of Martinique (FFT2)77

and Lyttelton in New Zealand (LYTT). The description of sites are shown in Table 1. In addition, these78

sites have different tidal ranges: macrotidal for ILDG (∼5.7 m); mesotidal for LYTT (∼3.2 m); microtidal for79

TAR0 (∼1.5 m) and FFT2 (∼0.7 m).80

81

Two factors have been important in our site choice: the geographical configuration and the meteorological82

conditions. A nearly one year period is defined for all sites (2018-2020 depending on the site). This time83

span is suited for the observations of atmospherically-driven sea level variations which are ranging from daily84

(wind-driven and dynamic response) to monthly scales (static LIB response).85

Concerning the first site, ILDG directly faces the oceanic waters, TAR0 is located at the transition86

between the Atlantic ocean and the Mediterranean sea in a protected harbour, i.e protected from waves and87

wind, FFT2 is situated in a city harbour in the tropical band and LYTT is located in one of the biggest bay88

in the Banks peninsula.89
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Relating to the meteorological conditions, the ILDG and TAR0 sites are situated in a region affected by90

the European windstorm season associated with high barometric variations and wind. A period of higher91

intensity storms occurred in December 2019 affecting Spain and the bay of Biscay (Elsa and Fabien storms).92

For FFT2, the tropical storm Dorian in August 2019 was a major event that hit Martinique Island (later93

classified as a class-5 hurricane). For LYTT, the focus is made on the Fehi storm (01/02/2018) which was94

responsible for casualties in southern New Zealand.95

3. DATA96

3.1. GNSS97

The GNSS observations of ILDG, FFT2, TAR0 and LYTT are provided by the Service d’Observation98

du Niveau des Eaux Littorales (SONEL Wöppelmann (2004)) as a part of the Global Sea Level Observing99

System (GLOSS, Woodworth (1991)). Each data-set is available in RINEX format with a sampling rate of100

30 seconds. GPS and GLONASS constellations are considered. For both constellations, SNR from both the101

L1 (C/A code) and legacy L2 (P(Y) code) are used. The sampling rate of 30-second of the RINEX data102

set is enough to process properly the data for each sites. Actually Santamaŕıa-Gómez et al. (2015) gives a103

theoretical maximum antenna height of about 13 meters while processing 30 seconds RINEX with both L1104

and L2. This treshold value is above all of our antenna heights (the maximum height in our study areas105

being 8.5 meters at TAR0).106

107

The ILDG and FFT2 stations are part of the French permanent GNSS network (RGP). The TAR0108

station belongs to the ERGNSS (Red Geodésica Nacional de Estaciones de Referencia GNSS, Spain) and109

the EUREF permanent Network. The LYTT station is operated by the Otago University. More detailed110

information about the four GNSS stations are given in Table 1.111

3.2. Tide gauges112

Data from the tide gauges are made available by the GLOSS organizations, the Permanent Service for113

Mean Sea Level and the University of Hawaii Sea Level Center (UHSLC). In the case of French sites, ILDG114

and FFT2, the tide gauges are part of the Réseau d’Observation du NIveau de la Mer. This network is115

operated by the Service d’Hydrographie de la Marine. Both tide gauges are Krohne radar type sensors116

(Voineson, 2013) located in a stilling well. The measurement sampling rate is one minute.117

For the Spanish site, TAR0, the sea level observations are issued from a miros radar tide gauge (Garćıa118

and Molinero, 2006) which is part of REDMAR network (Pérez et al., 2014). The raw measurements are119

retrieved from the Joint Research Center database (JRC, Remus et al. (2010)) and they are provided with a120

sampling of 5 minutes. Finally the tide gauge at LYTT site is operated by the Lyttelton harbour authority.121

The data are made available by the UHSLC with a sampling period of one hour. At all sites, tide gauges and122

GNSS stations are collocated with a horizontal distance ranging from less than 1 m (LYTT) to about 300 m123

(TAR0).124
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Site Latitude Longitude h0 h1 Antenna
Type

GNSS
Receiver

Type

Obs.
Period

dL dH Azimut
Mask [°]

Elevation
Mask [°]

ILDG 47°38’40” -3°26’45” 6.8
56.2

Topcon
CR-G5

Spectra
SP90M

20/02/19
to

31/12/19

15 5.7 20/110 0/16

TAR0 36°0’31” -5°36’10” 8.5
50.1

Leica
AR20

Leica
GR25

17/07/19
to

15/07/20

307 1.6 290/240 5/18

FFT2 14°36’05” -61°03’48” 8.0
-29.9

Leica
AR20

Leica
GR25

18/04/19
to

30/04/20

53 0.7 130/260 5/25

LYTT -43°36’21” 172°43’20” 6.6
18.4

Leica
AT504

Leica
GRX1200

01/01/18
to

16/12/18

1 3.2 120/250 5/25

Table 1: GNSS-R sites detailed informations. Azimuth expressed in clockwise direction; h0: Reflector depth above mean sea
level [m], h1: Station ellipsoidal height [m], dL: the distance to the tide gauge [m], dH: tidal range [m]

3.3. Atmospheric Pressure125

Atmospheric pressure observations near ILDG, FFT2 and TAR0 are provided by Infoclimat (https:126

//www.infoclimat.fr last access on the 13/12/21) with a sampling of 1 hour. For the French sites, these127

measurements are issued from METeorological Aerodrome Report (METAR) stations operated by Meteo-128

France. Distances between GNSS and weather stations are 13 km, 7.5 km and 1 km for ILDG, FFT2 and129

TAR0 respectively.130

131

The atmospheric pressure data at LYTT site are available from the Lyttelton Port Company (https:132

//www.lpc.co.nz) with one-minute sampling and are located in the same harbour as the GNSS antenna and133

tide gauge.134

3.4. Dynamic atmospheric correction135

The DAC is computed by combining the LIB approximation of 1 cm · hPa−1 at low frequencies (periods136

exceeding 20 days) and the barotropic model Mog2D-G outputs (Carrère and Lyard, 2003; Carrere et al.,137

2016) at high frequencies (periods less than 20 days). The Mog2D model is forced by air pressure and wind138

derived from ECMWF products. The differences between Mog2D and the LIB approximation are represented139

in Figure 1. The DAC is produced by CLS (Collecte Localisation Satellites, Toulouse, France) and distributed140

by Aviso + (https://www.aviso.altimetry.fr ) supported by Centre National d’Etudes Spatiales. These fields141

are provided every 6 hours over a global grid of 0.25 degrees (∼ 28 km) of spatial resolution.142

The DAC is commonly used for correcting satellite altimetry data. It is adapted to study the high143

frequency response of the sea level as the ocean signal is mostly barotropic (Vinogradova et al., 2007),144

whereas the LIB presents several drawbacks due to the dynamical response of the sea and non-consideration145
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of the wind, which is predominant around the 10-day period (Carrère and Lyard, 2003), in particular in146

coastal areas (Woodworth et al., 2019; Ding et al., 2011; Lyard and Roblou, 2003).147

The DAC and to a lower extent, the LIB are the principal solutions providing a modeled response of the148

sea surface to meteorological forcing. They are fully uncorrelated from other sea level forcing factors (i.e.149

seiches, ocean circulation, waves, and so on).150

4. METHODOLOGY151

4.1. SSH derived from GNSS-R152

The GNSS SNR quantify the quality of the signal received on an antenna. The energy of the GNSS signal153

is due to the combination of the direct and reflected signals which contribute to the shape of the SNR. The154

SNR data is available in the RINEX files provided by the GNSS receivers in dB.Hz. The amplitude of the155

direct signal, Ad, is considered largely superior to the reflected signal amplitude Ar, because the coherent156

amplitude is reduced by scattering on rough surfaces and through the geodetic antennas design (Smyrnaios157

et al., 2013). Then, the square SNR norm is approximated by (Larson et al., 2008):158

SNR ≈ A2
d + 2AdAr cosψ (1)

where ψ is the phase difference between the direct and the reflected signals. Supposing a horizontal159

reflector surface and specular reflections, ψ is estimated as a geometrical function of the path delay of the160

reflected signal, δ (Bishop et al., 1985) :161

ψ =
2π

λ
δ =

4πh

λ
sin ε (2)

with λ the wavelength (in m), ε the elevation angle of the satellite (in °) w.r.t the antenna’s plane horizon162

and h the vertical height (in m) between the antenna phase center and the reflecting surface (see Figure 2).163

Deriving Equation 2 with time t, the multipath frequency oscillation is obtained as (Roussel et al., 2015):164

f̃ =
dψ

dx
=

4π

λ

(
ḣ

tan ε

ε̇
+ h

)
(3)

with x = sin ε and ḣ = dh/dt the sea level vertical variation speed (in m/s). In practice, a second-order165

polynomial function is adjusted from raw SNR data in order to remove the direct signal contribution (Larson166

et al., 2013; Roussel et al., 2015). The residual SNR presents a periodical behavior based on the multipath167

frequency. A Lomb Scargle Periodogram (Lomb, 1976) is then applied to the residuals to estimate the position168

f̃ of the maximum peak of the residual SNR spectrum. Finally, following this detection, a f̃k is determined169

for each satellite k during a 2·δt integration-time window centered on a given epoch i. δt has to be optimized170

to reach the best results when observing the tides according to Roussel et al. (2015). Using Equation 3, hi171

and ḣi are adjusted by Least Square Method (Figure 2). In this study, hi is determined with a sampling of172

∆t = 5 minutes for deriving a GNSS-R sea level variation time series.173

174
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Figure 2: Principle of the SNR based method to retrieve sea level height h. The sea level variations is represented in blue, and
the corresponding detrended SNR at a given epoch in red. Inspired from Roussel et al. (2015) and Santamaŕıa-Gómez et al.
(2015).

The simulator earlier proposed by Roussel et al. (2014) is used in order to avoid reflections located over175

land, pier, buildings, etc. Masks depending on azimuth and elevation values are created to keep the appro-176

priated reflection points in the h adjustment process (Figure 3 and Table 1).177

178

As the GNSS-R technique is based on GNSS signals, it suffers from the impact of the atmosphere,179

especially from the impact of the troposphere creating tropospheric delays. These delays generate biases in180

the GNSS-R estimates, leading to an underestimation of the height between the reflection surfaces and the181

antenne. In the case of a moving reflection surface, it creates a scaling factor between the true reflector height182

and the GNSS-R estimates (Williams and Nievinski, 2017; Peng et al., 2019). The correction of these delays183

improves the accuracy of the estimates with respect to tide gauges records (Santamaŕıa-Gómez and Watson,184

2017; Williams and Nievinski, 2017; Larson et al., 2017).185

Due to the scaling factor theory, the errors caused by tropospheric delays alter the tides amplitude186

recovery, however they poorly affect the non-tidal residuals of less than 1 meter. As the retrieval of tides187

is not the main purpose of our study, but the analysis of the non-tidal residual, no tropospheric delays188

corrections are applied here.189

4.2. Non-Tidal Residual (NTR) processing and analysis methods190

The time series of GNSS-R SSH with tides removed is called the Non-Tidal Residual (NTR Gregory191

et al. (2019)). Tides are computed using the T TIDE Matlab package (Pawlowicz et al., 2002). A harmonic192

analysis is conducted on GNSS-R SSH based on a list of 45 astronomical and 101 shallow-water constituents.193
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Figure 3: Position of the reflection points for each stations computed with the simulation software of Roussel et al. (2014) along
with the azimut and elevation masks used in the study

An automated algorithm selects the appropriate constituents of significant amplitudes. The amplitudes and194

phases lags of the selected constituents are saved in a table to allow the prediction of a local tidal model.195

Then, GNSS-R NTR is computed as the difference between GNSS-R SSH and the tidal prediction from the196

local harmonic coefficients.197

198

On the other hand, the response of sea surface to short-term atmospheric forcing is determined by the LIB199

approximation and DAC products. The readers are reminded here that these models have been selected as200

their design do not allow the estimation of other sea level variations (e.g. general circulation, coastal upwelling,201

local seiches, steric changes ...) when these variations cannot be separated in tide gauge measurements.202

The analysis of the ocean response is made at periods of two days and longer as the LIB effect is given203

to have a poor signature at high frequencies (Ponte et al., 1991; Mathers and Woodworth, 2001) and as the204

DAC data is obtained with a 6 hours sampling, restraining the study to lower frequencies. Thus, a low-pass205
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filter is applied to all time series. The filtering method is based on the wavelet decomposition/reconstruction206

which accommodate well in case of non-stationary signals. A continuous Morse wavelet is chosen which is207

a complex valued wavelet (Olhede and Walden, 2002). This wavelet is convenient for analyzing signals that208

vary in both time and frequency. Moreover, in order to avoid seasonal variations in our time series, a similar209

high-pass wavelet filter is applied using a cut-off frequency of 2 months.210

5. RESULTS211

The analysis of the GNSS-R SSH time series consists of two points: 1) validation of the performance of212

our processing over a well-known ocean process, i.e. tides; 2) demonstration of the capability of the GNSS-R213

technique to detect other significant phenomenon as the sea surface response to atmospheric variations.214

5.1. Validation of the method with tide gauges215

The GNSS-R SSH estimated is compared to tide gauges measurements over one year for the 4 sites,216

ILDG, TAR0, FFT2 and LYTT through the harmonic analysis using T Tide software, Pawlowicz et al.217

(2002). Table 2 focuses on major diurnal, semi-diurnal and quarter diurnal constituents. This comparison218

is based on the complex difference ∆z between tide gauges records and GNSS-R estimates, for each tidal219

constituents defined as (e.g. Tranchant et al. (2021)):220

∆z = ATGe
iΨTG −ASNRe

iΨSNR (4)

Tide Type
ILDG TAR0 FFT2 LYTT

Amp. Phase |∆z| Amp. Phase |∆z| Amp. Phase |∆z| Amp. Phase |∆z|
[cm] [°] [cm] [cm] [°] [cm] [cm] [°] [cm] [cm] [°] [cm]

M2
TG 149.27 99.12

8.84
41.33 41.66

5.27
6.18 210.44

0.71
85.27 137.12

5.81
SNR 140.35 98.75 36.05 41.75 5.48 210.09 79.46 137.14

S2
TG 53.54 131.74

4.52
15.39 69.76

0.92
1.49 242.54

0.58
5.72 149.14

0.60
SNR 49.33 133.53 14.47 70.21 0.92 246.48 5.14 150.57

N2
TG 30.68 79.09

1.83
8.39 26.45

0.87
1.60 182.26

0.30
19.96 110.47

1.19
SNR 28.81 78.16 7.53 27.52 1.41 173.58 18.83 111.52

K2
TG 15.55 131.45

6.83
4.43 67.37

1.43
0.16 220.88

1.19
1.87 117.32

10.87
SNR 9.97 113.01 5.13 52.30 1.03 27.47 12.62 136.50

2N2
TG 4.10 51.55

0.62
1.12 359.29

0.41
0.44 146.79

0.16
2.99 89.09

0.60
SNR 4.05 59.72 0.85 341.02 0.50 164.78 3.59 88.82

K1
TG 6.36 75.44

2.09
2.59 127.58

2.11
8.66 239.52

1.39
4.64 271.00

0.68
SNR 6.94 59.05 4.67 132.74 9.44 232.26 4.40 279.12

01
TG 6.55 329.96

1.49
0.31 129.47

0.25
6.39 229.70

0.43
2.75 244.54

0.49
SNR 6.47 317.37 0.46 99.33 6.02 227.70 3.17 249.20

P1
TG 1.74 51.50

0.44
0.53 152.83

0.41
2.54 237.23

0.51
1.52 271.67

0.52
SNR 1.35 48.39 0.74 185.45 2.63 248.30 1.89 259.39

Q1
TG 2.03 284.69

0.65
0.51 223.97

0.09
1.20 218.16

0.32
0.96 230.21

0.23
SNR 1.49 268.07 0.50 234.15 0.89 221.68 1.16 236.56

M4
TG 7.35 29.60

1.15
3.83 113.13

1.79
0.19 224.51

0.07
0.33 111.15

0.64
SNR 6.35 25.35 2.19 127.20 0.17 246.34 0.85 70.14

MS4
TG 2.53 115.86

1.13
1.77 156.09

0.79
0.14 268.41

0.09
0.35 150.23

0.23
SNR 2.43 141.66 1.24 179.12 0.08 231.88 0.58 155.22

RSS 8.91 4.48 1.56 8.82

Table 2: Usual tide constituents derived from the tide gauge observations and the GNSS-R measurements for each sites. TG:
Tide Gauge, SNR: GNSS-R SNR method, RSS: Root-Sum-Square in cm
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with A the amplitude and Ψ the phase of the corresponding tidal constituents. A Root-Sum-Square (RSS)221

based on these differences gives the combined error derived from individual tidal constituent:222

RSS =

√
1

2

∑
constituents

|∆z|2 (5)

For each site, the harmonic analysis gives good results with a RSS less than 3% of the site tidal range,223

featuring acceptable amplitude discrepancies and good agreement for phase lags. The RSS increases with the224

tidal range of the site, ranging from a centimeter order in a micro tidal environment at FFT2 to a decimeter225

order in a macrotidal environment.226

While considering the 4 sites, the amplitude error is always less 5% of the site tidal range. There is almost227

no phase lags differences (always smaller than 5°), leading to small differences |∆z| with the tide gauge (less228

than 11 cm). The differences on these major constituents explain most of the RSS value. For example, at229

ILDG and TAR0, the biggest difference is seen on the major astronomical constituent M2. This is similarly230

observed for almost every significant tidal constituents (e.g. S2, N2, ...) in the 4 sites. The |∆z| is related231

to the amplitude of the constituent itself with an underestimation of the GNSS-R tidal constituent. This232

appears to be the signature of the absence of tropospheric corrections, which induce a scaling factor (Williams233

and Nievinski, 2017; Peng et al., 2019) on the GNSS-R estimates.234

There are however some exceptions with the |∆z| on the K1 and K2 constituents. This illustrates a235

general issue: for the lunar diurnal constituent K1 and especially for the lunisolar semi-diurnal constituent236

K2, the discrepancy on phase lags is significant regarding the amplitude of the constituent (18° for ILDG for237

the K2). This phenomenon has been observed by Tabibi et al. (2020); Larson et al. (2017) and is correlated238

to the period of GPS orbit of 11.97 hours. Consequently, this leads to errors on both K1 and K2 constituents239

and significant contributions in the total error budget.240

These results validate the performance of GNSS-R to observe first order sea level variations, as the tides241

correspond to most of sea level variations signal. For instance, the tide model represent 96% of the GNSS-R242

SSH time series variability for ILDG in terms of standard deviation. Consequently, global Pearson correlation243

between the GNSS-R time series and tide gauge measurements is really good, ranging from 0.91 at FFT2 to244

0.97 at ILDG and TAR0. Still, other phenomena are present in the GNSS-R time series. For this purpose,245

NTR are computed by removing the tidal height predictions from GNSS-R SSH (see section 4).246

5.2. GNSS-R Non-Tidal Residual at short time scales247

The GNSS-R NTR are first directly compared to times series derived from LIB and DAC. The correlation248

coefficients are computed before and after application of a band-pass filter of 2 days to 2 months, (Lyard and249

Roblou, 2003). Figure 4 shows that bandpass filtered data are generally better correlated. For ILDG, TAR0250

and LYTT the correlation between GNSS-R and LIB (respectively DAC) increases of 0.47, 0.28 and 0.47251

(respectively 0.44, 0.32 and 0.49) after filtering. These results agree with the fact that the sea level response252

to atmospheric forcing is a dynamic phenomenon that differs from the IB approximation at subtidal time253
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scales till 2 months (Carrère, 2003; Lyard and Roblou, 2003). Analyzing the filtered series, the correlation254

values between GNSS-R NTR and meteorological forcing models are above 0.6 (see Figure 4 and Figure 5)255

confirming significant signatures of meteo-driven sea level variation in the GNSS-R observations. However, in256

the case of FFT2, the NTR is uncorrelated with LIB or DAC even after filter application, since the correlation257

values are below 0.5.258

259

Filtered time series of GNSS-R NTR, LIB and DAC (Figure 5) show similar variability and trends (e.g.260

a RMS of about 0.1 m for the three time series at ILDG). We notice that there are significant discrepancies261

in NTR variability for the 4 sites. The lowest variability is for FFT2 site (RMS of NTR of 0.03 m) and the262

highest ILDG (RMS of NTR of 0.115 m). The meteo-driven sea level variations in FFT2 are of the order263

of the GNSS-R resolution (with accuracy of 1 to 3 cm), explaining the low correlation values with respect264

to LIB and DAC. In the case of ILDG and TAR0, the NTR signal variability exhibit a significant temporal265

Figure 4: Pearson correlation between the NTR and both the LIB and DAC models before and after the application of the
filters. RMSE between the time series are represented through the form of error bars

ILDG TAR0 FFT2 LYTT

NTR correlation with LIB

BF 0.36 0.32 0.28 0.29
AF 0.83 0.60 0.08 0.76

NTR correlation with DAC

BF 0.35 0.34 0.45 0.29
AF 0.79 0.66 0.36 0.78

BF : before filtering
AF : after filtering

Table 3: Numerical values of the Pearson correlation between NTR and both LIB and DAC before and after the application of
a bandpass filter
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Figure 5: Time series of the NTR in black and both LIB height in blue and DAC in red for each sites. The greyed zones
correspond to important meteorological phenomena. Here global refers to the whole time series while local refers the highlighted
stormy period.

variability. In fact, in 2019, NTR variations are smaller during the summer than in winter (the NTR RMS266

is multiplied by 2.84 from the summer to the winter at ILDG).267

268

We also focus on large variations during storms. The local correlations are in the 0.6-0.9 interval con-269

sidering only storms with durations larger than a few days (Figure 5), demonstrating the presence of the270

signature in GNSS-R NTR times series of the sea level variations caused by storms. The NTR signal presents271

a great non-stationary behavior. Thus, to provide further analysis, crosswavelet coherence maps using XWT272

(Grinsted et al., 2004) are computed between NTR, LIB and DAC (Figure 6). The coherence maps show273

large differences between the 4 sites. In the case of ILDG and LYTT, a wide range of frequencies (2-32 days274

or 2-64 days) reveals a good coherence. The coherence map of TAR0 displays a strong variability. At FFT2,275

high coherence values are in the band of 4-8 days only. During the 2019 summer, the ILDG and TAR0276
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maps present a drop in coherence corresponding to periods of weak atmospheric activity. Storm periods are277

highlighted in the coherence maps (Figure 6) presenting high values at periods lower than 1-2 weeks.278

Above the 20-days threshold, the coherences obtained with the LIB and the DAC are the same (as both279

models are constructed on the same approximation for these longer periods). Differences can be seen at280

periods smaller than 20 days where the LIB leads to lower coherence values than the DAC.281

6. DISCUSSION282

The main goal of the study is to assess the capability of the GNSS-R to independently retrieve sea level283

variations other than the tides, with a focus on the response to short-term meteorological forcing. Before284

studying in depth the non-tidal parts of this retrieved sea level, we verify that our estimates are good enough285

for the study. Correlations between the GNSS-R derived sea level and tide gauge measurements ranges286

from 0.91 at FFT2 to 0.97 at ILDG. These values are consistent with the ones previously found in studies287

comparing GNSS-R and tide gauge data (Roussel et al. (2015); Vu et al. (2019); Geremia-Nievinski et al.288

(2020)). These outcomes are quite trivial as tides represent the ultra-dominant part of the sea level in the289

selected stations.290

Table 2 presents a comparison between the tidal analysis of GNSS-R estimates and tide gauge records as291

previously done by Larson et al. (2017),Tabibi et al. (2020) and Löfgren et al. (2014). The complex differences292

on the major tidal constituents ranges from several millimeters to about a decimeter (i.e. at ILDG for the293

M2, with a complex error amplitude of 8.84 cm). Löfgren et al. (2014) previously found amplitude differences294

of the same order with a |∆z| of 14.79 cm at Burnie, Australia, for the M2 component. This estimate remains295

also coherent with the results of Tabibi et al. (2020) with RSS ranging from less than a decimeter to a few296

centimeters depending upon the site. In our case, the relative errors with respect to the harmonic amplitude297

at tide gauge, ATG, are consistent for all the major harmonic constituents except for K2 (and inherently K1),298

which frequency (11.97 hours) is close to the one of GPS sidereal period (Tabibi et al., 2020). Larson et al.299

(2017) suspected possible biases on the estimates at K1 due to the GPS orbital period. Such discrepancies are300

similarly found here in meso to macrotidal conditions as in ILDG for instance. Although this issue has been301

observed in several GNSS-R studies (Tabibi et al., 2020; Larson et al., 2017), unfortunately it has never been302

characterized. This issue impacts every GNSS-based technique and the effects of the different constellations303

on these biases are the object of studies in classical GNSS methods (Matviichuk et al., 2020; Abbaszadeh304

et al., 2020).305

The comparison of the tide gauge constituents and those from the GNSS-R shows that the reflectometry306

leads to an underestimation of the constituents amplitude and errors in phase lag. This issue is pointed out307

in the methodology and is due to the lack of tropospheric corrections in the processing. Table 2 shows as308

wall that the RSS tends to decrease with the tidal range. The same feature has been previously observed by309

Löfgren et al. (2014) by comparing the error at tide gauges and the tidal range for five different stations.310

The RSS obtained are in good agreement with the results of similar studies (Löfgren et al., 2014; Tabibi311
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Figure 6: Wavelet cross correlation maps between the NTR and both LIB (on the left column) and DAC (on the right column)
time series for each sites on the left; a 5% significance level against noise is shown through the thick contour. The different
storms considered in the study are represented on the map in red. The horizontal line is set at 20 days, the threshold above
which the DAC is based on a barotropic model and under which it is goes back to the IB approximation

et al., 2020) (about a decimeter in macro-tidal and less in micro-tidal environment) and most of the difference312

can be explained due to a loose estimate of K2 constituent at ILDG and LYTT sites, explaining about313

half of the total RSS at LYTT and 23% at ILDG. Do note that any errors in determining tides using a314

classical harmonic analysis has no impact when predicting the tidal model applying those same (erroneous)315
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harmonic coefficients (e.g. Pawlowicz et al. (2002)). So, the computed NTR are poorly impacted by observed316

discrepancies at tidal periods. The non-tidal part of the sea level is then compared to independent models317

of the sea level response to meteorological forcing, namely LIB and DAC.318

Tides represent 96% of the total GNSS-R estimate variability at ILDG. In the following, we will focus on319

the residual part of the sea level signal once tides are removed. Historically, the weather impact on the sea320

level was explained using the LIB model. The comparison of the NTR with the LIB was conducted here as321

a first step. As the comparisons are already good with the LIB model, a more valid but complex model was322

used: the Dynamic Atmospheric Correction. For short periods, the comparison of the NTR time series with323

the DAC will prevail as it is a better approximation of the weather-induced variations of the sea level than324

the LIB (Carrère, 2003).325

ILDG and LYTT show similar NTR time series as these stations are located in a macro to meso-tidal326

environment with similar meteorological behaviour. Figure 5 presents the sea surface response to atmospheric327

forcings at these two sites, where a good correlation exists between NTR and the two sea level models. For328

both sites, the correlation is above 0.6. This value is similar to the correlation factor of 0.7 previously329

observed by Vu et al. (2019) at the Socoa site in the bay of Biscay. Bandpass filtering between 2 days and 2330

months of the time series increase the correlation from 0.44 at ILDG to 0.49 at LYTT (see Figure 4). The331

ILDG and LYTT coherence maps (see Figure 6) are also similar for the complete time series, in particular332

for periods between 4 to 32-64 days, and show discrepanties for shorter periods (2-4 days). It is consistent333

with the idea that the LIB model behaves poorly at periods lower than 2 days (Ponte, 1993)). Moreover,334

temporal interruptions of coherence occur, e.g. for the ILDG station in summer 2019, when the Azores High335

is located closer to Europe, reducing the number of weather cyclonic systems approaching the coasts.336

The impact of the atmospheric variations on the sea surface height is also observed at TAR0 with cor-337

relations higher than 0.6. For this latter station, the filtering increases the correlation to a minor extent338

compared to ILDG and LYTT (increase of 0.28 and 0.32 for both LIB and DAC) due to the lack of average339

signal power at periods greater than 2 days. The impact of the atmospheric variations on the sea level is ob-340

vious for TAR0 (see Figure 6) during the complete observation period, except for August-October 2019 with341

the same atmospheric low activity phenomenon than for ILDG. FFT2 corresponds to the worst case with a342

correlation of less than 0.4 even if the signature of meteorological effects is however revealed by the coherence343

map: high coherence values are being obtained for periods of 4-8 days related to important atmospheric344

events.345

When the atmospheric variations are large, their effects are more detectable in the GNSS-R NTR time346

series. For instance, in ILDG and LYTT stations, the NTR RMS is of about 0.1 m for both model : 9 cm347

for the LIB for both stations and respectively 10 and 8 cm for the DAC. The RMS are less for TAR0 and348

FFT2, i.e. of 0.04 m and 0.01 m for both models.349

This behaviour is confirmed by the study of specific meteorological events. Two examples of noteworthy350

atmospheric events are observable in our time series. The first one is based on storms which induces great351
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sea level variations as illustrated by an increase of the DAC RMS. For instance, at ILDG, the DAC RMS352

increases from 0.10 m on the whole time series to 0.275 m during storms events. ILDG is taken as example353

but the behaviour is typical and observable at the other sites. These periods of strong meteorological activity354

translate into high correlation with the sea level increase of variability. Vu et al. (2019) observed an increase355

of correlation of 0.3 during the storm Xynthia. However, in our study, even larger increases are observed for356

each sites. The second example consists in the position of the Azores High itself. During the 2019 summer357

(July to September), a drop on the coherence map is observed at ILDG and TAR0. It is also visible on the358

time series with a decreasing DAC RMS (0.10 m on the whole time series to 0.064 m during 2019 summer at359

ILDG). During this specific period, the Azores high was located closer to Europe, reducing the number and360

intensity of the atmospheric systems reaching the coasts.361

362

GNSS reflectometry allows the retrieval of sea level whose detided signal is dynamically forced by several363

phenomena, among them the atmospheric pressure and the wind effect. As the pressure effect is only364

predominant at low frequencies, an isostatic response of the sea level to barometric variation is not totally365

suited for coastal high frequencies sea level analysis. This inability of the LIB to describe high-frequency366

sea level variations is pointed by the comparison with the GNSS-R product as the DAC shows much more367

coherence above the 20 days threshold with the non-tidal GNSS-R residual.368

The signature of the meteo-induced variations in NTR is observed on the coherence map on a wide spectrum369

of frequencies, from a few days to months in agreement with both the LIB and DAC models. This shows the370

capability of the GNSS-R technique to reveal these phenomena.371

7. CONCLUSION372

The GNSS-R SNR technique is used to produce yearly time series of the sea level variations at four sites373

located at different latitudes. This study tackles two points:374

1) A first validation step consists in a tidal analysis intercomparison of GNSS-R profiles and records from375

tide gauges stations in the neighbourhood of those sites. Small Root-Sum-Square errors (under 10 cm) are376

obtained validating our GNSS-R SNR estimates. 2) Then, the NTR is compared to the LIB and the DAC,377

two analytical and numerical models. This comparison conducted at periods between 2 days and 2 months,378

leads to correlations greater than 0.6 , even reaching 0.9 during noteworthy atmospheric events such as intense379

cyclonic events. These results at ILDG, TAR0 and LYTT highlight the signature of short-term meteorological380

forcing in GNSS-R sea level estimates in most situations. However, located at the lowest latitude, the FFT2381

station represents the typical case of small and steady atmospheric activity. Consequently, the corresponding382

time series estimated by GNSS-R is hardly correlated to atmospheric forcing. The FFT2 sea level is probably383

affected by other local effects.384

Overall, the GNSS-R technique itself can be used to measure tides variations at first order with enhanced385

results when tropospheric corrections are made. Moreovoer, this technique has shown here the capability386
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to produce Non-Tidal Residual estimates suited for studying the impact of specific forcing factors affecting387

sea level. In order to reach and thus understand the lower order coastal phenomena affecting sea level, the388

2-3 centimeters accuracy of the GNSS-R needs to be improved. For this purpose, new positioning satellite389

constellations, such as Galileo, Beidou, QZSS and IRNSS, would be included in the SNR determination of sea390

surface level if they are available. This should also mitigate the error due to the K1/K2 tidal constituents.391

The impact of different constellations orbit geometrics on the K1/K2 tidal constituents has to be further392

studied in GNSS-R, as it has already be done with PPP methods (Matviichuk et al., 2020).393

Besides the improvements on the GNSS-R, the two models used to compute the specific response of the394

sea level to weather variations can also be improved for coastal applications. Indeed, while the DAC and395

LIB are identical for periods greater than 20 days, the former is preferred for shorter periods as it takes into396

account the effects of the wind forcing. However the DAC suffers from a coarse spatial resolution of 0.25°397

and a poor temporal resolution (6 hours), that makes any accurate local comparison with GNSS-R time398

series difficult. To help calibrate of validate these models, the GNSS reflectometry could be used through399

the production of verification data-sets, similarly to what is routinely done with tide gauges.400

Once a proper reduction of meteorologically-induced contribution is achieved, the remaining sea level401

variations, could be observed. As the sea level variations have been filtered in a 2-day to 2-month window,402

a non negligible quantity of forcing factors have been omitted. Investigating further these other variations is403

a real opportunity for coastal characterization. For example, Peng et al. (2021) has recently presented clear404

observation of seasonal sea level variations.405
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