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#### Abstract

Developing an efficient short-term prediction framework for public transportation systems is of fundamental importance. This paper proposes a new image-processing-oriented methodology for the short-term prediction of train loads. First, we introduce a novel approach for representing the metro traffic by generating an image, exhibiting the spatial information of the trains running on a metro line while taking into account the irregular temporal sampling of the train loads. Second, we propose a prediction framework using deep learning methods. In particular, we build a U-net convolutional neural network, consisting of Inpainting and image-to-image translation mechanisms. We construct an image of the load predictions for different trains and stations. The framework performs a multi-step forecasting task for each station at any given time. The proposed prediction model is capable of making a global prediction for several departures on a whole metro line. Third, we benchmark our model against other prediction models using real load data collected over ten months on a Paris metro line. The comparison shows that the proposed framework is efficient compared to standard methods in image-processing prediction models. Finally, we evaluate the performance of the model in atypical operating situations (e.g., strike, incident). The results show that the performance of the model remains at acceptable levels of prediction errors in the event of metro traffic disruptions.


INDEX TERMS Short-term forecasting, U-net, deep learning, inpainting, image-to-image regression, public transport, train load, forecasting.

## I. INTRODUCTION

Passenger flow prediction is vital for public transportation planners and operators. It allows them to anticipate the demand variations in order to optimize the service levels and operations in normal or disrupted situations [1]. The demand information is also crucial for travelers because having robust information (e.g., train loads) can help them optimize their travel plan, especially in dense urban areas with a congested transportation network. In this context, short-term forecasting of the train loads over an entire metro line is a relevant tool to foresee all flows within a transit network. The idea is to decompose the forecasting task of metro load for each train and station of one line. In addition, this decomposition allows us to consider multiple situations of a metro line and

[^0]anticipate the future loads for several trains. In particular, we aim to introduce a robust prediction model to forecast the loads of all the following trains located within 10 to 20 minutes after a train's departure.

Practical prediction models have to take into account several implementation constraints in a large-scale urban transportation network. For instance, the structure of the prediction model should consider the characteristics of the data life cycle (e.g., data frequency, collection lag) while modeling the problem. In classical prediction models, the data collectors are based on regular time series and usually monitor particular locations of the urban area. This study is not limited to the representation and prediction of the spatio-temporal time series, since the data collectors, i.e. trains in the present study, are moving simultaneously in a univariate space along a metro line. The train load measurements are carried out during the train stops. Therefore, the data are
collected with irregular temporal sampling following the trains' movements.

In addition to the above-mentioned temporal and spatial constraints, we have to take into account technical constraints with respect to data accessibility and availability. Here, we built our model based on the data collected by the French Ile-de-France operator RATP (Régie Autonome des Transports Parisiens). For the purpose of short-term forecasting, we need to consider the availability of data to simulate the real state of prediction. In this case, train load data is not available on a short-term scale due to technical constraints (e.g., late data collection, several days of processing). So, the prediction model is built around train load correlated variables (e.g., metro tickets, waiting times) that are available in a limited time frame, less than 10 minutes. In other words, our prediction model infers the train load from correlated variables on short-term horizons without considering the short-term target dynamics.

In this context, the main challenge is to propose a formalization method to consider all the spatial, temporal, and the above-mentioned technical constraints without any assumptions for oversimplification or aggregation. The ultimate goal is to develop a framework to predict the train load for the next multiple departures for every station of a metro line, considering the following aspects:

- Univariate space: the predictor performs simultaneously on several metro stations.
- Irregular temporal sampling: the predictor is able to predict the train load for the next departures, while the train load can be potentially collected in different time steps.
- Data availability in real-time: the predictor considers the co-variables available for the prediction, excluding a recent history of the target variable.

This paper proposes a novel short-term image representation that encodes all the knowledge of a train departure in a pixel in order to simultaneously consider the spatial aspect of a transport network, the time constraints due to the transport schedule, and the data availability in real-time for a large transport infrastructure. Past and future data are included in this image, allowing us to perform the short-term prediction directly inside the image. Thus, we define the forecasting task as an image-to-image regression using image-oriented models. We validate the effectiveness of the proposed framework on a real test case of the Paris metro. Note that the efficiency of the model is directly related to the strength of the image processing models (Convolutional framework) used to extract local features of metro traffic.

The rest of the paper is organized as follows. Section II introduces the different regression and prediction methodologies reported in the state of the art and the contributions as well as the position of proposed methodology within the image processing and forecasting methods. Section III details the variables of the framework through an illustration
of metro traffic. Section IV presents an image-like representation of the metro traffic. Then, section V introduces the image-oriented frameworks used to realize an image-to-image regression. Sections VI and VII present and discuss all the experiments and results carried out on real data collected on the Paris metro lines. Section VII section also analyzes the prediction results for train loads on test data set and some atypical situations. Finally, we provide concluding remarks and present future work in SectionVIII.

## II. LITERATURE REVIEW AND CONTRIBUTIONS A. LITERATURE REVIEW

In the literature, numerous studies have focused on predicting train loads, particularly in public transport. Most of these studies are based on time series prediction, in which the flows are aggregated according to a regular time sampling. They have been grouped here into four categories. The first three discuss the aspects previously introduced and existing methods to address them. The last part focuses on image processing frameworks to accomplish forecasting and the image processing methods used in this study.

## 1) UNIVARIATE SPACE

Most metro load forecasting studies employ autoregressive or deep learning methods to forecast a target variable for a single station [2]-[6]. Autoregressive methods (e.g., Auto-Regressive Integrated Mean Average, (ARIMA)) propose a linear response to a forecasting problem. [3] proposed a forecasting framework for passenger demand. The framework was set up through automated Box-Jenkins tools (based on the seminal study of [2]) tested on the Istanbul metro. Other regressors such as support vector machine are also applied to short-term prediction problems [7]. To deal with non-linear characteristics, [6] combined ARIMA with neural networks ( NN ) in order to manage both linear and non-linear variables in forecasting problems. [8] achieved better forecasting results by merging two models, Kalman filtering and the k-nearest neighbor (KNN).

Deep learning methods are also widely used in train load forecasting because of the capacities of neural network approaches to deal with non-linear characteristics. For example, [9] deployed an Artificial Neural Network (ANN) at the station level. They estimated the evolution of metro load in Naples based on passenger inflow data. [10] coupled ANN with time series analysis and forecasting methods to achieve more robust prediction. They combined a singular Spectral Analysis with ANN to forecast the total load of the Moscow metro. However, none of the above-mentioned studies take the spatial aspects of the data into account. In other words, they are limited only to predict the flow at a single station. They can only address multiple stations (a metro line) by considering one model per station, not one global model. This study proposes a global framework to address the spatial aspect of the whole metro line at once, wherein the short-term task is done on all elements of the network.

## 2) IRREGULAR TEMPORAL SAMPLING

In recent years, recurrent neural networks (RNN), in particular LSTM (introduced by [11]), have shown their efficiency in load prediction compared to standard neural networks by managing temporal dependencies [4], [5], [12], [13]. LSTM architectures are powerful in dealing with non-linear temporal dependencies in data. However, to address spatial dependencies, these models are usually combined with a spatial component to extract features from a network. Thus hybrid models [4], [14], [15] divided the task into a temporal brick, most of the time an LSTM, and a spatial brick. The spatial brick can take many forms. For instance, a two-dimensional network [4] can consider spatio-temporal correlation in the traffic network. For multi-lane short-term traffic prediction, [14] replaced a standard LSTM by a convolutional LSTM to address large transport networks. Attention mechanisms (popularized by [16]) can be used in one-dimensional convolutional neural networks (1D CNN) and Gated Recurrent Units (GRU) to improve the generalization capacity of the models [15]. These studies are therefore built on regular time sampling, ignoring the real transport schedule. They forecast aggregated outflows and inflows over a fixed time interval for stations or metro lines. Formalizing irregular temporal sampling of time series involves temporal variability, making it difficult to apply techniques that usually exploit the structural regularity of time series [12] such as previous LSTM or ARIMA frameworks. To resolve this constraint, [12] used an encoder-predictor to take into account the transport schedule in their LSTM train load predictor. In this paper, we consider the data's temporal irregularity as an optimal representation of public transport. Moreover, these methods always use dynamic targets as inputs, which is not always the case. That is why it is crucial to consider the availability of the data.

## 3) DATA AVAILABILITY IN REAL-TIME

In practice, the accessibility and availability of data influence data-driven prediction models. The level of access depends on the transport network considered. Older metro lines such as Paris may be more challenging to predict as there are constraints on data collection and on the short-term exploitation of models. Forecasting frameworks have to consider the availability constraints derived from data gathering (i.e., access delay, collection latency) and missing data. Many studies have been developed with spatio-temporal data from multiple sources and collection steps without considering the differences in data access. [17] proposed a specific model called DDP-GCN (Distance, Direction, and Positional relationship Graph Convolutional Network) in order to incorporate three spatial relationships into the prediction network for traffic forecasting. [18] used graph convolutions to capture spatial patterns and common convolution for temporal features with an attention-based spatio-temporal graph Convolutional Neural Network (CNN). [19] merged time and space into an image in order to forecast congestion and speed on the road
by a simple CNN. [13] merged LSTM and CNN to compute spatial and exogenous dependencies at the same time for passenger demand forecasting. The Deep Spatio-temporal model (ConvLSTM) was used by [20] to capture temporal and spatial dependencies simultaneously. [21] performed passenger flow prediction on a single train line in Paris through spatio-temporal neighborhoods and dynamic Bayesian networks to deal with missing data. These models do not mention the delay or latency of data collected from all the sources equivalent to short-term data availability. By representing all the short-term information within a picture, data availability is encoded according to the dimensions and shape of the images generated.

## 4) IMAGE PROCESSING IN FORECASTING

Other related work involves using images as information carriers. Several prediction methods based on converting multivariate or univariate time series into images have been proposed in the literature. [19] proposed to construct a time-space image of the traffic road to predict all the future evolution of the traffic. [22] aimed to create an image from geospatial data to support traffic prediction. There are also more theoretical approaches such as [23] in which an effective method based on the image-to-image regression for cyclic data was proposed. We can also mention [24] where the authors tackled the forecasting task by Image Inpainting (FM2I). The aim was to decompose a time series in the form of an image in order to complete the image and extract predictions from it. Inpainting methods [25], [26] are used to reconstruct deteriorated images or images with missing parts. Moreover, images grant us access to all the tools developed in image processing, inpainting or the image-to-image translation [27] and feature visualization [28].

## B. STATEMENT OF CONTRIBUTIONS

This paper presents a short-term load forecasting method based on a real-time image representation of the metro traffic. The image must keep the information of train movement and load. The contributions of this paper are as follows:

- We build an image to capture the metro traffic and keep the information of trains along one entire metro line. This image allows us to not only take all the above mentioned constraints into account but also produce a "snapshot" of the transit network from an operational point of view. Besides, this approach provides all the required information to forecast the train loads for the entire planning horizon without a recurrent process. All the forecasting values are computed all at once from the image. Therefore, the generated image illustrates a realistic description of the traffic conditions in the context of transit data analysis.
- The proposed image of the metro traffic addresses all the aspects introduced in section I. By encoding departure as a pixel, the image gives an effective representation of metro traffic. Each pixel carries the data related to a train


FIGURE 1. Map of line 9 of the Paris Metro, ©RATP 2021.
departure inside a network, thereby ensuring that there will be no aggregation over a time interval.

- This paper applies a deep learning model based on convolutional networks and a U-net architecture. The U-net architecture enables us to perform intelligent exploitation of all the available information of a train and its neighbor in order to make the prediction. The model relies on the capacity of convolution to extract metro traffic features from an image. Adopting such an approach allows us to respond to the different problem specificities listed above and to understand the contextual situation of a metro line.
- To validate the proposed framework, we implemented and evaluated it on real databases consisting of data from the Paris metro line nine run by the Parisian operator RATP over one year, 2019. This image-to-image model performs well on the cited test case and experimentally proves that the image-oriented approach is effective for load forecasting.
- We also challenge the proposed methodology over atypical situations, i.e. disruptions and strikes, to evaluate the image-to-image modeling performance. These experiments validate the robustness of the model and demonstrate the strength of monitoring metro traffic via the proposed image configuration from the operational point of view.


## III. PROBLEM STATEMENT

In metro load forecasting, trains are the central element in order to build any prediction framework. They carry the passenger flows through all the stations. Note that at time $t$, multiple trains can be observed on a metro line. To track the position and load of all trains, we want to encode the traffic of trains as a "snapshot" at a given time $t$. This section introduces the formalization of a metro line state. The method is applied to metro line 9 in Paris.

A metro line is defined as a directed univariate chain of stations denoted by $S$. Let $s \in S$ denote the index of one station. Figure 1 illustrates the Paris metro line 9, which is used as a real test case in this study. Each element from $S$ refers to a station of the metro map 1. As the space is ordered, station 1 is Pont de Sèvres and the last station 37 is Mairie de Montreuil. A complete journey of a train from the departure station to the terminus is called a "train course". We define an index set $C=\{1,2,3, \ldots,|C|\}$, representing the order of all the courses travelled by trains. The indexes $\left\{c_{1}, c_{2}\right\} \in C$ represent two random trains in the space $S$. The relationship between their indexes defines the order of the courses. For


FIGURE 2. An image sample of the train loads of a metro line leaving from the different stations at a given time. The black pixels represent the missing data, and the gray pixels denote the future load measurements of the trains. A column represents a train course at an instant $t$, and a row is a station of the metro line 9 . The image denotes the real traffic data of the trains on a line.
example, if $c_{1}<c_{2}$, it means that train $c_{1}$ started its course before train $c_{2}$. For each stop in a course $c$ at a station $s$, we have access to multiple information about the train load and other exogenous variables. Here, we define $y_{s, c}$ as the load measure at station $s$ for course $c$ at the departure time toward station $s+1$. Therefore, for each train, we can generate a sequence of loads $\left(y_{1, c}, \ldots, y_{|S|, c}\right)$ associated to one train course (c) through the space $S$.

At this point, by gathering all the sequences with respect to all the trains moving in the network, we generate an image in order to represent the traffic (all sequences) within space $S$ as shown on Figure 2. In this figure, on one axis, space $S$ is represented by stations (one station for each row of the image) and, on the other axis, the travel dimension denoted by train courses $C$. In other words, each column corresponds to a trip made by a train in the image. Each pixel of the image represents an observation of the train load $y_{s, c}$ of train course $c$ at station $s$. Thus no data are lost or aggregated; our image is a realistic time-dependent representation of a metro line. Some courses can have a special path, e.g., different origins and destinations from the first and last stations on the line, or they may skip some stations in their course. All the data corresponding to missing stations in a special path are collected as missing data (i.e., black pixels in Figure 2).

We can generate a snapshot of our traffic at any time $t$ as an image of all previous loads in order to predict the subsequent course loads for all stations of $S$ after time $t$. Not all the trains may have finished their courses at $t$, so the generated image contains pixels where no data are available because these pixels are related to the future. These pixels are our prediction objectives (colored in grey in Figure 2). The forecasting task in figure 2 is to compute the load value of all the grey pixels, which are future stops when the picture was generated.

In order to predict an image of all loads $\left(y_{s, c}\right)$, we use a correlated image as input to the model based on the exogenous correlated vectors of variables $x_{s, c}$. The input image is generated in the same way as the load picture; however, it has multiple variables encoded in different channels. In this study, based on the availability of data on the metro line 9 , $x_{s, c}$ is made up of three variables: station ridership, departure time, and travel time. Figure 3 presents an example for the three channels of our input images in this forecasting problem.

The prediction task of the metro load can be accomplished within the images of interest in which all the data of past load and future load are contained. Therefore, we build our methodology to process these images as input and output of the prediction framework. This means that we can define our prediction model in an image-oriented way to address load forecasting.

## IV. IMAGE-BASED SHORT-TERM PREDICTION PROBLEM

This section presents the process of generating input and output images in detail. First, we present the components of the input and output pictures. We crop the images by defining a short-term range of the target variables in order to focus on the forecasting task. Second, we explain how missing data are managed in input images. Finally, we introduce two masks to map forecasting and past horizon for the prediction models.

## A. PLACEMENT OF DATA IN IMAGE FORMAT

The idea developed in this article is to create from a univariate space $S$ and a set of ordered sequences $c \in C$ an image of the input variables $x_{s, c}$ (the exogenous correlated variables) and an image of the target variable $y_{s, c}$ respectively noted $I_{x}$ (1) and $I_{y}$ (2). To encode all the variables in $x_{s, c}$, we use the channel concept for an image. Each variable is defined as a sub-image of $I_{x}$ with the same width and height.

$$
\begin{align*}
& I_{x}=\left[\begin{array}{ccccc}
x_{1,1} & x_{1,2} & x_{1,3} & \ldots & x_{1,|C|} \\
x_{2,1} & x_{2,2} & x_{2,3} & \ldots & x_{2,|C|} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
x_{|S|, 1} & x_{|S|, 2} & x_{|S|, 3} & \ldots & x_{|S|,|C|}
\end{array}\right]  \tag{1}\\
& I_{y}=\left[\begin{array}{ccccc}
y_{1,1} & y_{1,2} & y_{1,3} & \ldots & y_{|S|,|C|} \\
y_{2,1} & y_{2,2} & y_{2,3} & \ldots & y_{|S|,|C|} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
y_{|S|, 1} & y_{|S|, 2} & y_{|S|, 3} & \ldots & y_{|S|,|C|}
\end{array}\right] \tag{2}
\end{align*}
$$



FIGURE 3. (a) Image of the number of users entering one station between two train departures, (b) Image of the travel time of trains between two consecutive stations, (c) Image of waiting time between two consecutive trains.

For short-term forecasting, only a reduced number of sequences is used as a period of interest. At a given time $t$,


FIGURE 4. Image of train load at a given time $t$. The grey area defines the prediction objectives. The framed sequence refers to the last observed train course in the network. $N$ represents the number of sequences to be considered as a period of interest for the inputs. $T$ is the number of courses to be predicted at each station at time $t$.
we define $C_{t}$ as a subset of all train courses ( $C$ ):

$$
\begin{equation*}
C_{t}=\{r-N, \ldots, r, r+1, \ldots, r+T\} \tag{3}
\end{equation*}
$$

where $r$ is the last train course at $t$ that has at least one departure (see Figure 4). $N$ denotes the number of sequences of our forecasting task. $T$ is the number of future sequences we want to forecast. Consequently, the size of the subset $C_{t}$ is constant $\left|C_{t}\right|=N+T+1$ so as to keep a consistent and fixed width for all the images. Besides, the dimensions are fixed and determined by the height of the images. The height is set to the total number of stations in $S$. To apply deep learning methods, it is important to have a consistent and identical size for the inputs and output. Note that $N$ must be large enough to have at least one completed train course inside the image in order to have data for all stations. The train course $r$ is the sequence that is used to crop a subset of $C$ at the instant $t$. It means that $r$ defines the subset $C_{t}$ based on the hyper-parameters $N$ and $T$. Thus, we can redefine $I_{x}(t)$ by $C_{t}$, in (4), as the image generated at a time $t$ from $S$ and $C_{t}$ where $C_{t}(a)$ represents the sequence of index $a$ in the subset $C_{t}$.
$I_{x}(t)=\left[\begin{array}{ccccccc}x_{1, C_{t}(1)} & x_{1, C_{t}(2)} & \ldots & x_{2, C_{t}(r)} & \emptyset & \ldots & \emptyset \\ x_{2, C_{t}(1)} & x_{2, C_{t}(2)} & \ldots & x_{2, C_{t}(r)} & \emptyset & \ldots & \emptyset \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ x_{|S|, C_{t}(1)} & x_{|S|, C_{t}(2)} & \ldots & \emptyset & \emptyset & \ldots & \emptyset\end{array}\right]$
Note that the columns before $r$ in the image are not completed for a given time $t$. The objects observed in the image do not all have the same position in $S$ and may not have finished their journey. The incomplete region of the image represents the future missing values at this time. These pixels are represented by the value $\emptyset$ in Equation (4). Depending on
the different temporal or spatial contexts, the same pixel can be considered as future or past on two distinct images.

The multi-channel input image is defined by constant dimensions (height and width) and channels that encode all the image variables similar to standard RGB images (Red, Green, Blue). For an RGB color image, each of the three channels represents one of the colors. In our case, the dimensions of $I_{x}(t)$ and $I_{y}(t)$ of the image are defined by $\left|C_{t}\right|$ and the space $S$. In addition, the number of channels of the image $I_{x}(t)$ is equal to the number of different exogenous variables in $x_{s, c}$. In this study, $I_{x}(t)$ has 3 channels (see Figure 3) and $I_{y}(t)$ has a single channel of load.

Lastly, the temporal sampling is implemented by two mechanisms: (i) The position of the pixel related to its neighborhood. Every pixel has the same position in the image for regular or irregular temporal sampling at $t$; (ii) The times between pixels are recorded in one channel of the input image (Figure 3(b)). This coding by pixel position and integrating the inter-pixel times to a variable allows us to take into account both regular and irregular sampling.

Short-term predictions are equivalent to completing an image and translating it into an equivalent image of one or more target variables. Image construction makes it possible to deal with missing data in the same way as load forecasting by completing the missing part of the input image thanks to image processing models.

## B. MISSING DATA

In image processing, a dead pixel is equivalent to missing data at a certain position in the image. In our case, there are two kinds of missing data: (i) the future horizon of the image; (ii) the past horizon. The first kind of pixels are by definition unknown and missing and represent the prediction objectives (i.e., grey pixels in the Figure 2). The second kind of dead pixels can be due to measurement errors caused by practical issues (i.e., black pixels in Figure 2) like the closure of a station or interrupted courses. In order to distinguish these two cases in the modeling, two different neutral elements are defined. The first one for the future horizon is returned as a null value for the predicted pixels. The second one for the past horizon is equal to a large negative load value which is not feasible. Recall that the load is the number of people inside a train, and the value is at least null or positive. The same conclusion can be drawn for ticket validation or train time travel. The choice of a negative value is made based on the experimental setting.

Since the proposed image contains both future and past data, we need to use masks to encode the information about both the past horizon and the position of the target pixels inside the image.

## C. PREDICTION MASK AND HORIZON

All images $I_{x}(t)$ and $I_{y}(t)$ combine the past horizon, the set of known values $x_{s, c}$ at $t$, and the future horizon, the missing part of the image. To encode this information which is related to the observed image, we create two masks equivalent to the


FIGURE 5. The prediction mask $\boldsymbol{m}_{\boldsymbol{y}}$ refers to the forecasting horizon. $m_{X}$ refers to the area of the equivalent mask.
future horizon $m_{y}$ and the past horizon $m_{x}$. The masks are established according to (5) and (6), respectively.
$m_{x}=m\left(x_{i j}, t\right)= \begin{cases}1 & \text { if } x_{i j} \neq \emptyset ; \\ 0 & \text { Otherwise }\end{cases}$
$m_{y}=m\left(y_{i j}, t\right)= \begin{cases}1 & \text { if } y_{i j} \text { is a pixel to be predicted } ; \\ 0 & \text { Otherwise } .\end{cases}$
The mask of the past horizon can be different for each variable of the image. It reflects the knowledge of a variable at $t$, i.e., particularly its availability at the time when the image was generated. The size and the number of channels of $m_{x}$ is equal to the equivalent picture $I_{x}(t)$. Each channel of $m_{x}$ refers to the availability of the input variables $x_{s, c}$. However, $m_{x}$ only focuses on past data whether or not the identified pixels have missing values.

The prediction horizon is not necessarily equal to the entire missing region of the image. It can be limited to a region pre-defined by a mask $m_{y}$ based on hyper-parameter the $T$. Figure 5 presents a prediction mask used in the experimentation to extract forecast pixels (pixels in black) from $I_{y}(t)$. On the one hand, $m_{y}$ and $T$ make it possible to choose and focus on the short-term period of interest for prediction; on the other hand, $m_{y}$ reduces the prediction error by privileging the pixels of the image for short term forecasting, i.e., past load pixels are neglected.

## V. FORECASTING BY IMAGE PROCESSING

The prediction work is transformed into an image-to-image regression problem wherein the input image represents the exogenous data $x_{s, c}$ and the output image represents the equivalent target variable $y_{s, c}$. This section introduces image-oriented deep learning models. First, we define the forecasting task as an end-to-end image process. Second, we present the image processing mechanisms in order to perform the forecasting task. Third, we present the proposed forecasting framework based on the U-net architecture.

Finally, we declare the loss function used in the learning phase of the models for the outputs.

## A. IMAGE-ORIENTED FORECASTING MECHANISMS

There are two main tasks to be done by image processing in the framework. One task is to complete the partial input image. This task is similar to solving an inpainting problem, considering the future horizon as the missing region of the image. Besides, the unavailability of the past dynamics of the target variable related to $y_{s, c}$ limits the input of the prediction model to data consisting of exogenous data $I_{x}(t)$. If the load data can be used for a short-term task, we can increase the number of channels in $I_{x}(t)$ by adding the known load inside the picture. In this case, the prediction task can be denoted as an autoregressive task within the picture.

The other task of the model is to translate an image $I_{x}(t)$ into the target image $I_{y}(t)$ by a prediction function. The output image of this task is similar to figure 2, except that the predictor completes all the grey and black pixels, i.e., all the pixels are predicted. We define $f($.$) as a prediction func-$ tion to perform both tasks, inpainting, and translation. The general form of the prediction function $f$ is presented in Equation (7).

$$
\begin{equation*}
\hat{I}_{y}(t)=f\left(I_{x}(t)\right) \tag{7}
\end{equation*}
$$

Here, we focus on short-term prediction, so based on the definition of $T$ and $m_{y}$, all the predicted pixels $\hat{I}_{y}(t)$ in equation (7) are not interesting. Both the future and past horizon are forecasted. For this reason, we deploy the prediction mask $m_{y}$ in order to extract the target pixels corresponding to the period of interest in the future horizon:

$$
\begin{equation*}
\hat{I}_{\text {pred }}(t)=\hat{I}_{y}(t) \odot m_{y} \tag{8}
\end{equation*}
$$

where $\odot$ is the Hadamard product. This equation excludes nonrelevant pixels of the reconstructed image, which vary according to the temporal and spatial context of the network. Figure 6 shows $\hat{I}_{\text {pred }}(t)$, which is the equivalent area (colored in grey) in Figure 4. It is produced from the product in Equation (8). For metro images, $\hat{I}_{\text {pred }}(t)$ takes a diagonal shape relative to the train front on the line.

## B. IMAGE-PROCESSING-ORIENTED MODEL

The proposed framework to consider image-processingoriented prediction is presented in Figure 7. The forecasting model aims to convert input pictures to output pictures. The inputs are the three channels of $I_{x}(t)$ and the output picture is the Total picture $\hat{I}_{y}(t)$ provided after the inpainting task. The final output is the Prediction Picture obtained by extracting $\hat{I}_{\text {pred }}(t)$ from $\hat{I}_{y}(t)$. In this subsection, we present the forecasting model in detail.

## 1) IMAGE-TO-IMAGE TRANSLATION

The mechanism to transform $I_{x}(t)$ to the train load image $I_{y}(t)$ is called image-to-image translation. In this translation process, an original image is translated to a new shaped picture or


FIGURE 6. $\hat{I}_{\text {pred }}(\boldsymbol{t})$ : Final output, prediction image, of the next four departures for all stations of the metro line 9.
an image with a new rendering (e.g., black and white pictures to colored images). In the literature, deep learning approaches are the main methods used in image-to-image translation. The most popular model is the Generative adversarial network (GAN) [29] consisting of the confrontation of a generator and a discriminator. The generator creates a new picture, and the discriminator validates whether the image is real or false. In this work, we used the pixel-to-pixel regression approach with GAN based on the study of [27]. Therefore, only the generative part of the GAN architecture is used in this study. GANs are introduced for natural image generation, in which the whole picture is important. However, in this study, we need to consider only some pixels of the picture as a regression goal. Moreover, this approach is a fair trade-off in terms of computation time and computational resources. GAN-based models are more computationally costly and complex frameworks than only the generator component. [27] used a U-net encoder-decoder as the generator of the model. In addition, we also find this kind of architecture in inpainting problems.

## 2) INPAINTING

The task of completing a missing area within an image is called inpainting. By extracting features from the image itself and understanding the context of the image, inpainting models aim to generate the most realistic complete image. Deep learning methods are the main fields of work to address inpainting methods. Many strategies can be applied to reconstruct an image such as skip connections [30] or attention mechanisms [25]. [26] showed the effectiveness of using an image history to reconstruct incompleted satellite images. Here, we follow the same approach as [26] to address the same goal regarding the similarity of traffic models defined for space $S$. Moreover, some models such as U-net or GAN can be transposed to the inpainting process because of their ability to extract features from images. This study focuses on the U-net-based model which is a less complex and
time-consuming approach, and applies it to all metro lines of transit network.

## C. U-NET ARCHITECTURE

The U-net architecture (Figure 8) was initially introduced in image segmentation work by [31]. The U-net model is a neural network consisting of a contracting path (left side of Figure 8) and an expansive path (right side of Figure 8). The contracting path consists of repeated convolution layers with max pooling. The expansive path consists of repeated up-sampling and convolution layers. Such architecture allows to extract relevant features at different scales which can be spread into the image generation part of the model (expansive path). In fact, each "up-convolution" [31] is linked to the equivalent convolution from the contracting part of the U-net. This mechanism is called skip connections and allow to propagate the features of the different convolutions and inputs to their equivalent up-sampling steps. One reason behind using such skip connections is that these direct path allow a more direct propagation of the gradient and therefore mitigate the vanishing gradient phenomena [32] observed in recurrent deep learning methods. Furthermore, in our (inpainting) case since a large part of the output is already known such paths are quite natural. Figure 8 shows that consecutive layers are designed symmetrically in order to keep the size of the input and final output identical. The output layer is a $1 \times 1$ convolution layer to map the features from the previous layer (in our case 64 feature map) into the desired image. In addition, this characteristic matches the way that our images have been previously defined.

In this study, we propose 3 different U-net architectures, detailed below:

- U-net: Based on the study of [31]
- Station-Train U-net (ST U-net): The goal is to integrate operational knowledge into the development of the model. The model is a U-net model that convolution and deconvolution phases are carried out in two steps using convolution (resp. deconvolution) filters operating on the trains (columns of the image) and the stations (rows of the image). The "station" filters of size $\left|C_{t}\right| \times 1$ consider all stations for the prediction. The "train" filters of size $1 \times|S|$ are focus only on the train course, which has at least one train load to be predicted.
- Partial Convolutional U-net (Pconv U-net): The model is similar to the U-net model, except that the convolution functions are replaced by partial convolutions and masks $m_{x}$ to handle the irregularity of the pixels to be predicted which vary according to the temporal and spatial context of the trains.
We introduced two outputs for our framework, the Prediction image, $\hat{I}_{\text {pred }}(t)$, which has only the desired forecast pixels, and the Total image, $\hat{I}_{y}(t)$, which is the prediction of all pixels (see Figure 7). The idea of proceeding in two steps is to follow the structure of the image processing model of Inpainting and image-to-image Translation. It is worth

Input Picture : $I_{x}(t)$


FIGURE 7. The formalization of the prediction problem using a three-channel image as the inputs and the two outputs, total image and prediction image.
mentioning that the proposed models can skip the first output to forecast $\hat{I}_{\text {pred }}(t)$ directly in order to avoid the cost of the whole image. However, this single output approach needs to use partial convolution layers to estimate the position of the predicted pixels inside the picture.

## D. PARTIAL CONVOLUTION

The location of the pixels to be predicted in the image varies according to the spatial and temporal context. The same pixel can be considered to be predicted $\left(\in m_{y}\right)$ or past $\left(\in m_{x}\right)$ at two different times. The unknown region of the image is determined by the number of objects circulating in space $S$ and their positions evolving in time. [33] proposed an approach based on partial convolution for image reconstruction with irregular holes inside input images such as our forecasting horizon. This approach aims to complete the image with our masks, $m_{y}$ and $m_{x}$, in order to consider only the valid pixels (i.e pixels with $x_{c, s} \neq \emptyset$ ). The convolution step is replaced by the following equation [33]:

$$
I^{\prime}= \begin{cases}W^{T}\left(I \odot m_{x}\right) \frac{1}{\sum\left(m_{x}\right)}+b & \text { if } \sum\left(m_{x}\right)>0  \tag{9}\\ 0, & \text { otherwise }\end{cases}
$$

where $W$ denotes the convolution filters, $b$ denotes the bias, and $I^{\prime}$ is the convolution result. The masks are updated according to equation (10), where we detect if at least one pixel is valid based on equation (5)

$$
m^{\prime}= \begin{cases}1, & \text { if } \sum\left(m_{x}\right)>0  \tag{10}\\ 0, & \text { otherwise }\end{cases}
$$

Depending on the required output mode, i.e. one prediction image or two outputs (Total and Prediction images), U-net architectures have to integrate partial convolution. For one output, the models use this partial approach. For two outputs, the two kinds of convolution layers can be selected in the construction of the model depending on the required application.

## E. LEARNING LOSS FUNCTION

Equations (7) and (8) introduced the two possible outputs of the U-net architecture, the Total image, and the Prediction image. Depending on the output format, the model learning aims to minimize the following loss function:

$$
\begin{align*}
& L=\alpha \times L_{\text {full }}\left(I_{y}(t), \hat{I}_{y}(t)\right)+\beta \times L_{\text {pred }}\left(I_{\text {pred }}(t), \hat{I}_{\text {pred }}(t)\right)  \tag{11}\\
& \left\{\begin{array}{l}
L_{\text {total }}(I, \hat{I})=\frac{1}{|C||S|} \sum(I-\hat{I})^{2} \\
L_{\text {pred }}\left(I, \hat{I_{\text {pred }}}\right)=\frac{1}{|C||T|} \sum\left(I-\hat{I}_{\text {pred }}\right)^{2}
\end{array}\right. \tag{12}
\end{align*}
$$

- $L_{\text {total }}$ denotes the cost function computed on the Total image,
- $L_{p r e d}$ denotes the cost function computed on the Prediction image,
- $\alpha$ and $\beta$ are hyper-parameters which make it possible to favor one of the outputs over the other one. For single output models, the parameter $\alpha$ is 0 because the Total image is not considered. In the case of a second output, these parameters allow us to penalize and make a trade-off between two outputs.
For the cost function, (11), we chose a Mean Square Error (MSE) per pixel (Equation (12)), where $T$ represents the


FIGURE 8. U-net architecture.
prediction horizon. This is a standard indicator for evaluating inpainting tasks even if it does not consider the global structure of the image [27], [34]. There are many other metrics such as Perceptual Loss, Style Loss, or Adversarial loss used in [25] that can be used; however, they are more appropriate to deal with natural images where we seek to judge the consistency between the generated image and the real image.

## VI. EXPERIMENTATION

This section presents the real test case of this study to validate the proposed framework for train load prediction in detail. We first present the experimentation framework performed on line 9 of the Paris metro (Figure 1). Then, we introduce the list of prediction models, the values of the hyper-parameters, and the evaluation criteria.

## A. DESCRIPTION OF THE EXPERIMENT

The experiment was conducted by RATP to predict the load of the next four train departures $(T=4)$ from each station of a Parisian metro line (line 9 as shown in Figure 1) in order to validate the framework. The load is defined as the number of passengers carried a train on departing from a station. This prediction has to take into account operational constraints related to the data availability. Loads are not available for a short-term observation window, and the modeling is only based on contextual data and variables available for the short-term and related to the departure of a train.

Our proposed prediction methodology requires the construction of input and output images of the model according to the data characteristics. The input images are constructed with the following size (see Figure 3):

- The width corresponds to the number of train sequences considered. The number of sequences was fixed at 40 , taking into account the prediction horizon $T=4$ (next four trains) and the maximum capacity of the line ( $N=35$ ).
- The height is the number of stations on the metro line 9. The last station is omitted because there is no departure.
- The number of channels is equal to the number of accessible variables collected for the experiment. In our case, there are three correlated variables, namely the aggregated ticket validation data between two successive departures for one station, the departure intervals which represent the waiting times between 2 successive departures at the same station, and the travel times determined by the times between 2 departures of a train between two successive stations for the same run
So the resulting image used as input for the prediction model has a dimension of $40 \times 36 \times 3$. The output image has a dimension of $40 \times 36 \times 1$. The channels of the output variables are reduced to the load data only. The picture visualization is scalable by increasing the dimensions of the image. For instance, by adding a new channel, we can add new data coming from the RATP network.

The images in the model dataset are generated every thirty seconds (30s). This delay is sufficient to be able to observe all train evolutions. The images were collected for a period of ten months from January 1st, 2019 to October 31st, 2019, during the operating hours of the Paris metro (5:30 am to $01: 30 \mathrm{am}$ ), giving 2400 pictures per day.

## B. PREDICTION MODELS

For the experimentation, we compared different U-net models built according to different architectures and according to the format of possible outputs with ANN and CNN models as a baseline. All these models have two versions depending on the output mode; either two outputs (Total image and Prediction image) using the prediction mask $m_{y}$ (6) as in Figure 6 or a single output model where the Total picture (Figure 7) is skipped. The five models are as follows:

- Artificial Neural Network (ANN)
- Convolutional Neural Network (CNN) [19]
- Partial Convolutional Neural Network (Pconv-CNN).
- U-net defined in section IV
- Sequence-train U-net (ST U-net) defined in section IV
- Partial Convolutional U-net (Pconv U-net) defines in section IV
- U-net with past load. This model is similar to the U-net model with the difference that in addition to the three correlated variables, it uses a fourth one linked to the past dynamics of the load to be predicted. It is an "optimistic" model that cannot be implemented in realtime, as the load is not available in recent history. The performance of this model should therefore be logically better.

The proposed models are all composed of 3 convolutional layers completed with max-pooling layers. The first layer is composed of 128 filters of size $7 \times 7$, the second of 256 filters of size $5 \times 5$, and the third of 512 filters of size $3 \times 3$. The last layer of 512 filters of size $1 \times 1$ is used before the equivalent deconvolution part for the U-net or dense layers for the CNNs. All the models use the "ReLU" [35] activation functions except the model's output layer, which uses the "softPlus" function [35]. This function is selected based on the nature of the load, which is a positive value bounded between 0 and the maximum capacity of a train. For line 9 , the maximum load is about 800 passengers.

The number of forecasting models that implement this image-to-image framework is limited in the literature. In addition, the image format is not compatible with many forecasting methods. Thus, auto-regressive models were not included in our comparisons because the load is unavailable, which does not allow the use of this type of approach (ARIMA and variants). Regression models built around ensemble learning models such as Random Forest or Gradient Boosting do not allow us to obtain an output equivalent to ours in a single model. These methods have one model addressed to each station and output. Lastly, we did not compare the proposed model with other types of deep learning architectures using recurrence mechanisms such as LSTM because all the sequences are already included within the image.

## C. LEARNING AND SELECTION OF PARAMETERS

The mean square errors defined in equation (13) were chosen as the criterion to be minimized in our loss function (11). The ratio $\frac{\beta}{\alpha}$ in equation 11 was fixed at 1.5 by experience in order to focus on the Prediction picture. In addition, it is the ratio that presented the best result for the forecasting task in this test case. Beyond a certain value (2), we observed that some models did not converge to a solution with acceptable performances. This behavior is explained by the fact that the Prediction picture and the Total picture are correlated (Figure 7).

The dataset of images generated every 30 seconds runs from January to October 2019. We used the last two months to build the test dataset, which represents $20 \%$ of the data. The test base is not chosen randomly in order to keep an unknown temporal context with respect to the data. We want to avoid the models learning about the context of the test months and to avoid over-fitting on our train dataset. The optimization of the model weights is based on the Adam algorithm [36] with a learning rate of $1 \times 10^{4}$ and $\beta_{1}=0.9$. The learning is done

TABLE 1. Forecasting results of the total train loads.

| Model | \# parameters | MSE <br> train | MSE <br> test | WMAPE <br> train [\%] | WMAPE <br> test [\%] |
| :--- | :--- | :--- | :--- | :--- | :--- |
| ANN | $11,523,440$ | 1199 | 11043 | 11.9 | 18.4 |
| CNN | $30,057,752$ | $\mathbf{4 4 6}$ | 1098 | 7.2 | 15.4 |
| Pconv-CNN | $32,990,552$ | 1536 | 1276 | 14.0 | 16.5 |
| U-net | $8,032,516$ | 712 | $\mathbf{9 7 5}$ | $\mathbf{7 . 1}$ | $\mathbf{1 3 . 7}$ |
| ST U-net | $13,917,441$ | 2579 | 2073 | 18 | 21,8 |
| Pconv U-net | $14,676,007$ | 2516 | 1338 | 16.7 | 16.9 |
| U-net with past load | $8,332,516$ | 437 | 585 | 4.5 | 6.2 |

over 10 epochs. The number of epochs for training is identical for all models in order to ensure consistent comparisons. In addition, the batch size is set of 32 random images to avoid memory overflow.

## D. PERFORMANCE INDICATORS

The load prediction models are evaluated by comparing the prediction error on the training and test datasets. The performance metrics are the mean square error (MSE) in this study.

$$
\begin{equation*}
M S E=\frac{1}{|S| \cdot\left|C_{t}\right|} \sum\left(I_{y}(t)-\hat{I}_{y}(t)\right)^{2} \tag{13}
\end{equation*}
$$

and the Weighted Mean Average Percentage Error (WMAPE) in percent.

$$
\begin{equation*}
W M A P E=\frac{\sum\left|I_{y}(t)-\hat{I}_{y}(t)\right|}{\sum\left|I_{y}(t)\right|} \tag{14}
\end{equation*}
$$

## VII. RESULTS

The results are presented in three parts. First, the benchmark results for the different architectures and outputs are discussed. Second, we analyse the best model according to spatio-temporal characteristics. Third, we observe the robustness of the model under atypical situations.

## A. PERFORMANCE EVALUATION

The prediction performance will be provided in three different tables. The tables 1 and 2 refer to the prediction performance of the dual output models. The first table refers to the result for the Total picture (Figure 7). The second table focuses on the Prediction picture (Figure 7), which provides the next 4 station departures. Table 3 presents the results of models which forecast only the Prediction picture. In this case, no results are given for the U-net models without partial convolution because they do not converge to a relevant solution. Partial convolution disregards the knowledge of the prediction mask $m_{y}$. In all these tables, the last row refers to the best solution if the short-term load dynamics are used as inputs of the forecasting model.

The best result of the next departures is $13.1 \%$ (U-net) for the models with two outputs and $15.5 \%$ (Pconv Unet) for the model with one output. The availability of the data due to industrial constraints has a noticeable impact on the result. The performances of these models are impacted by the absence of load dynamics in the pictures. The best models with the past load have WMAPEs of $1.8 \%$ and $9.3 \%$

TABLE 2. Forecasting results for the next 4 departures.

| Model | \# parameters | MSE <br> train | MSE <br> test | WMAPE <br> train [\%] | WMAPE <br> test [\%] |
| :--- | :--- | :--- | :--- | :--- | :--- |
| ANN | $11,523,440$ | 968 | 11520 | 10.8 | 16.4 |
| CNN | $30,057,752$ | 28 | 174 | 6.5 | 14.4 |
| Pconv-CNN | $32,990,552$ | 131 | 211 | 13.4 | 15.2 |
| U-net | $8,032,516$ | $\mathbf{1 9}$ | $\mathbf{1 3 6}$ | $\mathbf{5 . 1}$ | $\mathbf{1 3 . 1}$ |
| ST U-net | $13,917,441$ | 167 | 275 | 5.3 | 18 |
| Pconv U-net | $14,676,007$ | 115 | 216 | 13.3 | 16.4 |
| U-net with past load | $8,332,516$ | 6.3 | 4.3 | 2.2 | 1.8 |

TABLE 3. Forecasting results for prediction picture without mask.

| Model | \# parameters | MSE <br> train | MSE <br> test | WMAPE <br> train [\%] | WMAPE <br> test [\%] |
| :--- | :--- | :--- | :--- | :--- | :--- |
| ANN | $11,523,440$ | - | - | - | - |
| CNN | $30,057,752$ | 282 | 399 | $\mathbf{1 1 . 2}$ | 20.2 |
| Pconv-CNN | $32,990,552$ | 259 | 262 | 18.2 | 19.5 |
| U-net | $8,032,516$ | - | - | - | - |
| ST U-net | $13,917,441$ | - | - | - | - |
| Pconv U-net | $14,676,007$ | $\mathbf{1 4 9}$ | $\mathbf{1 7 4}$ | 14.9 | $\mathbf{1 5 . 5}$ |
| Pconv U-net with load | $14,976,007$ | 85 | 83 | 9.5 | 9.3 |

which is a better result than the previous models without load. Transforming metro traffic into an image seems to be a relevant forecasting solution for train load.

As expected, MSE values for the Prediction images (table 2) are significantly lower than those for the Total image (table 1). The use of the prediction mask $m_{y}$ removes the prediction noise from all pixels not selected by the mask. This tendency is much less visible when we look at the WMAPE criterion. The improvement is less than $1 \%$ between table 1 and 2. Only the ST U-net model presents an improvement of about $4 \%$ but it has the worst forecasting result compared with baseline models. The U-net and Pconv U-net models provide better results and have less time consuming architectures (three times fewer parameters to learn compared to ANN and CNN models). Note that the MSE error for ANN explodes in the test case (more than ten times higher than other models). This model over-fits and cannot forecast a new metro context and images well. In other words, the convolution layers are needed to forecast and process the input images.

Table 3 presents the results of the models that use partial convolution. The other models cannot converge to a relevant solution (all the pixels are set at 0 ). This behavior is explained by the fact that applying mask the $m_{y}$ simplifies the forecasting task. The model has to deal with the irregularity of the Prediction image's shape. Partial convolution is interesting by dealing with the detection within the picture of the pixels to be forecasted.

The last model, "U-net with past load," represents the prediction performance without considering the constraint imposed by the availability of load data. This model uses the past load dynamics to perform the prediction on the future horizon, as the loads are not available in a short-term window from a real-time perspective. It represents the best possible result. As expected, knowledge of the train load dynamics results in WMAPE performances lower than 5\%, which outperforms all the models without load knowledge. Thus, We compared to the work [21] conducted with the same
transport operator on a similar problem and data (note that the metro line test case is different). We manage to improve the performance while taking into account the specificities of short-term prediction, in particular by including the irregular temporal sampling.

## B. SPATIO-TEMPORAL ANALYSIS OF PREDICTION RESULTS

This section presents the result of the best model, U-net, based on the test dataset. Here, we analyze the prediction performance from a temporal and spatial point of view through the evolution of the error per time interval and station. Figure 9 illustrates these evolutions estimated on the test dataset. The Root mean square error (RMSE) metric is used to present the result, as it is more understandable than the MSE criterion and the U-net model. The image format makes it very easy to split pixels by station or by train. Note that The focus of our analysis is on the Prediction picture (Figure 7).

Figure 9 a depicts the evolution of load error through the metro line 1. It can be seen that the error increases from station 1 to station 14 . Then the error decreases slightly to station 32, named Nation, which is a hub of line 9 (colored in red). A hub is a station with high transit and multiple connections with other transportation modes in the network, e.g. RER station in the Paris metro. This feature of the station can be explained by the evolution of the train load as it travels along the line, which is similar to the figures (e.g., the evolution of the load is the same along the line).

The lowest error corresponds to stations with low train load and passenger inflow, i.e. under $2 \%$ of the total load and a median load per train of fewer than 100 people (14 users for the last station). The WMAPE criterion was not chosen because the same representation does not provide any information about the impact of the network due to the metric weighting except for stations with low train load. However, the topology and hub of the metro line can impact the error. At the end of the line, it can be seen that the prediction error increases following the stop at station 31. The position of a hub such as Nation at the end of the line impacts the prediction of this station and the following station. In addition, stations with multiple network connections (see the metro plan 1) do not have the same behavior as Nation in the center of the line.

In Figure 9b shows the error for one time interval from the beginning of the metro operating schedule at 05:30 to the end of the day at $01: 30$. The RMSE error is smaller for the early (5:30-6:30) and last (23:30-01:30) hours of operation than during the day, due to low load volume. These time intervals represent less than $2 \%$ of the total load of the line. In comparison, the peak hours of the Paris metro are from 07:30 to $09: 30$ in the morning and $16: 30$ to $19: 30$ in the evening. They represent respectively $13 \%$ and $28 \%$ of all the load and $12 \%$ and $30 \%$ of all incoming users for line 9. As mentioned before, if the station has a low train load


FIGURE 9. (a) Boxplot of the RMSE per station. Boxplots in red represent stations with an RER connection. (b) Boxplot of the RMSE per hour from the beginning of operation ( $5: 30 \mathrm{am}$ ) to the end of service of a line ( $01: 30 \mathrm{am}$ ). Each boxplot shows the error of all the images in the test dataset.
and passenger inflow, the prediction error is expected to be low. We expect the error to increase for those high-volume contexts. However, the result is unexpected because the time intervals with higher median errors and high error variances are not the peak hours, when the load is correlated to dense traffic and high load volume, but the times with higher errors represent transitions between off-peak hours and peak hours where each represents $3 \%$ of the load. Our model has difficulties handling the transition between two distinct load contexts from a high volume context to a low transit one.

Based on the results, we can conclude that the proposed framework is impacted in the short term by the train loads. A higher load implies a higher forecasting error. The following section examines the model efficiency in greater depth and observes the response of the model for special cases such as disruptions or strikes.

## C. PREDICTION RESULTS FOR ATYPICAL CASES

Our predictions are influenced by the network topology and station context (closed, busy, etc.), the train load, and the transitions between different load time contexts. From an application point of view, the short-term prediction of train loads is important in the management and understanding of atypical events for both operators and users. It is relevant to observe the response of the prediction model to perturbed traffic situations. We illustrate the performances obtained through two examples, a disrupted situation and a strike. Besides, in practice, forecasting abnormal situations in the network is more interesting for transport operators because operators and users are already familiar with normal daily traffic. These special cases can be seen as the achievement of short-term forecasting. Image processing with masks is a possible solution to deal with disruptions and an abnormal network typology. The first case
of disruption is interesting for an operator such as RATP since the normal cases can be easily learned by load history and knowledge of the line, whereas the main challenge in short-term forecasting is to predict abnormal cases well. The second case of a strike situation shows the interest of using masks to help the model under a special train circulation context.

## 1) DISRUPTED SITUATION

The atypical situation happened on October 11th, 2019, between 8:00 am and 9:30 am during the morning peak period (the peak hours of the Paris metro are between 7:30 am and 9:30 am). Figure 10(a) shows a Marey graph of the circulation of the different train courses over time with the information about train loads denoted by the size of points. We generates two images for this period in which each color (red or blue) corresponds to a given time for the prediction task. The red dots denote the moment of disruption (at 8:30) and the blue dots represent the results of prediction at the end of the disruption (at 9:00).The graph shows some train courses beginning in the middle of the line and significant time intervals between two trains. In blue, we observe the effect of the disruption of the line with high loads for all the stations impacted.

Figure 10b shows that the model provides lower predictions than the actual values for the disrupted situation. This behavior should be avoided in short-term forecasting for the operator to warrant a consistent passenger information. The overloads in highly disrupted situations remain difficult to predict. Nevertheless, the U-net model makes it possible to forecast from local features. We note that the undisturbed stations at the end of the line perform well, as shown in the two prediction images in Figure 10(c) and Figure 10(d). Only the region affected by the disruption shows a noticeable degree of error. It is respectively $18 \%$ and $21 \%$ in WMAPE (see Figures 10c and 10d). For a complex operating context


FIGURE 10. Results for the disrupted situation on line 9. (a) Scatterplot of the prediction results of two images according to the observed (real) values for an atypical situation. The points that corresponded to the beginning of the disruption are in red, and those at the end of the disruption are blue. (b) Marey plot showing the evolution of metro traffic between 7:00 pm and 8:30 pm. The red/blue circles represent the next four departures to be predicted for two images generated during the atypical situation. (c) and (d) represent the images of the absolute prediction error images for the red and blue points, respectively.
such as this one, such a prediction error remains acceptable. Moreover, the shape of the image shown on Figure 10c (i.e. a shifted diagonal), is a clue that an atypical situation has occurred. These results of traffic disruptions show that this image processing forecasting model can efficiently predict abnormal cases without having any context or information about the events. The proposed framework seems to be robust for unpredicted abnormal situations.

## 2) STRIKE SITUATION

The second scenario concerns the situation in which the metro line was on strike. 17 station were closed, namely stations 7,12 , and 15 to 30 , strongly impacting the traffic and the transport schedule throughout the day. Note that the case study is part of the test dataset, and no similar case in the traffic status is recorded in the train dataset.

The data set corresponds to the traffic data of September 13, 2019. The line was split into two sub-lines separated by the closed stations between stations 14
(Franklin Roosevelt) and 31 (Nation). That is why the predicted images Figure 11 c and d show two uncorrelated areas of train courses. The hole between two train courses represents a train travelling on the other subline.

The predictions made in this highly disturbed and model-unknown situation (no strikes resulting in partial line operation are present in the training dataset) are encouraging, although the WMAPE prediction error is $58 \%$ and $34 \%$ respectively for figures 11 c and 11d.

This case shows the interest of the mask $m_{y}$ during the prediction task. It makes it possible to consider an abnormal topological context by focusing only on the pixels to be forecasted while keeping a global vision of the line. For instance, in the total image, many pixels with no real train courses (e.g., closed stations 7 and 12) are predicted, but the mask does not take them into account. The idea of providing two output images namely, the total image, and the prediction image, shows the strength of the model with respect to the spatial context. The masked output helps the model deal with a strike by considering only valid prediction pixels. The model may


FIGURE 11. Results for the strike situation on line 9. (a) Scatterplot of load predictions versus actually observed loads in a strike situation (b) Marey graph showing the evolution of the metro traffic between 17h and 18h30. Blue and red represent the next four departures to be predicted for two generated images. (c) and (d) represent the images of the absolute error of prediction respectively for the red and blue dots.
mispredict some pixels but they are ignored by the model thanks to the prediction mask $\left(m_{y}\right)$.

## VIII. CONCLUSION AND FUTURE WORK

In this paper, we have introduced for the first time an inpainting image-oriented framework in order to achieve short-term train load forecasting. The model uses a metro traffic image-oriented representation generated in real-time. The traffic images thus generated take into account three aspects of a transit system's characteristics at the same time: univariate spatial space (a metro line), irregular temporal sampling depending on the timetables, and the unavailability of short-term past dynamics of the target loads. The proposed model is based on a U-net architecture that aims to reconstruct an image of train loads from an input image of correlated variables for several time steps. The U-net solves an image-to-image regression taking account of multiple image processing mechanisms such as inpainting and image-to-image translation.

Several variants of prediction models are proposed and compared based on their prediction performances on real data collected during ten months on a metro line. The results
obtained showed the relevance of the image-based traffic modeling approach both in the representation of the data and the consideration of spatio-temporal features. In terms of prediction performance, the proposed approach proves to be very efficient in addition to its ability to treat the complete line and provide predictions for several time steps. In the results section, we saw that the topology of the metro line impacts the model. In addition, while peak hours do not affect prediction, the transition from a high volume context to a low load volume does. Finally, atypical cases such as disruptions or a strike have shown the strength of the model thanks to the image representation and the use of the mask.

The authors intend to focus on atypical situations of metro traffic, which are a challenge for a public transport operator. The first step is to use a more complex framework (GAN - Transformer) to extract some contextual features from the pictures and not only focus on the forecasting task. Another clue can be to integrate data from Covid crises, which significantly impact transport and load forecasting. The idea is to build prediction models capable of learning rare and atypical operating situations in order to predict them better.
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