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1 Introduction

When simulating moist air flow with phase change, one may differentiate the homogeneous models
and the two fluid approach. The first considers the fluid as an unique pseudo compound, a mixture,
composed of both air and water components [1][2][3]; therefore, the flow can be treated as if it has
one phase, leading to a more simplified set of equations. The second solves equations for both gas
and liquid phases, which can be computationally more expensive but is more accurate when the phasic
disequilibrium is important [4]. In the homogeneous models framework, if the fluid components are ideal
gases, the mixture thermodynamic expressions can be written as combinations of analytic formulas.

Moreover, simulating variable density flow at all speed is an active topic of research, with many ap-
plication in the industrial field. Different classes of scheme exist going from the incompressible to the
compressible range. In this context, several semi-implicit all-speed schemes, designed to avoid stabil-
ity constraints related to the acoustic waves and based on the asymptotic preserving method have been
proposed in the last decades (see [5] for instance).

Additionally, recent work addressed a strategy of using high-order schemes to capture unsteady flow
phenomena. Based on pioneer works for incompressible flow [6], Pierce and Moin [7] proposed a time
staggered second order finite differences scheme for variable-density flow using the low Mach assump-
tion. The latter was extended in [10] to the finite volumes method and compressible Navier–Stokes
equations, by solving an Helmholtz equation for the pressure, which removes any time step constraint
related to the acoustic waves, and also by conserving the total energy thanks to the resolution of the
internal energy equation with a corrective source term, based on [8].

In this paper, we extend the pressure correction [9] time staggered scheme from [10] to moist air applica-
tions, while keeping the numerical properties presented in [10]. The homogeneous model is considered
and the phase change between the liquid and vapor water phase is accounted for using a Newton method
on the solved internal energy. This is possible by assuming a volume fraction of the liquid phase small
compared to the gaseous ones. After presenting the chosen governing equations, section 2 introduces
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the main steps of the discrete time scheme. Then, an analysis on the thermodynamical quantities is
performed and a verification is carried out on two analytical test cases.

2 Governing equations

A mixture of air and water in liquid and vapor phases is considered with respectively the indexes (a),
(l) and (v). The mixture total water mass fraction is denoted yw, with yw = yv + yl . Its motion, studied
with the continuum hypothesis in a bounded space Ω, is described by the Navier–Stokes compressible
equations:

(a)
∂ρ

∂t
+div

(
q
)
= 0,

(b)
∂q
∂t

+div
(
u⊗q

)
=−∇p+div

(
τ

)
+ f ,

(c)
∂(ρ e)

∂t
+div

(
eq
)
=−pdiv (u)+ τ : ∇u+div (λ∇T ) ,

(d)
∂(ρ yw)

∂t
+div

(
ywq

)
= div (K∇yw) ,

(e) p = pa + pv = ρ Ra T
[
ya + yvε

−1
m
]
.

(1)

ρ is the density of the mixture, q = ρu its momentum and e its internal energy. Note that ya + yw = 1.
Since the water liquid volume fraction αw is negligible towards the water vapor volume fraction αv, the
mixture pressure p is the sum of the partial pressures of dry air and water vapor following the Dalton law
[14]. εm is the ratio between the molar masses of water and air. f is the field of volume force (e.g. gravity
force ρg), τ = µ

(
∇u+∇uT

)
+
(
κ− 2

3 µ
)

div(u)I, is the shear stress tensor. κ is the volume viscosity,
which is usually neglected and is omitted in this article. Ra = R/Ma is the specific dry air constant.
Additional source terms are not considered here.
The mixture temperature is directly linked to the internal energy through

e = cvmT + yvL0, (2)

where cvm is the mixture heat capacity defined as cvm = yacva +yvcvv +ylcvl , with the different components
capacities considered constant. In case of saturation, the water vapor mass fraction yv is calculated using
the absolute humidity at saturation Xs:

yv =
Xs

1+Xs
, where Xs =

εm ps

p− ps
.

ps = exp
(

A+
B.t

C+ t

)
is the pressure at saturation calculated using the Antoine’s law, with t the tem-

perature in Celsius. Combining the last definitions, the expression of the water vapor mass fraction yv in
saturation can be written as a function of the temperature and pressure:

yv(T, p) =
εm ps(T )

p− (1− εm)ps(T )
. (3)
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3 Discrete notations

To ease the discrete spatial and time integration of the equations, in the next section the important discrete
notations are presented below. The mean space values overs a cell c and its face f are:

(.)c :=
1

Ωc

∫
c
(.)dΩ, (.) f :=

1
S f

∫
f
(.)dS. (4)

Ωc and S f are the cell volume and surface respectively. The mean time value over the time interval
[tn, tn+1] is denoted by:

(.)|n+1
n :=

1
∆t

∫ tn+1

tn
(.)dt, (5)

where ∆t is the interval measure. Moreover, the time values at time tn and tn+1 are written with the
superscript (.)n and (.)n+1, respectively. The time interval ∆t|n+1

n is then tn+1 − tn.

In the present numerical scheme, the time stepping is defined by the parameter θ, bounded in [0,1]. We
consider the cases where θ= 1 (implicit Euler, 1st order time interpolation of (.)|n+1

n ) and θ= 1/2 (Crank
Nicolson, 2nd order time interpolation of (.)|n+1

n ). A field ψ time interpolation Θ
(
ψn, ψn+1

)
between

times n and n+1 is defined as:

Θ
(
ψ

n, ψ
n+1) := (1−θ)ψ

n +θψ
n+1.

The dual time interval around time n is denoted by [n−1+θ,n+θ], and is of length:

∆t|n+θ

n−1+θ
:= Θ

(
∆t|nn−1, ∆t|n+1

n

)
,

From the above expressions, the extensive quantities such as the cell mass Mc, velocity uc, momentum
Qc and face mass flux Ṁ f are defined as follows:

Mc :=
∫

c
ρdΩ, uc =

Qc
Mc

, Qc
:=

∫
c
ρudΩ, Ṁ f :=

∫
f
q ·dS = q

f
·S f .

Finally, discrete spatial operators (denoted by capital letters) are defined. The discrete operator diver-
gence of a face-averaged field ψ

f
is as follows:

Divc

(
ψ

f

)
:=

1
Ωc

∑
f∈Fc

ψ
f
·S f =

(
div(ψ)

)
c
, (6)

where Fc is the ensemble of all the planar polygonal faces of the cell c, and S f is the outward surface
vector. The discrete cell gradient operator of a field ψ is also defined as the divergence of the tensor ψI:

Gradc (ψ f ) :=
1

Ωc
∑

f∈Fc

ψ f S f =
(
div(ψI)

)
c
. (7)

Finally, the discrete Laplacian operator of a given scalar ψ with coefficient of diffusion K uses the two
points flux approximation (TPFA) (see [15] and [16] for more details) and is defined as:

Laplc (K, ψ) :=
1

Ωc
∑

f∈Fc

K∇ f ψ ·S f , ∇ f ψ =
ψc̃ −ψc

dcc̃
. (8)
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4 Numerical scheme

The time staggered theta-scheme published in [10] is extended to an ideal gas mixture here. An itera-
tive process is proposed with inner-iterations denoted by the superscript k, starting at 1. The approach
combines a prediction and correction steps, which is classically used in incompressible schemes. Two
pressure are distinguished. The mixture thermodynamic pressure, located with the other thermodynamic
variables (denoted as pn for the time tn) can be differentiated from the mechanical pressure which applies
a force on the momentum during the time interval [n−1+θ,n+θ] (denoted by p|n+θ

n−1+θ
):

pn+1,k =
1
θ

p|n+θ,k
n−1+θ

+
θ−1

θ
p|n−1

n−2+θ
+ p0 (9)

For simplicity, a constant time step ∆t is supposed in this section.

Time integration

for n ∈ [0,N −1]

• Initialisation: for k = 0, the cell c initial values are

ρ
n,0
c = ρ

n−1
c , ρ

n+1,0
c = ρ

n
c , q

f

∣∣∣n+1,0

n
·= q

f

∣∣∣n
n−1

, pc|n+θ,0
n−1+θ

= pc|n−1+θ

n−2+θ
.

As a side note, at any iteration, the mass flux should verify the following mass balance equation:

Divc

(
q

f

∣∣∣n+1,k

n

)
=−

(
ρ

n+1,k
c −ρ

n,k
c

)
∆t

.

Sub-iterations for k ∈ [0,M−1]

• Buoyant scalars step: The water mass fraction yn+1,k
w and the internal energy en+1,k are computed

by solving in the interval [n,n+1]:

(a) :
ρ

n+1,k−1
c yn+1,k

wc −ρ
n,k−1
c yn

wc

∆t
+Divc

(〈
Θ

(
yn

w, yn+1,k
w

)〉
f

q
f

∣∣∣n+1,k−1

n

)
= Laplc

(
K,Θ

(
yn

w, yn+1,k
w

))
,

(b) :
ρ

n+1,k−1
c en+1,k

c −ρ
n,k−1
c en

c

∆t
+Divc

(〈
Θ

(
en, en+1,k

)〉
f

q
f

∣∣∣n+1,k−1

n

)
= µ(S2

c)
n+θ,k−1 + Γ

u2/2
c

∣∣∣n+1,k−1

n

+Laplc
(

λ,Θ
(

T n, T n+1,k
))

−Divc

(〈
Θ

(
pn, pn+1,k−1

)
un+θ,k−1

〉
f

)
+un+θ,k−1

c ·∇c p|n+θ,k−1
n−1+θ

.

(10)

The term (pdiv(u))c is implemented as Divc (pu)− uc ·∇c(p). Different spatial discretisations
can be used for the convective terms (see [17] for more details). For the first sub-iteration, ρn,k−1

is ρn−1 and ρn+1,k−1 is ρn; thus, the density variation (ρn − ρn−1) is balanced by the mass flux

q
f

∣∣∣∣n
n−1

·S f term. Γ
u2/2
c

∣∣∣n+1,k−1

n
is a corrective source term derived from the discrete kinetic energy
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equation based on [8] and is derived here for the present sub-iterative scheme:

Γ
u2/2
c

∣∣∣n+1,k−1

n
=

Θ

(
ρn

c , ρ
n+1,k−2
c

)
Θ

(
ρn

c , ρ
n+1,k−1
c

)Θ
(
ρ

n−1
c , ρ

n
c
) [|uk−1

c −un−1+θ
c |2

]
2∆t

+

1−
Θ

(
ρn

c , ρ
n+1,k−2
c

)
Θ

(
ρn

c , ρ
n+1,k−1
c

)

Θ

(
ρ

n−1
c , ρ

n
c
) |un−1+θ

c |2
2∆t

−Divc


∣∣∣∣〈Θ

(
un−1+θ, ũk−1

)〉
f

∣∣∣∣2
2

q
f

∣∣∣n+θ,k−2

n−1+θ




−
Θ

(
ρn

c , ρ
n+1,k−2
c

)
Θ

(
ρn

c , ρ
n+1,k−1
c

)Divc


∣∣∣∣〈Θ

(
un−1+θ, ũk−1

)〉
f
−uk−1

c

∣∣∣∣2
2

q
f

∣∣∣n+θ,k−2

n−1+θ

 .

(11)

This term is important in order to be consistent related to singular solution by conserving the total
energy. More details concerning its derivation is given in [10].

• The mixture temperature T n+1,k is computed from the mixture internal energy using Equation (2).
Considering a constant pressure pn+1,k−1 and total water mass fraction yn+1,k

wc , the internal energy
expression can be written as:

en+1,k
c =

[
(1− yn+1,k

wc )cva + yn+1,k
vc cvv +(yn+1,k

wc − yn+1,k
vc )cvl

]
T n+1,k

c + yn+1,k
vc L0. (12)

The water vapor mass fraction is the water mass fraction if the cell volume is not saturated. Other-
wise,

yn+1,k
v =

εm psat(T n+1,k)

pn+1,k−1 − (1− εm) psat(T n+1,k)
, psat(T n+1,k) = exp

(
A+

B(T n+1,k −T0)

C+T n+1,k −T0

)
. (13)

T0 is the reference temperature fixed here as 273.15K. Equation (12) is then written following
T n+1,k. The Newton method is used to compute the temperature T n+1,k in case of saturation. Thus,
an iterative process inside the inner iteration, denoted by the superscript l, is performed to compute
the temperature respecting the Equation (12) at a given precision, fixed by the user:

T n+1,k,l
c =

en+1,k
c − en+1,k,l−1

c

∂e
∂T

∣∣∣∣
p,yw

(
pn+1,k−1

c ,yn+1,k
wc ,T n+1,k,l−1

c

) +T n+1,k,l−1
c . (14)

The initial temperature T n+1,k,0
c and internal energy en,n+1,0

c depend on the previous cell volume
state (i.e saturated or not). yn+1,k

vc and yn+1,k
lc are then updated with the new temperature value.

• An intermediate density is calculated with the equation of state

ρ̃
k
c =

pn+1,k−1
c

RaT n+1,k−1
c

[
1− yn+1,k

wc + yn+1,k
vc ε

−1
m

]

5
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This new density is not balanced by any mass flux. The mass conservation is insured in the cor-
rection step.

• Prediction step: An intermediate velocity ũk is computed by solving the momentum equation in
the time interval [n−1+θ,n+θ]:

Θ

(
ρn

c , ρ
n+1,k−1
c

)
ũk

c −Θ

(
ρn−1

c , ρ
n,k−1
c

)
un−1+θ

c

∆t
+Divc

(〈
Θ

(
un−1+θ, ũk

)〉
f
⊗ q

f

∣∣∣n+θ,k−1

n−1+θ

)
=−Gradc

(〈
p|n+θ,k−1

n−1+θ

〉
f

)
+Divc

(
τk

f

)
+ f

c

∣∣∣n+θ,k−1

n−1+θ

.

(15)

q
f

∣∣∣n+θ,k−1

n−1+θ f
is defined by q

f

∣∣∣n+θ,k−1

n−1+θ

= Θ

(
q

f

∣∣∣n
n−1

, q
f

∣∣∣n+1,k−1

n

)
. Note that the cell pressure gradi-

ent and external volume force are taken at the same time interval; if they are in a partial balance,
no parasite velocities are created.

• Correction step: During this stage, the pressure increment φk = p
∣∣n+θ,k
n−1+θ

− p
∣∣n+θ,k−1
n−1+θ

is computed
and used to correct the density, pressure and velocity. The mass equation and a simplified momen-
tum equation are combined leading to a Helmholtz equation solved on [n,n+1]:

ρ
n+1,k
c −ρn

c

∆t
−θLaplc

(
∆t, pn+1,k

)
=−Divc

(〈
Θ

(
ρ

n, ρ
n+1,k−1

)
ũk +∆t

(
∇ p|n+θ,k−1

n−1+θ
+δ f k

)〉
f

)
+(1−θ)Laplc

(
∆t, p|n−1+θ

n−2+θ

)
.

(16)

Note that the Rhie and Chow filter [11] is used in Equation (16) and the density ρn+1,k reads:

ρ
n+1,k
c = ρ̃c

k
+
(

pn+1,k
c − pn+1,k−1

c

)(
∂ρ

∂p

∣∣∣∣
T

(
T n+1,k

c , pn+1,k−1
c

))
. (17)

The thermodynamic pressure pn+1,k is linked to φk through:

φ
k
c = Θ

(
pc|n−1+θ

n−2+θ
, pn+1,k

c

)
− pc|n+θ,k−1

n−1+θ
. (18)

Finally, the velocity un+θ,k is corrected:

q
f

∣∣∣n+1,k

n
=

〈
Θ

(
ρ

n, ρ
n+1,k

)
un+θ,k

〉
f
=

〈
Θ

(
ρ

n, ρ
n+1,k−1

)
ũk
〉

f
−∆t

(
∇ f φ

k −δ f k
c

)
, (19)

which verifies the mass balance with
ρ

n+1,k
c −ρn

c

∆t
, and whose field face values are calculated using

a centred scheme.

The correction (17) makes the scheme conservative in space and time for mass, which is an im-
portant property for non-regular solutions. From a generic point of view, the density ρn+1,k in
equation (17) might not satisfy the equation of state (contrary to what was done in step 6 of [7]).

The sub-iterative process for the time step ends when the error εk =

√
Ncell

∑
c=1

Ω
∣∣un+θ,k −un+θ,k−1∣∣2 is

below a fixed value ε0.

6
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5 Properties

New Courant and Fourier conditions are described in this section to insure the positivity of the internal
energy, pressure and density. An upwind spatial discretisation of the convective terms is considered.

5.1 Internal energy

For k > 1 and using, Equation (10) for the internal energy is written:[
Mn

c
en+1,k

c − en
c

∆t|n+1
n

+ ∑
f∈Fc

(〈
Θ

(
en, en+1,k

c

)〉
f
− en+1,k

c

)
Ṁ f

∣∣n+1,k−1
n

]

+ ∑
f∈Fc

λ|S f |
Θ

(
T n

c , T n+1,k−1
c

)
−Θ

(
T n

c̃ , T n+1,k−1
c̃

)
dcc̃

= Ωcµ(S2
c)

n+θ + Γ
u2/2
c

∣∣∣n+1,k−1

n

− ∑
f∈F⌋

〈
Θ

(
pn, pn+1,k−1

)
un+θ,k−1

〉
f
·S f +Ωcun+θ,k−1

c ·∇c p|n+θ,k−1
n−1+θ

.

(20)

The equation (20) yields a linear system AX = B, where X = (ec)c∈{1,..,Ncell}. Considering the cell initial
internal energy, λ, Ra, and ∆t positive, A is diagonal dominant and a M-matrix if:

CFL+
T1
< 1, where CFL+

T1
= (1−θ)

∆t
Mn

c
∑

f∈Fc

Ṁ+
f

∣∣∣n+1,k−1

n
. (21)

CFL+
T2
< 1, where CFL+

T2
=

∆t
Mn

c
∑

f∈Fc

(1−θ)+
RaΘ

(
T n

c , T n+1,k−1
c

)
en

c

 Ṁ+
f

∣∣∣n+1,k−1

n

+
∆tun+θ,k−1

c ·∇c p|n+θ,k−1
n−1+θ

ρn
cen

c
..

(22)

Fo+T < 1, where Fo+T =
λc∆t
Mn

c
∑

f∈Fc

Θ

(
T n

c −T n
c̃ , T n+1,k−1

c −T n+1,k−1
c̃

)
en

cdcc̃
. (23)

5.2 Pressure equation

The Helmholtz equation to solve the pressure increment for k> 1 is written with the spatial discretisation:

Ωc pn+1,k
c

∆t
∂ρ

∂p

∣∣∣∣
T
(pn+1,k−1

c ,T n+1,k
c )−θ∆t ∑

f∈Fc

∇ f pn+1,k
c ·S f =

ρn
cΩc

∆t
+(1−θ)∆t ∑

f∈Fc

∇ f p|n−1+θ

n−2+θ
·S f

− ∑
f∈Fc

〈
Θ

(
ρ

n, ρ
n+1,k−1

)
ũk +∆t∇c p|n+θ,k−1

n−1+θ

〉
f
·S f .

(24)

∂ρ

∂p

∣∣∣∣
T
(pn+1,k−1

c ,T n+1,k
c )=

1

RaT n+1,k
c

[
1− yw

n+1,k
c + yn+1,k

vc εm

] , yv
n+1,k
c =

εm psat(T
n+1,k

c )

pn+1,k−1
c − (1− εm) psat(T

n+1,k
c )

7
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If the internal energy is positive so is the temperature and the vapor pressure at saturation psat .
∂ρ

∂p

∣∣∣∣
T
(pn+1,k−1

c ,T n+1,k
c ) is strictly positive if yv

n+1,k
c is, i.e.:

pn+1,k−1
c > (1− εm) psat(T n+1,k

c ). (25)

Equation (24) yields a linear system AX =B, where X = (pn+1,k
c )c∈{1,..,Ncell}. Considering the cell internal

energy, λ, Ra, and ∆t positive, A is diagonal dominant and a M-matrix if the condition (25) and the
following CFL condition are respected:

CFL+
p < 1, where CFL+

p :=
∆t

ρn
cΩn

c
∑

f∈Fc

aφ

f , (26)

and
aφ

f =
〈

Θ

(
ρ

n, ρ
n+1,k−1

)
ũk +∆t∇ p|n+θ,k−1

n−1+θ

〉
f
·S f − (1−θ)∆t∇ f p|n−1+θ

n−2+θ
·S f .

6 Verification

Three verification cases are chosen to test the moist air time scheme. We recall that the present work is
based on a dry air second order time scheme for variable density flow [10] which was widely verified
and validated on different incompressible and compressible test cases.

6.1 0-D closed cavity with phase change

A single [1×1×1] m cell is first considered to evaluate the treatment of the water phase change by the
presented scheme. During 10 s, an outgoing heat flux (Q = 100Wm−2) is imposed on the lateral walls,
then, the same flux is injected back from 10 s to 20 s. Other walls are considered adiabatic. The time
step is ∆t = 1s and 1 inner iteration is performed. The initial temperature and pressure are T0 = 293.15K
and p0 = 101325Pa. The cell total water mass fraction is constant and equal to yw = 0.125. With the
system internal energy variation, the cell reaches saturation and the liquid and vapor water mass fractions
change over time.
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Figure 1: Variables evolution following time. Left: temperature and internal energy. Middle: pressure.
Right: water mass fractions.

As shown in Figure 1, the initial state is recovered for all studied variables. It is observed as well that the
saturation is reached, changing the slope of the temperature variation, but not the internal energy one.
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Figure 2: Variables L2 error norm evolution following time. Left: density and pressure. Right: internal
energy.

Note that the sum of the water vapor and liquid mass fraction is always equal to the total water mass
fraction, which is in agreement with the chosen moist air model. Moreover, Figure 2 shows the density,
internal energy and pressure (for the given temperature and water vapor mass fraction) L2 normalised
error norm. For the three variables, the error is below the solver precision of 10−8, emphasising the
simulation accuracy.

6.2 Riemann problem associated to the system

6.2.1 Proposition

• The one-dimensional Riemann problem associated with the System (1), disconsidering the diffu-
sive terms, admits an unique self-similar solution W (ξ), with ξ = x/t, with no vacuum occurrence,
if and only if the following condition (27) holds on the initial data:

W (x < 0, t = 0) =W L, W (x> 0, t = 0) =W R,

which reads:
uR −uL <

2
Γ(ywR)−1

cR +
2

Γ(ywL)−1
cl, (27)

with c and Γ defined as following:

c(yw,ρ, p) =
(

p
ρ

Γ(yw)

) 1
2

, Γ(yw) =
Ra(1− yw(1− ε−1))

cvm
+1. (28)

• The solution is composed by constant intermediate states, W L, W 1, W 2 and W R, separated respec-
tively by genuinely nonlinear 1-4 waves associated with the eigenvalues λ1/4 = u±c and a contact
discontinuity associated with the double system eigenvalue λ2−3 = u.

The proof is classically obtained by construction [18] using the Rankine–Hugoniot conditions and con-
sidering the entropy inequality:

∂(ρs)
∂t

+div(ρsu)< 0, (29)

where s(yw,ρ, p) = pρ−Γ(yw).
Two test cases are studied to verify the scheme accuracy related to the presented Riemann problem. First,
an Unsteady Contact Discontinuity (UCD) is considered followed by a Double Symmetric Shock (DSS)
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problem. No phase change is considered and the simulations are carried out on grids with 2m ×M0 cells,
0 ≤ m ≤ 5, with M0 = 800 for the UCD and 80 for the DSS. The initial conditions are given in Table
1. The computational domain is a tube of length L = 400m for the UCD and L = 40m for the DSS,
extending from x = −L/2 to x = L/2, the interface being located at x = 0m. Symmetry conditions are
imposed on all boundary faces of the computational domain except at the two end faces of the tube,
which are set to be outlets. For each case, the fields L1 error norm (related to the Riemann problem
exact solution ψe, Eq.(30)) is studied for θ = 1, and a constant CFL = 0.04 at t = 0.3s for the UCD and
t = 0.03s for the DSS.

Test yL TL[K] uL[ms−1] pL[Pa] yR TR[K] uR[ms−1] pR[Pa]

UCD 0.01 300 2.0 100,000 0.015 320 2.0 100,000

DSS 0.0125 293.0 10.0 100,000 0.0125 293.0 -10.0 100,000

Table 1: Initial states for the two one-dimensional Riemann problems used.

Lerr
1 (ψ) =

Nc

∑
c=1

|Ωc| |ψe(xc)−ψc|

Nc

∑
c=1

|Ωc| |ψe(xc)|
. (30)
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Figure 3: Variables L1 error norm for (right) UCD at t = 0.05s, (left) DSS at t = 0.3s.

Figure 3 shows the L1 error norm for the different system variables given the mesh refinement. It is
observed that for both UCD and DSS cases, the numerical scheme is consistent compared to the exact
solution. Moreover, for the UCD, the density and water mass fraction, have a convergence rate of 1

2
whereas the pressure and velocity convergence rate is close to 1, which is expected [19]. For the DSS,
all the variables present a convergence rate of 1

2 , which is expected as well [19](the error for the total
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water mass fraction was exactly 0 for the DSS). Figures 4 and 5 show the good agreement between the
numerical results and the problems exact solutions while the mesh is refined.
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Figure 4: UCD case fields at t = 0.3s for different mesh refinements (800, 3200, 12800). (- -) Exact
solution. (–) Simulation.

−20 0 20
1

1.2

1.4

·10−2

x(m)

y w

−20 0 20

−10

0

10

x(m)

u
(m

.s
−
1
)

−20 0 20

1.18

1.19

1.2

1.21

x(m)

ρ
(k
g
.m

−
3
)

−20 0 20

1

1.02

1.04

·105

x(m)

p(
P
a
)

Figure 5: DSS case fields at t = 0.03s for different mesh refinements (80, 320, 1280). (- -) Exact solution.
(–) Simulation.

7 CONCLUSIONS

A second order time scheme for most air variable density flow was implemented in the open source
CFD solver code saturne. The Navier–Stokes compressible equations are used; a Helmholtz equation
is solved for the pressure correction, avoiding any time step constraint related to acoustic waves while
taking into account the pressure variation. The total energy is conserved by solving the mixture internal
energy equation completed with a corrective source term. The phase change is accounted for by a Newton
method used to compute the temperature from the solved internal energy. The second order is achieved
thanks to a time staggered variable arrangement. A numerical analysis is carried out on the positivity of
the thermodynamic variables, leading to three new stability conditions,which shall be further studied in
the future works.

The scheme was verified on two different problems. First, its ability to take into account the water phase
change was tested on a 0-D volume. Then, two Riemann problems were studied, with no phase change
considered, where the numerical results were shown to be consistent in relation to the exact solutions.
Concerning the model application range, one should not forget the hypothesis of small volume fraction
of liquid (i.e. on indoor environments for instance).

Further work shall focus on the presented scheme validation against references and experimental data
with phase change, notably by taking into account the diffusive effects.
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