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Abstract

This paper studies the statistical inference in a degradation model with imper-
fect maintenance. Technological or industrial devices subject to degradation
undergo maintenance actions that reduce their degradation level. The underly-
ing degradation process is a Wiener process with drift. Maintenance effects are
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assumed to be imperfect, described by an Arithmetic Reduction of Degradation
(ARD;) model. The system is regularly inspected and the degradation levels are
measured. Four different observation schemes are considered so that degrada-
tion levels can be observed between maintenance actions as well as just before
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the observation schemes are compared through an extensive simulation and
performance study.
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1 | INTRODUCTION

Technological or industrial devices and engineering assets (such as dikes, dams, power plants, ...) are subject to degra-
dation due to intrinsic wear, use imposed by operating conditions or exposure to environmental factors. For such
repairable industrial devices or assets, a crucial issue is to maintain the system working under certain operating condi-
tions related to safety and availability. In order to reduce the deterioration level and prevent risks, maintenance actions are
carried out.

To make better maintenance decisions, it is necessary to analyze the deterioration process and better understand the
failure behavior of the system under consideration.

For this, stochastic degradation models are used, which can capture the random degradation phenomena involved.!
Several usual stochastic processes have been considered to model the degradation of a system, for different kinds of
applications.

References 2 and 3 present a quick survey on the most usual degradation processes. Abdel-Hameed was the first to
propose the Gamma process as a deterioration model.* After him, this process has been very often used.’”’” Doksum and
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Normand?® proposed a Wiener process with drift to model biomarkers decrease as an health indicator for HIV infected
people. Whitmore® used a Wiener process to model materials and components degradation. Harlamov'? introduced the
Inverse Gamma process as a wear model to describe a increasing deterioration phenomenon. Guida and Pulcini'! con-
tinued this work and considered a monotonically increasing homogeneous Markov process with dependent increments.
Wang and Xu,'? Ye and Chen'® proposed to use the Inverse Gaussian process as a degradation model. More recently,
Giorgio and Pulcini'* introduced the Transformed Beta process, which considers that the degradation increments are not
independent but positively correlated.

Basic degradation processes have been generalized in order to include several features such as covariates,
random effects and maintenance effects. Degradation models with maintenance effects have been proposed in
References 15,16 for a Gamma underlying degradation process and in References 17-20 for a Wiener under-
lying degradation process. For instance, Mercier and Castro'® transposed the ideas of virtual age and arith-
metic reduction of age, proposed by Kijima?! and Doyen and Gaudoin,?* to degradation models. They intro-
duced the ARD; model (Arithmetic Reduction of Degradation), for which the effect of a maintenance is to
reduce the degradation level by a quantity proportional to the amount of degradation accumulated since the last
maintenance.

In practice, when degradation data are observed, a degradation model has to be chosen and its parameters estimated.
However, rather few papers have investigated this problem when maintenance effects are taken into account,!®182324
Different statistical inference methods have been used: maximum likelihood,'”-** moments method,?® semiparametric,?’
quasi Monte Carlo integration,'® and so forth.

The estimation methods depend on the observation schemes of the degradation levels. The best way to assess
the maintenance action effect is to measure the degradation level just before and just after the maintenance action
(see References 26,27). For instance, this observation scheme occurs in Reference 27 where inspections are performed
on an electrical distribution device subject to corrosion. However, this situation is not always possible. Degradation
measures are costly and can also increase the degradation level. In practice, other observation schemes are usu-
ally employed. In References 14,18,28, observations are only made between maintenance actions. For instance, in
Reference 28, intervention scheduling of a railway track is considered. A special train regularly inspects the tracks
and collects degradation measures of the track geometry. An analysis of these measures is made in order to sched-
ule the maintenance actions, but no measure is made at the maintenance times. Intermediate situations are pos-
sible, such as in References 23,24, where the degradation levels are only observed just before each maintenance
action.

From a methodological point of view, investigating how these observation schemes affect the quality of inference
on the underlying degradation process helps to understand how the different observations and their position allow to
acquire a better knowledge of the degradation process. From a practical point of view, when for example each observation
has a cost, this also enables to recommend the most suitable observation scheme for monitoring a degrading system for
maintenance decision-making purposes.

This paper studies the statistical inference in a degradation model with imperfect maintenance. The Wiener
process with drift is used as the underlying degradation process. Maintenance effects are described by the ARD;
model. Four different observation schemes are considered, so that degradation levels can be observed between
maintenance actions as well as just before or just after maintenance times. Finally, the quality of the estima-
tions is assessed and the observation schemes are compared through an extensive simulation and performance
study.

The paper is organized as follows. Section 2 presents the Wiener-based ARD; model and the four chosen observation
schemes. The statistical inference of the model according to the observation schemes is studied in Section 3. The quality
of the estimations and a comparison of the observation schemes are studied in Section 4. Concluding comments are
proposed in Section 5.

2 | THE WIENER-BASED ARD; MODEL

This section presents the degradation model and the observation schemes used in the paper. The underlying degradation
process is a Wiener process. The effect of maintenance is an arithmetic reduction of degradation, described by the ARD;
model. Four observation schemes are considered, depending on the kind of observations made at maintenance times.
Finally, the notations used in the paper are presented.
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LEROY ET AL. W] LEY 3
2.1 | The underlying degradation process

Let X(t) be the degradation level at time ¢ of a system that is not maintained. X = {X(#)}»o is called the underlying
degradation process. In this paper, X is assumed to be a Wiener process with drift. This process is commonly used in
degradation modeling, especially in order to take into account the possibility of non strictly increasing degradation paths.

Therefore, Vt > 0,X(t) = u t + ¢ B(t) where B is a standard Brownian motion. y > 0 is a drift parameter and ¢? is a
variance parameter. The Wiener process is such that:

« X(0) = 0 almost surely.
« The increments are independent. Vs; < t; < s, < tp, X(t;) — X(s1) and X(t;) — X(s,) are independent.

« The increments are normally distributed. Vs < ¢, X(f) — X(s) has the normal distribution N (u (¢t —5), 62 (t —5)).
In particular, X(t) ~ N (u t, 62 ©).

2.2 | The effect of maintenance

The system is observed from time O to a certain time 7. Between 0 and 7, k maintenance actions (or repairs) are performed
attimes 7; < 12, ... , < 7%. Maintenance durations are assumed to be negligible or not taken into account. To simplify the
mathematical writing, let 7o = 0 and 734, = 7.

An efficient maintenance is expected to reduce the degradation level. Let Y(¢) be the degradation level at time ¢ of the
maintained system. Y = {Y(¢)} >0 is the degradation process of the maintained system. We have to express Y as a function
of the underlying degradation process X. In Reference 16, Mercier and Castro used both ARD; (Arithmetic Reduction of
Degradation) and ARA; (Arithmetic Reduction of Age) models.

The ARD, assumption is that the effect of maintenance is to reduce the level of degradation by a quantity which is
proportional to the amount of degradation accumulated since the last maintenance. Let p € [0, 1] be the coefficient of
proportionality, called the maintenance effect parameter.

Before the first maintenance, both X and Y processes are identical:

Vi e [0, 71[, Y(§) = X(¥)

Let Y(z]) be the degradation level just before the first maintenance action, so that Y(z]) = X(r;). The effect of the
first maintenance at 7 is to reduce the degradation level Y(z]") by a quantity p [Y(rl‘ )— Y(O)] = pY(z7). Therefore, the
degradation level just after r; is

Y(r) = Y(e)) = pY (7)) = (1 = p)Y(57) = (1 = p)X(11) e
After the first maintenance action, the system deteriorates according to X and we have
Vi€ n, ol YO =Y()+XO - X(n) = X(t) - pX(11)
Just after the second maintenance action, we have

Y(13) = Y(ry) — plY(7;) = Y(7])]
=X(72) — pX(71) — p[X(72) = X(71)] = (1 — p)X(72) ()

By recurrence, it follows that V ¢ € [z}, 7j41[
Y(©) = Y(Tj+) + [X(0) - X(zp] = X(©) — pX(17) (3)

The effect of maintenance at time 7; is expressed by the degradation jump Z;, difference between the degradation level
after and before maintenance

Zi=Y(@@H-Y() =1~ pX) - [X(1) - pX(11-1)] = —p [X(5) = X(51-1)] “)
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4 Wl LEY LEROY ET AL.

2.3 | Observation schemes

The system is regularly inspected and the degradation levels are measured. Potentially, the degradation level can be
measured either at maintenance times (just before and/or just after) and/or between maintenance actions.

Let n; be the number of observations of degradation levels on ]z;, 7j44[, that is, between two successive maintenance
times. It is possible that n; = 0. When n; > 1, the corresponding observation times are denoted f;; < fj> < ... <fj,. Let

N = Zj];o”j’ that is, the total number of observations of the degradation levels between maintenance times.

For observations made at maintenance times, V j € {1, ... ,k} let us denote it +1 = 7j = Ljo. Therefore, in [z, 7j41],
we potentially have n; + 2 observations, at times 7; = tjo < j1 <fj2 < ... <Utjn <Uln+1 = 7+1. The subscript j in these
notations means that z; corresponds to the last observed maintenance time. Consequently,

Y(t0) = Y(T]-Jr) and Y(tjn41) = Y(Tj:d)
The observations are the degradation levels Y(¢;) at times ¢;;, Vj € {0, ... ,k}, Vi € {0, ... ,n; + 1}. Given the inde-
pendence of increments in the Wiener process, the quantities of interest are the observed degradation increments.
The time intervals between observations are denoted Afj; = t;; — ;;.1,V j € {0, ... ,k},Vi € {1, ... ,n; + 1}. Degradation

increments are denoted AYj; = Y (&) — Y(¢,-1),Vj€ {0, ... ,k},Vie {1, ... ,nj +1}.

The ideal situation is where all the degradation measures can be made, at maintenance times (before and after)
and between maintenance times. This situation of complete measurements is called “first observation scheme” in the
following. In this case, the jumps Z; = Y(rj+) — Y(z]) are observed.

Figure 1 represents an example of trajectory of the degradation process for the complete observation scheme. In this
example, maintenance actions are performed periodically each 5 time units. Each point is an observed degradation level.
The blue lines are the successive mean degradation paths after maintenance actions.

In Figure 1, Vj € {0, ... ,k}, in+1 = Tj = Lis10- Y(rj‘) and Y(rj.*) are respectively the degradation levels just before
and just after the j# maintenance. Thus, Y(rj‘) is observed just before Y(rj.*) attime 7;. In the same way, Y(tj,njﬂ) is observed
just before Y (¢410).

In practice, it may happen that it is not possible to observe all or part of the degradation levels at maintenance times. In
this case of incomplete measurements, the true degradation jumps Z; cannot be observed. Instead, other kinds of jumps
are observed, which will be defined in next section. In this paper, we consider the complete observation scheme as well as
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FIGURE 1 A trajectory of the degradation process and notations used

2519017 SUOWILIOD BAIERID 3|1 ddle aU) A PouBAOB 312 SILE YO (85N JO S3INJ 10} ATRIGI1T BUIUO AB]1A UO (SUONPUOD-PLE-SLLLBI O A3 1M AJR.G 1 PUIUO//SAIL) SUOIPUOD PUE SWLB 1 841 39S *[2202/2T/6T] U ARIGIT8UIIUO /B1IM ‘90UBIH BLBIUD0D Ad 2722 GUUSe/Z00T OT/10p/LICO" A3 ARe.d1BU1 O/ WOJJ pepeojumod 0 ‘S2079ZST



LEROY ET AL. W] LEY 5

three incomplete observation schemes. Thus, four observation schemes are studied. In the m"* observation scheme, the
observed jump around the j# maintenance is denoted Zj(m). For the complete observation scheme, Z;D = Z;.

o First observation scheme (complete): The degradation levels are observed just before and just after each maintenance
action.

« Second observation scheme: The degradation levels are observed just before each maintenance action but not just after.
« Third observation scheme: The degradation levels are observed just after each maintenance action but not just before.

« Fourth observation scheme: The degradation levels are not observed neither just before nor just after each maintenance
action.

A summary of all the notations used in the paper is given hereafter.

2.4 | Notations

« 7:last potential observation time.
« k: number of maintenance actions.
 7;: maintenance times,Vj € {1, ... ,k}. 790 =0, 71 = 7.
» tj;: times when a degradation level can be observed, V j € {0, ... ,k} , Vi€ {0, ... ,nj +1}.
« n;: number of observations on |z, 741 [.
k
© N =2 om.
« n: total number of observations on [0, 7].
« Atj; = tj; — tj;—1: time intervals between observations, Vi € {1, ... ,n; + 1}.
« {X(®)}s»0: underlying degradation process, without maintenance actions.
» {Y(t)}»0: degradation process of the maintained system.
. Y(‘L'j+) = Y({j0): degradation level just after the j”‘ maintenance action.
. Y(Tj_) = Y(tj-1n,+1): degradation level just before the j# maintenance action.
« AYj; = Y(§;) — Y(t;-1): degradation increments, V j € {0, ... ,k} , Vie {1, ... ,nj +1}.
. Zj(m) : observed degradation jump around the j# maintenance for observation scheme number m.

L _ +y _ -
o 2V =Y(EH - Y.
o ZP =AY, + 2.
J ’ J
(3) _ D
o 2V =Z" + AYjoip, 1
4 _ (1)
o ZV = AYj1 + Z + AV 1

« fx:density of X.
* fxy: conditional density of X given Y.
+ O set of observed data before time ¢ for scheme m.

« The random quantities are denoted by uppercase letters and their realizations by lowercase letters. For instance, Ay;;
is the observed value of AYj;.

3 | STATISTICAL INFERENCE

The purpose of this section is to estimate the three parameters of the Wiener-based ARD; model under the four observation
schemes. Let us recall that y is a drift parameter, o2 is a variance parameter and p is the maintenance effect parameter.
We use the maximum likelihood method, from the observation of the degradation process on [0, 7]. The four observa-
tion schemes described previously lead to different writings of the likelihood and therefore to different estimators of the
parameters.
There are two kinds of observations, the degradation increments and the observed jumps around maintenance times.
Therefore, the likelihood L(u, 62, p) has two parts. Thanks to the independence of increments of the Wiener process, the
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20+
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FIGURE 2 Firstscheme: A trajectory of the degradation process

part linked to degradation increments is the product of the densities of these increments. The part linked to degradation
jumps is more complex and will be studied in each observation scheme. Finally, a general expression of the likelihood is

L(n, 0%, p) = lH Hfij,,.(ij,a] [1zmem @™ (5)
i j i

J
where O is the set of observations just before 7;, that is, the c-algebra generated by the increments and observed

J
jumps before the j* maintenance for the m™ observation scheme. Morever, the AY;; have a normal distribution
N (uAt;; , 6%At;;). Therefore, the main problem is to determine in each scheme the conditional distribution of the
J. . p
observed degradation jumps Z;m) given the past.

3.1 | First observation scheme

In this complete observation scheme, the degradation levels are both observed just before and just after each maintenance
action. A simulated trajectory of the degradation process is presented in Figure 2. The black dots are the observed degra-
dation levels. In this example, the maintenance actions are made periodically each 5 time units and the observations of
the degradation levels between maintenance actions are made periodically each 1 time unit. Parameter values are y = 2,
o2 =2and p = 0.5. k = 3 maintenance actions are performed, n = 24 observations of the degradation levels are made and
Vj€{0,1,2,3}, n; = 4. The first degradation level y(f o) = 0 is considered as an observation.

All the degradation increments AYj; are observed, Vj e {0, ... ,k} , Vie {1, ... ,nj+1}.Vj€e {0, ...k}, the true
degradation jumps Zj(l) = Z; are observed. Therefore, the likelihood (5) is:

k m+l k
L) = [r[ Hfuj,imy,-,o] e ©
j=0 i=1 =1 7’7

Here Vj € {1, ... ,k},

1 1
(9%_— = {Ayo1, --- ,AYO,n0+1,Z(1 ),Aym, ,ij—z,nj,2+1,2;_)1,ij'—l,l» ,A}’j—l,nj,lﬂ}

From (4), we have for all j:
n_+1

70 = 7= —p [X(5) - X(j-)] = —p Y, AV, ™
i=1

Thus, given O}, Z;l) is completely known. Z;D |O!_ follows a Dirac distribution:
J J

(1)
<1> z)=1 -1+
fZ/ |(91}_( ’j ) {Z;I):_pzni 1* ij—l,i}

i=1
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LEROY ET AL. W] LEY 7

(1)

Therefore, under this complete observation scheme, the model is meaningful only if all the quantities Z’“]T are
y] 1,i

equal (equal to —p). This obviously seems very unlikely in practical situations. So in the following, we will not consider
the estimation of p. u and o2 are estimated by maximizing the likelihood

ni+1

kon 2

(A Ag;,
H exp(— Yji _ H ]l) (8)
=0 i \/27[0'2Atjl 20°At;

+

]
—_

Straightforward computations lead to the maximum likelihood estimators of y and ¢?

+1

zl'czo "1]1 AYJ'J 1 <
fi = j;nﬂ = [Y®- 27" ©)

Z] =0 i=1 ]l J=1

k m+l ~ 2

AY; — AAL;

52 = 2 Z ( ji— H j,l) (10)
N+k+1}011 Al’j!i

Note that 4 = X(7)/z, so fi is an unbiased estimator of u. It is also possible to prove that & is an unbiased

estimator of 62 (see proof in Appendix A).

N+k+1 2
N+k

3.2 | Second observation scheme

In this scheme, the degradation levels just before maintenance actions Y(rj‘) are observed, but the degradation levels
just after maintenance actions Y(T],*) are not observed. This situation is illustrated in Figure 3. In this figure, we have
used the same trajectory of the degradation process as in Figure 2, but we considered that the degradation levels just
after maintenance actions Y(rj.*) are not observed. The jumps at maintenance times and the first degradation increments
after maintenance are not observed, so they are represented with dashed lines. The values of the parameters u, 62, p, the
number of maintenance actions k and the number of observations between maintenance actions {n;}o<j<3 are the same
as in Figure 2, but the number of observed data is now n = 21.

The studies in References 23,24 assume that only the degradation levels just before maintenance actions are observed.
This corresponds to this second observation scheme in the particular case where Vj, n; = 0. In this case, the observed
jumps are the only observations

Z? =Y(1,) = Y@) = X(5) = X(5) = p [X(1) = X(520)

which have the N (y(’er — 1) — up(tj — 7j-1) , 0X(Tj31 — 7)) + 62p2(1j — Tj_l)) distribution.

20+

Degradation

104

T
5 10 15
Time

FIGURE 3 Second scheme: A trajectory of the degradation process
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8 Wl LEY LEROY ET AL.

Note that the AYj; Vj € {1, ..,k} are not observed but the first increment AY;, is observed. Thus, the history of the
process at T isVje {1, ... ,k},

2 2
(9%’ = {Ayo,la Ay0,27 ey AyO,n0+1, Z(l )’ Ayl,Z’ ey ij—z,l’lj_2+17 z;_)19 ij—1,27 ey ij—l,nj_1+1 }

The true degradation jumps Z; = Y(TJTL)—Y(TJ.‘) are not observed. Instead, the observed jump around the j*
maintenance is
Z? = Y(2) = Y1) = Y(42) = Y(5) + V(7)) = V(7))
n_+1
=AY +Z =AY - p ), AYjyy
i=1
n_+1

= AYj,l - PAYj—l,l -pP 2 AYj—l,i 11)
i=2

In the likelihood, we need to compute the conditional density of ZJ@ given O%_. Since AYj_; is not independent of
J

&2, the computation of this conditional distribution could be complex.
J

However, the computation can be simplified in this case because, thanks to the properties of the ARD; model, the
missing value Y(rj.*) can be expressed as a function of the already observed values and p.
At time zero, Y (7o) = 0. From (1), Y(z;") = (1 — p) Y(z;). From (2),

Y(@)=Y(@) —p [Y(a) = YED)] = A= p)Y(E5) +p (1= p) Y(37)

By recurrence, it follows thatV j € {1, ... ,k}

J
Y@ =a- p);‘; P Y () (12)
Therefore, V j € {1, ... ,k}, the observed jump Z]@ can be written

J
2P =AY +Y() - Y() = AYa + (L= p) Y, 77 V() - Y(r)
i=0
j-1

=AYy = oY)+ (A =p) Y, /7Y () (13)
i=0

Equation (13) is much easier to use than (11) because AYj; is independent of 2. and conditionally
J
to (93_, the Y(z7) for i<j are observed. So the conditional distribution of Zj(z) given (93_ is the
J J
N (M Aty = pya) + (A= p) T2k y(zp), 62Atj,1> distribution.
Finally, the likelihood for the second observation scheme is

k n+1 k
Ly (0% p) = 11 q Fav, (Ay0) H Izo1o: () (14)
J=0 =1+ j=

j>0

From Equation (13), for allj, 2" — u Aty + p y(57) = (1= p) T2 97 0@ = () = w Aty = (1= p) X 77 y(a)).
Therefore, the log-likelihood is derived as

k n+1 2
N+k+1 1 (Ayji = uAt;)
InL, (p,6%p) = -~ " Ino?+¢, — — o
nLs (.0% p) Kl ingt 4, 262[2 P
Jj=0 l=l+]lj>0 ’
k 1 j 2
+ F(y(r,-,l) — uAL; — (1 - p)ZP’")’(T{)) ] (1s)
j=1 =41 i=0

where ¢; is a constant.
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LEROY ET AL. W] LEY 9

Deriving the log-likelihood, the maximum likelihood estimators j, 6> and j are obtained as the solutions of the
likelihood equations system, as follows.

k k j-1
1= lY(T) YY) = (A=pY DY) ] (16)
Jj=1 Jj=1i=0
ko omHl . 2 k (Y(t1)—p Aty — (1 — p)z lY(r )>
o1 (AYji — i Atyy) ( / !
o TN+k+1 j=20 i=1+21j>0 Aty " ; Aty 47
k J .
> lZ/ﬂ TYEDI -G - - p]] lY(tj,n — AAGy = (1- ﬁ)Zﬁ"lY(r{)] =0 (18)
j=1 )1 | i=o i=0

One can easily show that (proof in Appendix B)

k+1
A 1 Ak—j+1 -
a== Yl YE) (19)

=1

These estimators can equivalently be obtained using the profile likelihood method. The maximum likelihood estima-
tor j is equal to arg max, In L,(fi(p), 6%(p), p) where fi(p) and 62(p) are obtained using Equations (17) and (19) replacing j
and /i by p and ji(p). Using Equations (15) and (17), one can easily show that the profile log-likelihood can be written

N+k+1 [1

> n 6%(p) + 1] +c

In Ly(ii(p), 8%(p). p) = —
Then, the maximum likelihood estimator of p can be viewed as the value of p that minimizes the estimated variance of
the underlying degradation process when p is assumed to be known.

3.3 | Third observation scheme

In this scheme, the degradation levels just after maintenance actions Y(rj+) are observed, but the degradation levels just
before maintenance actions Y(rj‘) are not observed. This situation is illustrated in Figure 4. As for Figure 3, we have used
the same trajectory of the degradation process as in Figure 2, but we considered that the degradation levels just before
maintenance actions Y(z;") are not observed. This is illustrated by dashed lines in Figure 4. In order to keep the notations
homogeneous, we also assume that the last degradation level Y(z) is not observed, so the last observation is Y (., ). The
values of u, 62, p, k and {n;}o<j<3 are the same as before, but the number of observed data is now n = 20.

20

Degradation

FIGURE 4 Third scheme: A trajectory of the degradation process
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10 Wl LEY LEROY ET AL.

Here, none of the AYj,n/,H Vj € {1,..,k} is observed. In this case, the history of the process at T is also the history of
the process at biin,: Vjie {1, ... .k},

3 3 3 3
(91}_’ = 0[].71 . = {Ayo,ls cee s Ayo,n()’ Zi )7 Ayl,l9 cee s ij—Z,nj_z, Z;_)19 ij—l,19 cee s ij—l,nj_l }
My

The true degradation jumps Zj=Y(rj+)—Y(rj‘) are not observed. Instead, the observed jump around the j*
maintenance is

20 = Y@ = Y(toan,) = YE) = Y@ + Y(E) = Y(to1,,)

]_1+1
=Zj+ AYjn_ 41 =—p Z AYj1i+ AYjo1n 41
i=1
n_y
=—p Y AYj i+ (1= p) AYj 1 11 (20)

i=1
AYj1n_+1 is independent of ©3.. So the conditional distribution of ZJ@ given @ is the
J J

N (;4(1 — DALt 11— DY Ay 03(1 - p)ZAtj_LnJ_ﬁl) distribution.
Finally, the likelihood for the third observation scheme is

k
Ls (n.0% p) l]‘[ Hfu (Ay,»,i)] [[oe & (1)
j=1 J=Lnj

Jj=0 i=1

The log-likelihood is derived as

n;

Zj ijl MAt]l)

k
2 v N+k 2 1
InL; (p. 0% p) = - 5 Ino +cz—k1n(1—p)—ﬁ[z

j=0 i=1 Atf L
k n;_ 2
TR N e S LRV TRy ] (22)
A =pP & Afrnn \ o Py '

where ¢, is a constant.
Deriving the log-likelihood, the maximum likelihood estimators /i and 6* are obtained as the solutions of the likelihood
equations system, as follows.

ko n k n_y
.1 1 3 .
M ten ng ZAY” 155 )y (ZJ +/’ZAYJ—1J>] (23)

= i=1
(Z(3)— (1= p)AL, + Y AY, )2
H P)ALji—1n +1 T P2, 1Li

k
+
Atj,l ]Z; 1- P) Atj—l,nj,1+1

(24)

One can show that /i can also be written (see Appendix C)

o1
”t

k.ny

[Y(tk,nk

|

For p, the derivation of the log-likelihood leads to an expression too complex to be given here. Therefore we directly
use the profile likelihood method. As in the previous sub-section, j = argmax, In L (fi(p), & %(p), p), where the profile
log-likelihood is

InLs (A(p), 6%(p). p) = —%(N +k) [In 6% ) +1] —k In(1-p) +c; (29)

where /i(p) and 6%(p) are obtained similarly as in the previous sub-section.
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By analogy with References 23,24 one could assume that only the degradation levels just after maintenance actions
are observed. This corresponds to this third observation scheme where Vj, n; = 0. In this case, the observed jumps are the
only observations

3 _ _
Z7 =Y() - Y(r ) = (1= pAYj,

which have the N (u(1 — p)(zj — 7j-1) , 6*(1 — p)*(zj — 7j_1)) distribution.

Therefore, different (u, 62, p) triplets will lead to the same observations, so the model is not identifiable. The problem
is due to the fact that a Gaussian random variable multiplied by a (positive) constant is still Gaussian. Similar properties
hold for Gamma and Inverse Gaussian distributions, so the identifiability problem will also occur when the underlying
degradation process is Gamma or Inverse Gaussian. Note that this problem does not appear for the second observation
scheme.

3.4 | Fourth observation scheme

In this last scheme, neither Y(rj‘) nor Y(rj.*) are observed. This situation is illustrated in Figure 5. As before, the last
observation is Y (f ). The values of p, 62, p, k and {n;}o<j<; are the same as before, but the number of observed data is
nown = 17.

Itis assumed that there is at least one observation between two successive maintenance actions: V j € {0, ... ,k}, n; >
1. Here, neither the AY;}; (except the first one) nor the AYj,njH are observed. In this case, the history of the process at Tj‘
Or ti—1n,., isVje {1, ... ,k},

4 4
(9%— = Og—l,nj_l = {AVo1s o s AVosgs 20, AYia,s .. ,ij—z,nj_z,Z;_)Pij—l,z, o5 AYjean )

The true degradation jumps Z; = Y(rj.*) - Y(rj‘) are not observed. Instead, the observed jump around the j* maintenance
action is

ZY = Y(t) = Y(G1,) = Y(G) = YE) + Y(E) = Y@ + V(@) = Y(G-1,,)
=AY +Z; + AYj—l,nj,1+1

n+1
=AY —p ), AYj1i+AYj1n 1
i=1
n_y
=AY —p Y AYj 1= p AYj 11+ (1= pAY) 1m0 (26)
i=2

AYj; and AYj_Ln]_le are independent of (9? . But Z;4) and Zj(f)l share the same unobserved increment AY;_;;, so
J

_l~"j—1

AY;_,, is not independent of (9? . Therefore, the conditional distribution of Zj@ given (9? is not easy to derive.
= fioin,_y

Lnj_y Lnj_

20 ’

Femmmsss

N
N
NOPUUE
1
/

Degradation

T
5 10 15
Time

FIGURE 5 Fourth observation scheme: A trajectory of the degradation process
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12 Wl LEY LEROY ET AL.

In fact, it is easier here to use the joint distribution of the observed jumps given the observed increments. Let O4 be
the set of all observed increments

o' = {A}’o,b {Ay;itogjzk, ZSiSnj}

The likelihood can be written

k n;
L eoep) =TT T for, (80 s (22,29 . 2 @)
J=0i=1+1,,

where f7:0+ is the conditional density of the observed jumps given the observed increments. Since the Z® are linear
combinations of independent normal random variables, fz+¢+ is the density of a Gaussian vector. Therefore, we have to
compute the expectation and covariance matrix of this vector.

From (26), the conditional expectation of Zj@ is,Vje {1, ... .k}
E[Z10"] = my(o) - vi(o) (28)
where Vj,
ui(p) = Atjy — pAti111j51 + (1 = p)Ati—1n, 11
n_y
vi(p)=p Z Ayj-1
i=1+Ilj>1
From (26), the conditional variance of 2;4) is,Vje ({1, ... .k}
Var [Z].(4)|(94] = 67s5;(p) (29)
where Vj,
Si(p) = Ati1 + p*Ati_1 1151 + (1 — P)ZAtj—l,nj,lﬂ
The conditional covariance of (Z;f)l,Zj@) is,Vje {2, ...k}
n_,
Cov <Zj(i)1, 2;4)|(94) = Cov(AYj_11 — PZAJ’j—z,i —p AYj 21+ (A = p)AYj 2,41,
i=2

n_y
AYjy = p Y Ayj1i—p AYjry + (1 = p)AYj 1y 41)
i=2
= Cov(—p AYj11, AYj11) = —p Var[AYj 1] = —p 6?Al1s (30)

Let us define u(p)’ = (ui(p), uz(p), ... , ux(p)) and similarly v(p)’ and s(p)".
Finally, the conditional distribution of Z® given ©* is the multivariate normal distribution N (u u(p) — p v(p) ,
c? X(p)) where

s1(p) —pAt 1 0 0
—pAtin s:(p) —pAl 0
0 —pAt1  s3(p)  —pALz; O

Z(p) =

0 —pAtrr1  Si—1(p)  —pAtia
0 e e PN e 0 —ﬂA[k—l,l Sk(p)
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The log-likelihood is derived as

In Ly (p,0%p) = —%] Ino? + c; — In y/det Z(p)

k 1
L (Ayy — At',i)2
— | @* = pup) +v() ()" @ = pu(p) +v(e) + Y, Y #

202 b
j=0 i=1+1 >0

(31)

where c; is a constant.
Deriving the log-likelihood, the maximum likelihood estimators i and o2 are obtained as the solutions of the likelihood
equations system, as follows,

1

W) T7P) 29+ ul(3) T D) + By Ty AV
A= , = (32)
wPE D) + iy Ty, A
k 1 A 2
A 1 o R . o R (AY;; — aALy)
0* = 5| @Y = A u@ +v() TP @Y - pu@ +v)+ Y, Y (33)
J=0 =141, St
As in the previous sub-section, the profile log-likelihood is derived as
N . N A
In Ly (A(p),6°(p), p) = = (1 +10.6°(p)) + ¢; — In \/det X(p) (34)

Therefore, p = argmin [% In 6%(p) + In +/det Z(p)] )
P

4 | QUALITY AND COMPARISON OF THE ESTIMATORS

This section presents the results of an experimental study which aims to assess the quality of the proposed estimators and
to compare the four observation schemes.
Several situations are studied in order to assess the influence on the estimation quality of

- the number n; and location of observations between two successive maintenance actions,
« the number of maintenance actions k,

« the maintenance efficiency parameter p.

For each situation, the same 5000 simulated trajectories of the degradation process are used for each observation
scheme. In each case, the model parameters p, u and ¢ are estimated.

In this section, the figures represent the boxplots of the distributions of the estimates for each parameter. The obser-
vation schemes are represented from left to right by colors (1: green, 2: orange, 3: blue, 4: magenta). The red dashed lines
represent the true value of the parameters. Let us recall that there is no estimation of p for the first observation scheme.

For the first observation scheme, the degradation levels are observed periodically each one time unit. In the first two
sub-sections, the three other observation schemes are obtained by removing some observations from the first scheme (see
Figures 2 to 5). The effect of this loss of information on the quality on the estimators is studied.

In the third sub-section, for each situation, the total number of observations n is the same for the four observation
schemes. It allows to compare the quality of estimation for each observation scheme for a given size of data.

For a given situation, the {n;};c(o, ... k) are all equal and the maintenance times 7; are periodic. The underlying degra-
dation process is the same in each case with u = 2 and 62 = 5. The different features used for the simulations are given
in Table 1.

Thereafter, one will notice that the estimator j can be less than 0 or greater than 1. In practice, these situations could
mean that the maintenance actions degrades the system (5 < 0), or, on the contrary, make the system even better than it
was initially (5 > 1). However, these possibilities are not discussed in this paper. The rare observed values of j less than
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TABLE 1 Summary of the different features used for the simulations
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FIGURE 6 Estimation of u, 62 and p, situation 1
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Estimation of y, 62 and p, situation 2
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zero or greater than one correspond to side effects in the optimization procedure. To avoid them, it is still possible to
constrain the estimations of p to belong to [0, 1].

41 |

Influence of the number of observations

In situations 1 to 3 (Figures 6 to 8), the maintenance efficiency parameter p is the same, which allows to assess the effect

of

+ the number of observations between two successive maintenance actions, by comparing Figures 6 (n; = 2) and

7 (I’lj = 5),

« the number of maintenance actions, by comparing Figures 6 (k = 3) and 8 (k = 7),

« the loss of information related to the observation schemes, by comparing the boxplots inside each figure.
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FIGURE 8 Estimation of u, 62 and p, situation 3

TABLE 2 Total number of observations (n)

Observation scheme
Situation 1 2 3 4
1 16 13 12 9
2 28 25 24 21
3 32 25 24 17

For u and o2, the best estimations are obtained for scheme 1, and the worst for scheme 4. The quality of estimations in
scheme 2 and 3 is equivalent. This result was expected and is related to the total number of observation in each scheme,
given in Table 2. The boxplots confirm the negative bias of 6%, previously proved for scheme 1. Similar bias seems to hold
for the three other schemes.

For p, the worst estimations are obtained as expected for scheme 4. The estimations for scheme 3 are significantly
better than for scheme 2. From a practical point of view, it is not surprising that p is better estimated when the effect of
maintenance on the degradation level is immediately observed.

The larger the number of observations, the better the quality of estimations, whether the degradation levels are
observed at maintenance times or between maintenance times. For scheme 4, the estimations are better in situation 2
than in situation 3. Therefore, one could think that it is better to increase the number of observations between mainte-
nance actions than the number of maintenance actions. However, Table 2 shows that the total number of observations is
larger in situation 2 than in situation 3. Finally, to increase the quality of estimations, the main point seems to increase
the number of observations whatever they are.

4.2 | Influence of the value of the maintenance efficiency parameter p

In this sub-section, situations 3 to 5 (Figures 8 to 10) are compared, for which all the features of the simulations are equal
except the value of p: p € {0.5, 0.1, 0.9}. Note that the number of observations in each scheme is the same for all three
situations (see situation 3 in Table 2), so the comparison of the situations will reflect only the impact of the value of p.

The comparison of the quality of estimations between the four observation schemes leads to the same conclusions as
in the previous section. Changing the value of p has no impact on the estimations of u and 2. The closer the value of p is
to 1, the better it is estimated. As a matter of fact, the bias and dispersion of p’s estimations are much smaller when p is
close to 1.

4.3 | Influence of the observations locations
In the previous sub-sections, we have noticed that, as expected, the quality of the estimations increases with the total

number of observations n. Therefore, in the following, we compare the quality of estimations between schemes with the
same total number of observations.
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FIGURE 10 Estimation of u, 6% and p, situation 5

Starting from a sequence of observations following scheme 1, we build observation sequences according to schemes
2 to 4 with the same number of observations, where the observation times are either close to the maintenance times
(situation 6) or far from the maintenance times (situation 7). Moreover, we choose to have a minimal number of observa-
tions between maintenance actions (n; € {0, 1,2}), so that the impact of the locations of the observations with respect to
maintenance times be clearly visible.

4.3.1 | Observation backgrounds

Situation 6 for which the observation times are close to maintenance times is illustrated in Figure 12. Situation 7 for which
the observation times are far from maintenance times is illustrated in Figure 13. In both situations, n = 16 degradation
levels are observed in every scheme. The observations locations in situations 6 and 7 are described hereafter and illustrated
in Figure 11.

1. First observation scheme, n; = 0.
The degradation levels are only observed at the maintenance times.
2. Second observation scheme, n; = 1.

- the observed degradation levels are close to the missing values at maintenance times, &;; = 7; + %(Tj_'_] )
(Situation 6, Figure 12)
» the observed degradation levels are located at the middle time between two successive maintenance actions,
i=1+ %(Tjﬂ — 7;) (Situation 7, Figure 13)
3. Third observation scheme, n; = 1.
- the observed degradation levels are close to the missing values at maintenance times, ¢; = 7j.1 — %(Tj_'.l - 17)
(Situation 6, Figure 12)

« the observed degradation levels are located at the middle time between two successive maintenance actions,
ti=1+ %(TJ-H — 7;) (Situation 7, Figure 13)
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FIGURE 11 Locations of the observations of the degradation under situations 6 (circles) and 7 (stars)

4. Fourth observation scheme, n; = 2

« the observed degradation levels are close to the missing values at maintenance times, ;; = 7; + %(1:1'4_1 —7;) and
1 . . .
o =Tjy1 — E(Tjﬂ — ;) (Situation 6, Figure 12)
- the observed degradation levels are further from from the maintenance times, tj; = 7; + %(Tjﬂ —7)and tj; = 7j4 —
%(rjﬂ — 7;) (Situation 7, Figure 13)

4.3.2 | Quality of the estimations

The most striking result from Figures 12 and 13 is that the estimations of 4 and o? are significantly worse for scheme 1
than for schemes 2 to 4 in both situations. This can be explained by the fact that, in scheme 1 with n; = 0, the observations

12-

4- 07-
9-
3- 05-
I
- o
gz_- - ‘g, 5 -- EUS_- --
> | .
1- 3" 04- *
.
'
0- 0- 03
FIGURE 12 Estimation of u, 6% and p, situation 6
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FIGURE 13 Estimation of u, 6% and p, situation 7
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consist of degradation increments AYj; and degradation jumps Z; = —p AYj_; ;. Therefore, only half of the observations

provides useful information for estimating u and o2.

Moreover, it appears that the estimations of p are better in situation 6 than in situation 7. This reflects the fact that, in
order to estimate the maintenance efficiency, it is recommended to observe the degradation levels close to the maintenance
actions. As before, the best scheme for the estimation of p is scheme 3.

5 | CONCLUSION

The paper has studied the statistical inference for a Wiener-based degradation model with ARD; imperfect maintenance
actions under four different observation schemes. In each scheme, the maximum likelihood estimators of the three model
parameters have been derived. Through a simulation study, the impact on the estimation quality of the number and loca-
tions of observations between successive maintenance actions, the number of maintenance actions and the maintenance
efficiency have been investigated. As expected, the quality of estimation increases with the number of observations. An
interesting feature is that the best estimation of p is obtained for the third observation scheme. This means that if only a
limited number of observations is possible, it is recommended to perform them just after each maintenance.

The study has shown that the ARD; model has some drawbacks as regards inference issues. The model is not suitable
for practical situations corresponding to the first observation scheme. In the third observation scheme, this can lead
to an identifiability problem. This problem is not specific to Wiener processes and can also arise for other underlying
degradation processes such as Gamma or Inverse Gaussian processes. To avoid these issues, other degradation models
with imperfect maintenance have to be considered in the future.

Many other prospects arise from this paper. From the modelling point of view, assuming linear drifts is restrictive.
It would be of interest to consider non-homogeneous Wiener processes. From the statistical point of view, deriving
confidence intervals and asymptotic properties of the estimators are interesting extensions of this work.
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APPENDIX A. BIAS OF 6° IN THE FIRST OBSERVATION SCHEME

The maximum likelihood estimator of ¢ in the first observation scheme is given by Equation (10)

k m+l
52 = ZZ(AYH HAtjz)
N+k+1 Aty
Jj=0 i=1
1 k m+l AYZ k n+l k n+l
Jii ~2 o
= — + i At —2 fi AYj;
sl DIy vkl 22
We have 2 OZnHAt]l =7 and ZJ OZHHAYH:;Q 7.
Therefore
k n+1AYz
A2
’ N+k+1 Zoflz:f Atjl
Thus
k nJ+1E[AY2
E[6* 0°
lo°1= N+k+1 ZZ Ay, AT

j i=

We have E[AY?2] = 0?At;; + u?At3, and E[3%] = & + 42
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1
N+k+1

N+k

A2
Elo1 = Nt+k+1~

[62(N+k+ 1) — p*r — o2 +p¢2‘r] =

is an unbiased estimator of ¢?

_ Nkl g
Therefore, 67 is a biased estimator and &2 1:;1; 2

APPENDIX B. MAXIMUM LIKELIHOOD ESTIMATOR OF puIN THE SECOND OBSERVATION
SCHEME

The maximum likelihood estimator of y in the second observation scheme is given by Equation (16)

k j-1
lY(r) + pZY(r )= (=P Y G )]

Jj=1i=0

Let us notice that Z 1 Z PY(z )= Z ZJ Y ’Y(r ) and

(1-5) Z )y d‘l) Y() = Z Z AR ﬁ"”l> Y()

j=i+1 i=1 j=i+1 Jj=i+l
k-1

A Ak i+1 -

(p—p"HY(r))
i=1

Since Y(1) + pX. LY = Y, )+ AY () + z’.‘;fy(f.—) then,

k+1
k j-1 k-1
Y(0) + pZY(r )= A=pY Y@ =Y, )+ Y () + Zﬁ" Y@
j=1i=1

Thus,
k+1
l:\l — 2 Ak—i+1 Y(T )
i=1

APPENDIX C. MAXIMUM LIKELITHOOD ESTIMATOR OF yIN THE THIRD OBSERVATION
SCHEME

The maximum likelihood estimator of y in the third observation scheme is given by Equation (23)

1 kK n 1 k nj_y
PR G|

j=1 i=1
We have
1 < p zk: ® i %)
- Y79 = L N7+ Y 78
1_/’,':1] 1"’;:1] j=1J
Furthermore
k M k
+y — : 3)
Y@= X YA+ 27,
j=1i=1 j=1
k N k
Y(ten) = ) DAY+ Y27
j=0 i=1 Jj=1
Thus

[Y(tk )t Y(T+)
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