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ABsTrACT. We discuss here a classical Crank-Nicolson numerical scheme to
approximate the solutions of a nonlinear equation Schrddinger that reads

ug — 10z (V(x)dzu) — iulog|ul? = 0.

1. INTRODUCTION

We consider here numerical approximations of an evolution logarithmic equation
that reads

(1) uy — 10, (v(2)0pu) — iulog [ul* = 0.

The unknown u(t, z) maps R x R into C. This evolution equation has two singular-
ities. First, we consider a discontinuity at « = 0 that reads v(z) =v4y >0if >0
and v_ > 0 if z < 0. Then we have to handle a nonlinearity whose derivative is not
bounded at 0.

We first discuss logarithmic Schrodinger equations (here in one dimension). For
v(z) =1 constant and A in {—1, 1}, these equations that read in one dimension,

(2) Uy — Tz = 1Aulog |u\2,

are models in nonlinear wave mechanics or in nonlinear optics (see [10] and the
references therein). According to the terminology introduced in [10], the case A =
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2 CRANK-NICOLSON SCHEME FOR SCHRODINGER EQUATION

—1 corresponds to the defocusing case, while the case A = 1 to the focusing case.
Formally an energy that reads

/ |ug [2dz — Nu|? log |u|®dz,
R

is conserved along the flow of the solutions of (2). Despite the fact that the second
term in the energy above has no definite sign, it was rigorously proved in [10] that
the nonlinearity enhanced the classical decay dispersion estimate (over the linear
case), and then this equation has to be called defocusing. Here we are interested
in the focusing case that was introduced and studied in [11].

Here beyond the classical case we are interested in the case of some impurity in
the material that affects the propagation of the wave. Various models of impurity
has been studied in the literature. Let us first point out the case where the classical
dispersion operator iu,, is perturbed by a Dirac mass at 0 and replaced by iuz, +
1Zudp for some constants Z (see [17], [19], [20] and the references therein). In the
present article we also have a singularity at the origin but that corresponds to a
discontinuity of the parameter v with respect to x. The problem of the study of
the corresponding linear operator has been addressed in [3] and [9]. Let us point
out that this problem differs from the one where we have rough coefficients, that
are time dependent but space independent, in front of the dispersion operator (see
[2], [14] and the references therein).

In the present article we are interested in the approximation of the solution of the
equation by a classical Crank-Nicolson scheme. We keep for the theoretical aspects
the space variable x continuous To begin with, as in the articles [1], [5], we introduce
a regularized version of the equation, replacing the logarithmic nonlinearity by a
regularized version at v = 0. This regularization depends on a small parameter ¢.
We now that the Crank-Nicolson scheme provides an order 2 in time approximation
of the solution of the regularized equation, but the drawbacks is that the error
estimates depend on some functions of e~!. Our main result is to provide a precise
error estimate depending on 7 and . These results compare, with better estimates
in e71, to a semi-implicit Crank-Nicolson type order 2 scheme used in [1], [5]; in
these articles were also studied suitable splitting schemes.

This article outcomes as follows. In a first section we handle the initial value
problem for our non standard logarithmic Schrédinger equation. In a second section
we introduce and discuss the properties of the Crank-Nicolson scheme applied to
our equation. In a third section we provide some numerical illustrations. We end
this article by the proof of the main result that is the error estimate for the Crank-
Nicolson the scheme.

We complete this introduction by introducing some notations. A generic constant
C is independent of €, 7 but may depend on the solution and of the time t. Besides,
C may change from one line to one another without notice.

2. INITIAL VALUE PROBLEM FOR LOGARITHMIC EQUATION
In this section we study the initial value problem for equation (1) above, following
the method introduced and described in [11] and [12].

2.1. A linear unbounded operator. Consider A = —9,(v(x)J,.) the unbounded
operator defined as, for u,v in H'(R)
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(3) (Au,v)2(z) = Re /]R (@) ()T (2)d.

It is standard to prove that the domain of A is

(4) D(4) = {u € H'®) N H2(R — {0}): v, (07) = v_u,y(07)}.

Besides due to (3), we have that D(A2) = H'(R) and that (Au,u)r2(r) defines a
seminorm that is equivalent to the Poincaré seminorm, i.e.

(5) min(u_,u_s_)/me(x)\Zda: < (Au,u)p2m) < max(u_,y+)4\ux(x\)2dx.

The operator A is a nonnegative self-adjoint unbounded operator and then classical
functional calculus applies and the powers A™ are well-defined (see [21] and the
references therein). Moreover the solution of the equation for 7 € R

(6) v+iTAv = u,
satisfies HU||L2(R) = Hu||L2(R) and (A’U,’U)Lz(R) = (AU,U)L2(]R).

2.2. Handling the initial value problem. Formally there are two quantities
that are conserved along the flow of the solutions of (1), the mass ||u[|z>®) and the
energy

(7) E(u) = / ()t () Pl — / () log [u(z) e

Following [11] we seek solutions whose energy is finite. The nonnegative part of the
energy is
[r@luate)ide = [ ju@) g fu(e)
R {lul<1}
Besides, let us point out that the negative part of the energy is bounded for u €
H'(R) by Sobolev embeddings. It is then natural to seek a solution that belongs
to

(8) W = {u € H'(R) such as |u|*log(|u|) € L'(R)}.
We recall from [11], [12], [18] that this space is a reflexive Orlicz Banach space. We

now recall Theorem 3.3 in [18] (stated in the case v(x) = 1 but that works also in
our case; we emphasize that in our case v(x) > min(v_,v4) > 0.)

Theorem 2.1. For every uy € W an initial data, then it exists a unique solution
u € C(R,W)NCHR,W*) for the problem (1), such that the following properties
hold true
(i) we have the conservation of the mass and energy, i.e. for every t € R, the
following identities are valid

(9) lu®)L2@) = [luol| 2y and E(u(t)) = E(uo).

(ii) The flow map S(t) : ug — S(t)ug = u(t) is continuous in W, i.e. that if ul*
converges towards ug in W, then the corresponding solution u™(t) = S(t)ud
converge towards u(t) = S(t)ug uniformly on bounded intervals.
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We refer to [18] for a proof that uses a regularization of the nonlinearity at a
neighborhood of zero and a limiting argument. An alternate route following the
maximal operator theory ([6],[7], [8])can be found in [1], as in [11] for the case
v(z) = 1. In both proofs it is instrumental to use the following inequality that is
valid for a pair of complex numbers

(10) |Im/ﬁ (zlog |2]* —2'log |']?)| < 2z — 2%,
R
that leads to the estimate
1S (t)uo — S(t)voll L2y < €*|luo — vol|L2(r)-
2.3. Introducing a regularized equation. In order to avoid numerical round-off
errors, we introduce a regularized nonlinearity that reads for a given € > 0,
ulog(|ul® + &%) = ufe(|uf?).

The new equation reads

(11) uy — 10, (v(2)0y)u — iulog(|ul® + €2) = 0.

This regularized nonlinearity is similar but differs from 2ulog(|u| + €) that is
used in [4], [5]. The regularization above was used in [10] in the defocusing case.
For the reguralized equation, the classical theory developed in [12] for v =1 (see a
sketch of the proof below the statement of the theorem) applies and we have

Theorem 2.2. For every ug € H*(R) an initial data, then it exist a unique solution
u € C(R,HY(R)) N CY(R; H-Y(R) for the problem (11), such that the following
properties hold:
(i) we have the conservation of the mass (9) and energy, indeed for every
t e R, we have

12) B(w) = 143 ulf sy ~ [ Poluf?)do,
where s
F.(s) = slog(s + &%) — s + &% log(1 + ;2)

(i) The flow map S-(t) : ug = S-(t)up = u(t) is continuous in H'(R), i.e.
that if ul' converges towards ug in H'(R), then the corresponding solution
u™(t) = Sc(t)uy* converge towards u(t) = Sc(t)ug uniformly on bounded
intervals.

Let us sketch why this theorem holds true. Using as in [10] the change of unknown
v(t,x) = eexp(—2itloge)u(t, z) solving (11) amounts to solve the equation
v — 10, (V(2)0yv) — ivlog(1 + |v]?) =0
in H*(R). Introduce the linear operator defined as exp(—itA)ug = v if and only if
vy +1Av =0, v(0) = vp.
This linear operator is an isometry in L?(R) or in H'(R) (for the modified norm
|[u|[2, + (Au, u) according to (5)). Since the nonlinear term v — vlog(1 + |v|?) is

locally Lipschitz in the Banach algebra H'(R), it is standard to construct a mild
solution of the equation on a bounded interval of time [—T,T]. Following [13],
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since this nonlinearity is smooth, we can prove that this mild solution is a weak
solution in C(=T,T; H'(R)) of (11). Moreover since £2log(1 + £2) < £* we are in
the subcritical H!(R) case. Then the conservation of the mass and of the energy
imply that the solution exists for all times.

3. THE CRANK-NICOLSON NUMERICAL SCHEME

We are interested in a conservative scheme (see [15], [16]) that reads for the
regularized equation

un+1 — " ] un+1 + u™ ' un+1 + u™ 9 un+1 + u™
(13) At i P S =0
Here we have kept the space variable x continuous. Then the analysis will work
for suitable discretization in space of the operator. For smooth nonlinearities, this
scheme is of order 2. The drawbacks of the Crank-Nicolson scheme is that we have

to solve a fixed point at each time step, since this scheme is an implicit scheme.

Remark 3.1. One may wonder why to regularize the nonlinearity for the Crank-
Nicolson scheme. On the one hand, the theoretical results in Section 3.1 and 5.2
are valid if € = 0. On the other hand to implement the scheme requires to solve
a nonlinear fized point by an iterative scheme. The non-reqularized nonlinearity is
not differentiable at 0.

3.1. Well-posedness of the scheme. We plan to prove that the map u™ — u"+!

is well-posed. Set v = “nﬂ%“n Solving (13) amounts to solve

v —

(14) Sy idv—ifo(oPy =0,

o[

and then to write u" ™! = 2v — u™. To solve (14) we rely on (see [11], [12])

Lemma 3.2. Consider the nonlinear operator M.v = iAv — if.(|v|?)v whose do-
main is D(A). Then for \ > 2x, the operator M. + A\Id is mazimal monotone in
L?(R).

Proof. We just check the monotonicity that we will use in the sequel. Consider v, w
in D(A). Then

2 4 )2

15 M.v — M.w, — 1 1
(15) [(M.v w, v — w)] |m/vwog e

=)l

We have, since f.(y) — f=(z) = (f, f2(z + s(y — z)ds)(y — ),

£ +|v|2 / v] + w]
log — ds.
Hog( )| Sl =l | s = o™
Since
[Tmow|(jv| + [w[)| = [Im(v — w)w|[v] + [Im(w — v)v||w| < 2[v[|w[lv — w],
we have
2 2 1
_ + v 2/ 4jv||w
2Im(vw) log( ———= v —w ds.
2@ gl <10l [ g
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We then have, using 21/s(1 — s)|v|w| < sv|? + (1 — s)|w]|?,

(16) |/2Im vw)log(5———75 o |v|2 =< (/1 —=——=)lv —wl[}
B! = Uy Vv L®
This concludes the proof of the Lemma since fol \/52\%5? = 27. O

Corollary 3.3. For % > 7, the map u™ — v defined in (14) is well posed.

3.2. Stability and error estimate. Consider 4" = u(n7) the interpolation of the
solution of the continuous equation (11). Then @™ solves the equation (13) up to a
consistency error denoted by e"t2. Set w" = @™ — u". We then have

wn+1 — " ) an+1 + ™ ) un+1 + u™
(17) — +iMe——— —iMe———

T 2
Considering the scalar product of this equation with w™ + w"*! we obtain, using
Lemma 3.2 above

— &JH—% .

o™ Iz gy — 1”72y <4 ||7wn+wnﬂ|\2 -
7I
(18) T = 2 L2(R)

1
e 2| L2y l|w™ + w™ | 2Ry,

that leads to

1
(19) (1= 7m)|[w™ 2@y < (1 + 7m)||w™|| 2@y + 7lI€™ 2 || L2(r)-

For 7 small enough, we use 1 +77 < (1 —77)(1+377) and 1 < 2(1 — 7). Starting
from w® = 0 we then have by the discrete Gronwall lemma,

(20) ||z < 27D (1+37m)"H][e"E || 2 gy <
k<n

El

1
Sl}ip ||€k+2 l22(r)-

3.3. Consistency. We now compute the consistency error, i.e. the estimate on
£"t2. We assume that the initial data uo belongs to D(A™) for m large enough.

Theorem 3.4. There exists a constant C that depends on the initial data ug and on
T, but that is independent of € and of T such that for kT < T we have ||Ek+% l|z2m) <

8
Cr3c 3

Remark 3.5. Combining this with estimate (20) provides the error estimate for the
Crank-Nicolson scheme. We can compare this estimates with those obtained in [1],
[5] where an order 2 semi-implicit scheme is used. As long as L*(R) error estimates
are considered our result is better, i.e. with respect to the dependence in e~ for the
constant. Besides, it is worth to point out that in [1], [5] the author consider also
a discretization in space. For numerical implementations the semi-implicit scheme
used is [4], [5]is more convenient, since it does not requires to solve a fized point
problem for the monlinear term that is explicit.
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Proof. Throughout the computations, various norms of u and its derivatives are
computed and depend on €. We have aggregated these results in Section 5 below.
To begin with, integrating in time the continuous equation (11), we have, setting
" = u(nt)

(21) i (n+1)7
L s ue)Ps

T

To have an upper bound on the consistency estimate in L? requires to have an
upper bound on

an+1 4gn 1 (n+1)7
n=ja—t0 -2

T

Au(s)ds||2(r),

T

and on

1 [+h)T artl L gn gt 4o
Bl [ us)nuts)Ps - 05— T g,
n

T

For this we use the following trapezoidal formula

Lemma 3.6. Consider E a Banach space. There exists C' > 0 such that for any g
in C*(R; E)

b
b—a
II/ 9(s)ds — ——(9(b) + g(a))llp < C(b— a)gsgp 9"l -
This implies that in one hand due to Corollary 5.6 below
(22) I < C7%sup || Auge|| 2y < Cr2e™ 5.
t

We now tackle Iy by the two following estimates. On the one hand due to Propo-
sitions 5.1, 5.3 and 5.4.

u(s) f=(lu(s))ds|| L2 w)

e ACalw R A(Cd WIS /“””T
2 T Jn

T

(2)
loge
< Crsup | (ufe (o) < O7* 57,

since by mere computations

[l fe(lul®))eel |2y < c(| log elllueel | Lagry + € el [z )-

On the other hand, for C' that depends on the L bound for u, due to Propositions
5.1, 5.3 and 5.4.
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,an-i—lfs an+12 +’Ebnf5 ,L~Ln2 ,an-i-l +gn ~p L
i (I |2) (la"*) e CCAMEI ]| PETES

(24) < sup|fu(b)] [z sup [Lfo(|" ) = fo(|a"42 )] 2e)
n
< 07 sup |(fe(u)ullz2ey < Cre™

since by mere computations [|(f([ul?))eellz2 ) < C(e™ uwel L2 r) +e~|uel 7 4gy)-
This completes the proof of the Proposition. O

4. NUMERICAL EXPERIMENTS

In this section, we describe the numerical experiments for the Crank-Nicolson
scheme applied to the regularized equation (11). As pointed above, for € = 0 the
code may have problem; then we focus on the regularized equation. We perform
the computations for = in a finite box [—L, L] with L large enough and homoge-
neous Dirichlet boundary conditions; since in the sequel we run the code with test
solutions that are numerically zero outside a compact set this does not introduce
any spurious reflection waves at the boundary. We complete the Crank-Nicolson
scheme in time with a finite difference approximation in space that we describe
now. Let N € N — {0} and set dz = ]\?—fl We mesh [—L, L] with nodes z; = jéx
for [j] < N + 1.

To approximate Au we use standard finite difference scheme. We define a discrete
differential operator A as, for any vector U defined on the grid, setting respectively
v(xz;) = vy if j positive and respectively v_ if j negative

- 2U; —Ujp1 — U1 ...
o5) (AU); = v(zj)— g; 122 ifj £ 0,
(/NlU) _ vy +v_)Up—v Uy —v_U_y
0 ox2 '

Therefore the numerical scheme reads, setting UJ' ~ u(ndt,z;) for n > 0 and

jl <N
yrtlt _pgn _yn 4 gl grtlt yyn  pntl 4 pn

26 e (A — V. _ J J |12 J J 0.
(26) i A ) i P )
This scheme is supplemented with boundary conditions Uy, = U"y_; = 0 and
initial condition U°. Let us point out that solving (26) requires to solve at each
time step a fixed point procedure.

It is standard to prove that this Crank-Nicolson scheme preserves the mass
||[U™||L> where here the subscript L? stands for the discrete finite-difference L2
norm and the discrete energy F,, = HA%U"‘HH%Q(R) —|If-(JU AU 2| 11

4.1. Test solutions. We begin with a true solution for equation (1). Recalling
viz) =vy >0if 2 > 0and v— > 0 if z < 0 we consider the following Standing
Wave Solution (SWS)

|z

2v(x) )

(27) us(t,z) = exp (— it —
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real part of u

Numerical Solution
05 ;_v_v_v_v_/\ 1 05 @ Exact solution 1
04 0 '
Numerical Solution 1 -05 1

#  Exact solution

real part of u

-05

i -10 -5 0 5 10 -10 -5 0 5 10

imaginary part of u

0 P——v—v—v\/—v 0 \/———q
1 . . . 1 . . .
-10 -5 0 5 10 -10 -5 0 5 10

imaginary part of u

FiGURE 1. SWS: The real and imaginary parts of the exact and
numerical solution at ¢t = 15 x 7 (left) and at ¢t = 45 x 7 (right).

Remark 4.1. As observed in [10] if us is solution then qus(t,x)exp(2itlogq) is
also a solution. We then chose to normalize ¢ = 1.

This SWS allows us to make numerical tests for a discontinuous viscosity. The
drawbacks of this true solution is that its modulus does not depend on time and
then we actually solve a linear equation.

Besides, to build the second test solution we introduce

—iv2t

(28) u_(t,x) = us(t,x + 20 — 2vt) exp(i:—x) exp( ),

_ v_
with v > 0 the constant speed.

Indeed this is a solution to the equation when the viscosity is constant on the
line: v(z) = v_ for any z in R. It is then not a true solution for (1) because here
v(x) # v_ in RT. We refer as Gausson Solution (GS) the solution obtained solving
our equation with ug(z) = u_(0,z) and v = 3.

The solution u_ starts from a position x; < 0, moves to the right, then reaches
the hyperplane = 0 at time ¢ = t; where a wave reflection occurs. We expect
that u_ will be an approximate solution of our equation for ¢t < t;.

It is worth to point out that GS defines a test solution with a time-dependent L?
norm. Here the difficulty is that we do not have an explicit expression of a solution
which is defined for all position = and all time ¢. To overcome this we compute an
approximate solution in [—L, L] x [0,T] with a much thinner mesh and consider it
as the reference solution.

4.2. Numerical Tests. Throughout this section we will take e = 107 % and v_ =1
and vy = 3.

We first start with an accuracy test, we plot in Figure 1 the SWS and the
numerical solution when L = 10 and the time and space steps are 7 = dz = 23X9120 ~

0.0510204. We can see that the both solutions are matching.

We now move to the test with the Gausson solution. We consider the initial
data given by (28) with ¢ = 0 and v = 3. The spatial domain is [—25, 25] and the
time and space steps are dz = 2525 ~ 9.765625 - 10~*. This GS (28) allows us
to test the accuracy of the schema for ¢ < t; and to visualize the behavior of the

numerical approximated wave after crossing the hyperplane z = 0. The Figure 2
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. real part of u . real part of u
Numerical Solution - -
= Numerical Solution
05 . i 1 05+
0 0
-05 1-05
1 . . . . 1 . . . . .
-20 -10 0 10 20 -20 -10 0 10 20
s imaginary part of u . imaginary part of u
0 0
1 . . . . . 1 . . . . .
-20 -10 0 10 20 -20 -10 0 10 20

FIGURE 2. GS: The real and imaginary parts of the numerical
solution and of u_ at ¢t = 157 (left) and at ¢t = 15107 (right).

h real part of u . real part ofu
05 1 05+
0 0
-05 1-05
—Numencal Solution
1 . . . . . 1 . !
-20 -10 0 10 20 -20 -10 O 10 20
s imaginary part of u . |mag|nary part ofu
0 0 ‘\/\/‘
1 . . . . . 1 . .
-20 -10 0 10 20 -20 -10 0 10 20

FIGURE 3. GS: The real and imaginary parts of the numerical
solution at ¢ = 32007 (left) and at ¢ = 48007 (right).

shows u_ and the numerical solution for < 0 and ¢ < t; and the Figure 3 shows
the numerical solution behavior during the reflection process.

We now give some numerical evidence that the Crank-Nicolson scheme is order
2 in time. We introduce the error function
(29) e(t",.) =U@",-) = Uy

num?

where U}, is the numerical solution at time n7 and U the reference solution
(either the true solution or a numerical solution computed in a much thinner grid).
In Figure 4 we can see |[e||r= as a function of 7 for the two solutions. In the SWS
case the numerical solution is compared to the exact solution while in the GS case
the numerical solution is compared to a reference solution computed on the thin
mesh dx = gé%% ~ 9.765625 - 1074,

We finally give some numerical proofs of the conservation properties. We plot
in figures 5 and 6 the variation of mass and the discret energy corresponding to (7)
over time for the SWS solution and for the GS solution.
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0

10

10—1 L

107 ¢

10 -6 L 10 -3 L L
1072 10t 107 102

FIGURE 4. Errors |[e]|rs as a function of 7 on a logarithmic scale
for the SWS (on left) and GS (on right) solutions.

157 2.46

2.45 -
1.565 q

2.44 -
1.56 - q

243
1.555 - 1 242

241 r
1.55 - !

24 1
1.545 - !

239
1.54 2.38

0 1 2 3 4 5 0 1 2 3 4 5

FIGURE 5. SWS: L? norms of u (left) and of the discrete energy
(right) as a function of time.

1.36 17.75

1.
3% 17.74

1.34
17.73

1.33

17.72
1.32

17.71
131

13 7.7

FIGURE 6. GS: L? norm of u (left) and of the discrete energy
(right) as a function of time.

5. ANNEX

In this last section we quantify how various norms of the solution u of (11) and
its derivative depend on . We begin with
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Proposition 5.1. Consider an initial data ug in D(A). For any T > 0 there exists
a constant C' that may depend on uy and on T, but that is independent of € in
(0,1) such that for t € [0,T]

e (@) 2wy + Nu)lz2®) + [[Au(®)||L2@) < C.

Proof. To begin with we have the conservation of mass that reads ||u(t)||r2®) =
|[uol|L2(w). We now consider the equation for v = u, that reads, differentiating (11),

(30) v+ iAv — ivfo(|ul?) — 2iuf!(jul*)Retiv = 0.

Considering the scalar product of this equation with v in L?(R) we then have

1d -
(31) 3ol < | [ FuPmed).

Since f.(s) = ' we then have f.(|u[?)[Im(@*v?)| < |v]?. Therefore by Gronwall
Lemma [[o(0)] 2oy < exp(20)[v0][22s

It remains to prove the estimate on Au. Due to the previous estimate we know
that Au — uf-(|u|?) = iu; remains in a bounded set of L?(R). We prove that
both Au and wuf.(Ju|?) remain in a bounded set of L?(R). The Lemma 5.2 below

completes the proof of Proposition 5.1. ]

Lemma 5.2. Assume that u in D(A) satisfies Au — uf-(|u|*) = g € L*(R).
Then there exists C' that depends on ||g||L2w) and ||u]|g1r) such that || Aul|2w) +

|| fe(Jul*)||2@) < C.
Proof. Due to the identity

(32) Il () = llAullf2m — 2(Au, wfe([ul®)) 2@ + lJufe(lul®)|[72 @)
we just have to bound by below the second term in the right hand side of (32). We
set X = —2(Au, uf.(|u|?))r2(r). Integrating by parts we have

(Retu, )?
e+ |ul2

(33) - X :24V(x)|Vu(x)|2fs(|u|2)dm+4/Rl/(x)

The second term in the right hand side of (33) is bounded by above by ¢|| A2 u| |2LQ(R).
The positive part of the first term reads

2 | (@) V(@) £ (o) do.

{e2+|u|>>1}

Let us observe that since log(e? + |u|?) < |u|? + €% — 1 < |u|? then the function
ez fupz>1y log({e? + [ul? > 1}) < Juf?

remains bounded in L>®(R) since D(A2) = H'(R) € L>(R). The the second term
is also bounded by above by c||A%uH%2(R). O

We need also some L°° estimates.
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Proposition 5.3. Consider an initial data ug in D(A%). For any T > 0 there
ezists a constant C' that may depend on ug and on T, but that is independent of ¢
such that for t € [0,T]

()] oo ry + €7 (e ()L ) + [Au(t)][ L)) < C-

Proof. The L> bound for u comes from the bound in D(Az) and the embedding
H'(R) c L*(R). We now consider the scalar product of (30) with iv;. This leads

to, setting
J:/z/|v \2—/Re““ /Wlogg luf),
R 2 + |ul?
1d Re(uv)|v]? / Re(av)?
34 ity .
(34) 2 dt /R g2 + |ul? + r (82 + |ul?)?
We first use
el
(35) 0 4 o2 10g(e 4 Juf?) < Jof(1+ (2 — 1+ [uf?).

2 + | |2
Appealing Proposition 5.1 yields that there exists C' that does not depend on &

such that J > [, v|vy|* — C. Besides, since % < 5= the right hand side of (34)

is bounded by above by 3(2¢)~*[[v]|7s . Appealing the classical inequality
1 1
(36) ||U||L°°(JR) < \/§||U||z2(R)||UJcHi2(R)

and Proposition 5.1 we have that

5 1 _ 1
571”””%(}1@) < \[2571||”||22(R)Hvz”zz(m) <Ce lezHiz(R)

Gathering these we have that

dy<ce < Ce '(J+CO)n.

—1 3
dt ||UIHL2(R)

Therefore ||vx|\%2(R) <ecJi<(Ce L. Appealing inequality (36) gives the L* bound
for uz. To complete the proof of Proposition 5.3, it remains to bound ||Aul|ze (-
This comes from the identity (11) and from the previous estimates (observing that
for ¢ < 1 and |¢| < C then |¢log(e? + €2)| < C). O

We now iterate, differentiating in time

Proposition 5.4. Consider an initial data ug in D(A%). For any T > 0 there
ezists a constant C' that may depend on ug and on T, but that is independent of ¢
such that for t € [0,T]
4
et (llure (D)l 2g) + A1)l 2qey) < C

Proof. Differentiating (30) and setting w = vy = uy we have

wy + iAw — iwfe ([uf*) — 2iufl(|lu*) Retw — 2iufl(jul*)o]* -

(37) div ! (Jul?Rewwv — 4iuf” (Jul?) (Retmw)? = 0.

Considering the scalar product of this with w we have
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2dt||w||L2 —4Im/vwf (|ul )Reuv+2Im/uwf (Jul?) o>+

(38)
2Im/ﬂwf;(|u|2)Reﬂv+4Im/ﬂwfé’(|u\2)(Reﬂv)2.
R R

Since |s|?f”(s*) < e7! the last term in the right hand side of (37) is bounded
by above by 4e™!(|w||r2(g) |[v]|74(gy- The first and second terms in the right hand

side of (37) have the same upper bound since |s|f/(s?) < e~!. The third term is
bounded by above by c||w|[2(®)|[v]|L2r). We then have,

d
(39)  Zllwlleae < elllvllize + e o) < ellvlleze @+ o)l ).
Using Proposition 5.3 we then bound by above ||w|[12(®). Actually (30) yields
| Auel| L2y < [lwll L2y + (1= (lul®)| Lo @) + 2)[[0]] 2wy

Since v remains bounded in L?*(R) and || f-(|u|?)||p@®) < C — 2loge then we see
that ||Aug||f2) is of same order as ||w|[z2r). This completes the proof of the
proposition. O

We also have the L>°(R) corresponding estimate

Proposition 5.5. Consider an initial data ug in D(A%). For any T > 0 there
exists a constant C that may depend on ug and on T, but that is independent of €
such that for t € [0,T]

e (Huee ()] oo ) + || A (£) ]| Lo m)) < C.

Proof. We consider the scalar product of (37) with iw, to obtain 1 dtH G setting

H(w) = / Vg / (- (ul)el? + 27! (jul?)Re(aw)?)+

(40) —8/f (Ju|*)Re(vw)Re(av) /f (Ju*)Re(aw)|v]*+
=8 [ f2(ul? Re(a)Reiw).
and /R
Glw) = =5 [ f(uP l*Re(in) =10 | f2(uf? Rea)Rea)*+
" 10 / £ (luf2)Re(@w)Re(5w) — 12 / (Jul?)Re(av)*Re(5w)+

—S/fa |u|?)Re(vw)|v|* — 12/ (Jul*)Re(av)Re(aw)|v|*+
—8/ T (Ju*)Re(av)*Re(uw).

Due to (35) and Propositions 5.1 and 5.4 we first have
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(42) / (Fo(luf) wf? + 2 (Ju]*)Re(aw)?) < Ce~F.

We now handle the first order terms in w in (40). The modulus of these three terms
can be bounded by above by, using Propositions 5.4 and 5.3

— ~ 8
Ce ol Za gy 0l ey < Ce 3.
We now handle G(w). The modulus of the quadratic terms in w can be bounded
by above by, Propositions 5.4, 5.3 and (36)
_ ~ _ 10 1
Ce™ vl oo (ry|[wl] ey 0] L2R) < CE™F [wal |2 gy -
Analogously the modulus of the first order terms in w can be bounded by above by
~ 1
Ce™? vl @) 10| [F2my W] L= @) < Ce™|lwall72 gy

Gathering these inequalities yields that H(w) > C(||w,||2, — £~ 13) and that

iH < Ce 5 (H+e 5)4,

dt

Integrating in time leads to Hi < Ce™% and the bound on the L™ norm of w
follows from inequality (36) and Proposition 5.4. Going back to (30) we see that

Auy = iug+lower order terms. This completes the proof of the proposition. O

Proposition 5.6. Consider an initial data ug in D(A®). For any T > 0 there
exists a constant C that may depend on ug and on T, but that is independent of €
such that for t € [0,T]

e || Aun ()| 2wy < C.
Proof. The proof is very similar to the proof of Proposition 5.4 and then omitted
for the sake of conciseness. We first differentiate (37) with respect to ¢, to obtain
setting Z = Uttt

2 +iAz —izf(|u]?) — 2iufl(|ul*)Reuz =
(43) 2iv L (Jul*)Retww + 2iufl(|u|*)Rewv + 2iuf! (jul*) RetwRewv+

%(2zufé(|u\2)|v|2 + div fL(|u]®)Reww + diuf (Ju?)(Reww)?).

We consider the scalar product of equation with z. We have the following upper
bound for the fourth term in the left hand side of (43)

/R|Imu2|2f;(|u|2) < 21172 gy

Let us consider for instance the first term in the right of side of (43). Its contribution
is, appealing Propositions 5.3 and 5.4

| [ 2P Remutnge] < < ull ol s < O elliage
R

We carefully bound from above each term using the propositions above. We get
the L? bound on z. Since uy: and Auy have the same order, the proof of the
proposition is completed. [
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