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Detection of very weak forces and precise measurement of time are two of the many applications
of quantum metrology to science and technology. To sense an unknown physical parameter, one
prepares an initial state of a probe system, allows the probe to evolve as governed by a Hamiltonian
H for some time t, and then measures the probe. If H is known, we can estimate t by this method;
if t is known, we can estimate classical parameters on which H depends. The accuracy of a quantum
sensor can be limited by either intrinsic quantum noise or by noise arising from the interactions
of the probe with its environment. In this work, we introduce and study a fundamental trade-off
which relates the amount by which noise reduces the accuracy of a quantum clock to the amount of
information about the energy of the clock that leaks to the environment. Specifically, we consider an
idealized scenario in which a party Alice prepares an initial pure state of the clock, allows the clock to
evolve for a time that is not precisely known, and then transmits the clock through a noisy channel to
a party Bob. Meanwhile, the environment (Eve) receives any information about the clock that is lost
during transmission. We prove that Bob’s loss of quantum Fisher information about the elapsed time
is equal to Eve’s gain of quantum Fisher information about a complementary energy parameter. We
also prove a similar, but more general, trade-off that applies when Bob and Eve wish to estimate the
values of parameters associated with two non-commuting observables. We derive the necessary and
sufficient conditions for the accuracy of the clock to be unaffected by the noise, which form a subset
of the Knill-Laflamme error-correction conditions. A state and its local time evolution direction, if
they satisfy these conditions, are said to form a metrological code. We provide a scheme to construct
metrological codes in the stabilizer formalism. We show that there are metrological codes that cannot
be written as a quantum error-correcting code with similar distance in which the Hamiltonian acts
as a logical operator, potentially offering new schemes for constructing states that do not lose any
sensitivity upon application of a noisy channel. We discuss applications of the trade-off relation to
sensing using a quantum many-body probe subject to erasure or amplitude-damping noise.

I. INTRODUCTION

Quantum mechanics places fundamental limits on how
well we can measure a physical quantity when using a
quantum system as a probe [1]. Quantum metrology is an
active research area addressing how physical quantities
can be estimated based on observations of a probe sys-
tem [2–4]. As methods for accurately controlling quantum
systems steadily advance, increasingly sophisticated mea-
surement strategies are becoming feasible [5, 6], leading for
example to more sensitive gravitational wave detectors [7],
improved frequency standards [8], and ultra-precise quan-
tum clocks [9]. These technological developments accen-
tuate the need for a precise theoretical understanding of
the potential of quantum metrology and of the ultimate
limits on measurement accuracy.
Fundamental accuracy limits in quantum metrology

can often be phrased in terms of uncertainty relations,
wherein the accuracy of one physical quantity trades off
against the accuracy of a complementary quantity. For
example, a particle with a definite position has a highly
uncertain momentum, and vice versa. Such trade-offs

may be captured conveniently by entropic uncertainty
relations [10, 11]. One may envision a two-party scenario,
where the entropic uncertainty relation connects the first
party’s ignorance about a quantity A with the second
party’s lack of knowledge about a complementary quantity
B. Typically these quantities are values of non-commuting
observables.

In this work, we focus on a related but fundamentally
different type of uncertainty relation. Rather than a trade-
off between the values of two observables, we consider an
information-theoretic trade-off between time and energy.
Specifically, we envision preparing a probe state ρinit,
which then evolves for a time t as determined by some
Hamiltonian H. By measuring the probe ρ(t) at time t,
we attempt to infer the value of t [12]. The time-energy
uncertainty relation relates the accuracy of our estimate
of t to the energy fluctuations of the probe state ρ(t) [13,
14]; a state with larger energy fluctuations evolves more
rapidly, allowing the elapsed time to be estimated more
precisely. Here, too, it is helpful to envision two parties,
one attempting to measure time, the other attempting
to measure energy. Indeed, such entropic time-energy
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Fig. 1: A noiseless clock is initialized by Alice in |ψinit〉 and
evolves for a time t under the Hamiltonian H. Then Alice
sends the clock through an instantaneous noisy channel NA→B
to Bob, who receives the state ρB , measures it, and estimates
t. The complementary channel N̂A→E describes the quantum
information that leaks to the environment. Eve receives the
state ρE = N̂ (ψ(t)), measures, and estimates the energy
parameter of |ψ(t)〉. Our main result describes the trade-off
between Bob’s ability to estimate the time and Eve’s ability
to estimate the energy.

uncertainty relations have recently been established [15,
16].

For our purposes, a clock is a quantum system used to
measure a time interval. The clock is initialized at some
initial time and is measured at a later time, with the
aim of the measurement being to reveal the difference in
time between the initialization and the measurement. We
are particularly interested in how a noise channel affects
the accuracy of a clock. For that purpose we consider
the following idealized scenario, involving three parties
referred to as Alice, Bob, and Eve, which is amenable to
precise mathematical analysis (see Fig. 1). Alice prepares
a noiseless clock in the pure state vector |ψinit〉, then
allows that clock to evolve until some (a priori unknown)
time t. Rather than measuring the clock herself for the
purpose of estimating t, Alice stops the evolution of the
clock and sends it to Bob through a noisy quantum chan-
nel NA→B . As with any noisy channel, we can represent
NA→B as an isometric map from Alice’s system A to BE,
where B is Bob’s system and E is the channel’s environ-
ment, after which E is discarded. In our scenario, Bob
receives B and Eve receives E. We wish to study the
trade-off between what Bob can learn about the elapsed
time by measuring B and what Eve can learn about the
energy of the clock by measuring E. Intuitively, such a
trade-off is expected, because leakage to the environment
of information about the clock’s energy causes the clock
to dephase in the energy-eigenstate basis, obscuring its
evolution.
We consider the setting of local parameter estimation.

This means that the value of a parameter is already ap-
proximately known, and we wish to determine it to greater
accuracy. In this setting, the optimal estimate of the pa-

rameter is determined by the quantum Fisher information
(QFI). For example, if FAlice, t denotes the QFI of Alice’s
state with respect to the parameter t, then by performing
the optimal measurement on her state, Alice can estimate
the value of t with a mean-square error of 1/FAlice, t. For
the purpose of locally estimating t = t0 + ∆t to first order
in ∆t, it suffices to know the quantum state ρ(t0) and its
first time derivative, and indeed the QFI is determined
by just these quantities.
Bob’s noisy clock, degraded by transmission through

the noisy channel NA→B, has a reduced QFI compared
to Alice’s clock, and correspondingly Bob’s optimal mea-
surement yields a less accurate estimate of the time t
than Alice’s. On the other hand, Eve receives the state
of Alice’s clock after transmission through the comple-
mentary noisy channel N̂A→E , the channel obtained if
B is discarded after A is isometrically mapped to BE.
We imagine that Eve wishes to learn about the energy of
Alice’s clock, rather than about the elapsed time. More
precisely, Eve’s goal is to determine an “energy parameter”
denoted η and defined in Sec. II B, which is complemen-
tary to the time t. Because Eve, like Bob, receives a state
of the clock degraded by noise, the QFI of her state with
respect to η is in general less than Alice’s.

Our main result is an equality relating Bob’s QFI about
t to Eve’s QFI about η given by

FBob, t

FAlice, t
+

FEve,η

FAlice,η
= 1 . (1)

This time-energy uncertainty relation, derived in § III
and Appendix E using semi-definite programming duality,
substantially differs from previous results [12, 17, 18] in
that it characterizes the trade-off between Bob’s and Eve’s
QFI, rather than the trade-off between the inherent energy
variance and time uncertainty of the noiseless clock.

Figure 2 illustrates the setting of Eq. (1) in a con-
crete example. Alice initializes a single qubit in the pure
state vector |+〉 = (|↑〉+ |↓〉) /

√
2, which evolves under

the Hamiltonian H = ωZ/2. Here and in the following,
X,Y, Z denote the qubit Pauli-X,Y, Z operators, respec-
tively. At time t = t0+∆t, the partially dephasing channel
Np = (1− p)id + pDZ is applied to Alice’s qubit, where
DZ(·) = 〈↑|(·)|↑〉 |↑〉〈↑|+〈↓|(·)|↓〉 |↓〉〈↓|. We may describe
this channel by saying that the environment (Eve) mea-
sures the qubit with probability p in the energy-eigenstate
basis (i.e. along the Z axis of the Bloch sphere). The par-
tial dephasing attenuates the t-dependence of Bob’s state
ρB(t) by the factor 1−p, hindering his ability to estimate
the time. Eq. (1) captures the trade-off between Bob’s
information about the time (proportional to 1− p) and
Eve’s information gain about the energy (proportional to
p).
The trade-off relation Eq. (1) can be a useful tool for

deriving upper bounds on QFI. The QFI for a mixed state
can be tricky to characterize in cases where a diagonal
representation of the state is not easily obtained. Along
these lines, it is useful to note that QFI obeys a data
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Fig. 2: Illustration of Eq. (1) for a single qubit subjected to
partial dephasing. Alice’s clock state is initialized as |+〉 =
(|↑〉+ |↓〉) /

√
2 and evolves according to the Hamiltonian H =

ωZ/2, where Z denotes the qubit Pauli-Z operator. At time t,
the channel Np(·) = (1−p)(·)+p |↑〉〈↑|(·)|↑〉〈↑|+p |↓〉〈↓|(·)|↓〉〈↓|
is instantaneously applied to Alice’s clock state. In effect, Eve
measures the energy observable Z with probability p, and
Bob receives the partially dephased clock. Eq. (1) relates
Bob’s reduced information about the elapsed time to Eve’s
information gain about the clock’s energy. Unitary evolution
in Eve’s complementary energy variable η, generated by an
optimal local time sensing observable, rotates the state into
a direction that is orthogonal to the direction of the original
evolution in time t (see § II B.)

processing inequality which ensures that, for any state
ρ and any quantum channel N , the QFI of N (ρ) is no
larger than the QFI of ρ [19]. We can imagine that Eve
applies a channel to her state ρE , obtaining the state ρ′E ,
which she then measures for the purpose of estimating η.
Using the data processing inequality, we conclude that

FBob, t

FAlice, t
+

F ′Eve,η

FAlice,η
6 1 , (2)

where now F ′Eve,η denotes the QFI of ρ′E with respect to
η. Even if the QFI of ρE is difficult to compute, the QFI
of ρ′E may be easy to compute if the channel taking ρE to
ρ′E is artfully chosen; then Eq. (2) provides a computable
upper bound on FBob, t. For example, in the case where
NA→B is an amplitude damping noise channel, a useful
upper bound on Bob’s QFI can be derived by applying
a completely dephasing channel to Eve’s state ρE . We
apply this idea to an Ising spin chain in §VIII.

One consequence of Eq. (1) is a necessary and sufficient
condition for the clock’s sensitivity to be unaffected by
transmission through the noisy channel NA→B : FBob, t =
FAlice, t if and only FEve,η = 0. This condition can be
usefully restated in terms of the Kraus operators {Ek}
of the channel NA→B. Recall that we aim to estimate
the time t = t0 + ∆t in the setting of local parameter
estimation, i.e. to linear order in ∆t. Suppose that
after evolution for time t0, the state of Alice’s clock is
|ψ〉, and that |ξ〉 = (H − 〈H〉ψ)|ψ〉 = P⊥ψ H|ψ〉 with
P⊥ψ = 1 − |ψ〉〈ψ|. Then the condition FEve,η = 0 is

equivalent to

〈ξ|E†kEj |ψ〉+ 〈ψ|E†kEj |ξ〉 = 0 for all k, j . (3)

Intuitively, Eq. (3) means that the action of the channel on
the clock cannot be confused with genuine time evolution.
Equation (3) may be recognized as a weakened ver-

sion of the Knill-Laflamme condition for quantum error
correction, the necessary and sufficient condition for the
action of a noisy channel on an encoded subspace to
be reversible by a suitable recovery channel [20]. This
condition may be stated as ΠLE

†
kEjΠL ∝ ΠL for all

k and j, where ΠL is the projector onto the encoded
subspace. To write Eq. (3) in a similar form, consider
the two-dimensional subspace spanned by the mutually
orthogonal state vectors |ψ〉 and |ξ〉; we call this two-
dimensional space a “virtual qubit.” Using the notation
|+〉L := |ψ〉, |−〉L := ‖|ξ〉‖−1|ξ〉, the orthogonal projector
onto the virtual qubit is ΠL = |+〉〈+|L + |−〉〈−|L, and
ZL = |+〉〈−|L + |−〉〈+|L is the logical Z Pauli operator
acting on the virtual qubit. In this language, Eq. (3)
becomes

tr
(
ΠLE

†
kEjΠL ZL

)
= 0 for all k, j . (4)

The condition Eq. (4) is reminiscent of a recently for-
mulated condition for quantum coding to improve how
measurement sensitivity scales with increasing sens-
ing time [21, 22]. In §VII, we explain how time-
covariant quantum error-correcting codes automatically
fulfill Eq. (3), providing some simple examples. In particu-
lar, we consider spins on a graph with Ising or Heisenberg
interactions and construct a state vector |ψ〉 that fulfills
Eq. (3), where the noise model inflicts a single located
erasure.
We have derived the trade-off relation Eq. (1) in a

highly idealized setting, in which noiseless evolution of
Alice’s clock is followed by transmission to Bob through
the noisy channel NA→B . For an actual clock, the noise
acts continuously as the clock evolves, rather than after
the time evolution is complete. By focusing on the ideal-
ized setting, we have been able to perform a particularly
elegant analysis of the time-energy trade-off. But in §VI
we connect our results to the more realistic case of contin-
uous Markovian noise described by a master equation in
Lindblad form, noting that the two settings are actually
equivalent, or nearly equivalent, under certain conditions.
One can decompose the Lindbladian into a Hamiltonian
part and a noise part that contains all the jump operators;
if, for example, these two parts define commuting chan-
nels, then the Markovian evolution for time t is equivalent
to Hamiltonian evolution for time t followed by a noise
channel Nt. Other cases where the Lindblad evolution is
compatible with a trade-off relation of the form Eq. (1)
(at least to a good approximation) are identified in §VI.

Although the time-energy trade-off provided the pri-
mary motivation for this work, we find that a trade-off
relation similar to Eq. (1) can be derived in a more general
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Fig. 3: Overview of our main results and structure of this work.

setting. Suppose that A and B are Hermitian operators,
and that ψ = |ψ〉〈ψ| is a pure quantum state. We may
consider the “flow” in Hilbert space generated by A or
by B. That is, we consider a one-parameter family of
pure states close to ψ, generated by A and parameterized
by a, and a one-parameter family generated by B and
parametrized by b, such that

∂aψ = −i[A,ψ], ∂bψ = −i[B,ψ]. (5)

In the setting of local parameter estimation, we suppose
that Bob wishes to estimate the parameter a and Eve
wants to estimate the parameter b, where a and b are
both small. Alice’s QFI about a is FAlice,a, but Bob
receives the state via the noisy channel NA→B, so his
QFI about a (FBob,a) is in general smaller than Alice’s.
Alices’s QFI about b is FAlice, b, but Eve receives the state
via the complementary channel N̂A→E , so her QFI about
b (FEve, b) is in general smaller than Alice’s. In § III we

derive the trade-off relation

FBob,a

FAlice,a
+

FEve, b

FAlice, b
6 1 + 2

√√√√
1−

〈
i[A,B]

〉2
ψ

4σ2
Aσ

2
B

, (6)

where σM := [〈M2〉ψ − 〈M〉2ψ]1/2 denotes the standard
deviation of the observable M . Note that, in contrast to
Eq. (1), this relation is an inequality rather than an equal-
ity. It is reminiscent of the Robertson uncertainty relation,
with the commutator quantifying the incompatibility of
the observables A and B.

Figure 3 summarizes the structure of this work and pro-
vides an overview of our results. In § II, we introduce the
setting of local parameter estimation, recall some useful
properties of the QFI, define the energy parameter η, and
review the concept of a complementary quantum channel.
We sketch the proof of the trade-off relation Eq. (1) and
its generalization Eq. (6) in § III (more details can be
found in Appendix E), and discuss some examples in § IV.
We use the trade-off relation to derive upper bounds on
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measureT to
estimate

Fig. 4: In the setting of quantum parameter estimation, the
task is to infer a parameter t in a one-parameter family of states
t 7→ ρ(t) through suitable measurements. For local parameter
estimation, we assume the value of the parameter is already
known to lie in the neighborhood of a given value t0. The
measurement is required to refine the parameter estimation by
optimally distinguishing ρ(t0) from ρ(t0 + dt) to first order in
dt. This setting is standard in the field of quantum metrology,
and the optimal sensitivity is quantified by a quantity known
as the Fisher information.

the QFI in §V. In §VI we discuss how the setting in Fig. 1
is connected with the more realistic setting of continuous
Markovian noise. In §VII we derive the necessary and
sufficient condition Eq. (3) for the clock’s sensitivity to
be undiminished by transport through the noisy channel
NA→B , and discuss some of the implications of this con-
dition. Numerical results for our upper bound on QFI in
many-body systems are reported in §VIII. We summarize
and comment on our results in § IX. Many further details
are presented in the appendices.

II. SETTING

We review the standard setting in quantum metrology of
single parameter estimation. We then introduce our noise
model and the quantities that are relevant to formulate
our uncertainty relation.

A. Quantum parameter estimation

Consider a quantum state ρ(t) that depends on a single
parameter t. The task we study is how well the parameter
t can be estimated by performing suitable measurements
(Fig. 4). In the context of this work, the parameter t is
identified with physical time, although the results hold
for any general real parameter that the quantum state
might depend on.
We consider the setting of local sensitivity, where the

goal of the quantum measurement is to refine the precision
to which we determine the parameter if the value of the
parameter is already known to be close to a given value
t0. More precisely, we seek a measurement operator T
with minimal variance such that the expectation value of
T reveals the value of the parameter locally around t0 to
first order in dt, i.e.,

〈T 〉ρ(t0+dt) = t0 + dt+O(dt2) . (7)

Identifying the orders in dt we see that (7) is equivalent
to

〈T 〉ρ(t0) = t0 and tr
(
T ∂tρ (t0)

)
= 1 , (8)

using the notation ∂tρ = ∂ρ
∂t . (We write a partial deriva-

tive instead of a total derivative in anticipation of other
variables which will be introduced later.) In the literature,
it is common to reuse the symbol t for both the parameter
on which ρ depends as well as the reference value of the
parameter t0. We keep the distinction for clarity.

Here, we restricted the measurement to be projective,
as described by the Hermitian observable T . A more
general POVM does not offer any more sensitivity in
sensing the parameter [1, 12].

A central result in quantum metrology is the quan-
tum Cramér-Rao bound, which states that the optimal
sensitivity to which one can determine the parameter t
locally around t0 is determined by a quantity called the
quantum Fisher information [1, 23, 24]. The quantum
Fisher information of the state ρ(t0) with respect to a
direction ∂tρ (t0) is defined as

F
(
ρ ; ∂tρ

)
= tr

(
ρR2

)
, (9)

where R is any Hermitian operator that solves the equa-
tion 1

2

{
ρ,R

}
= 1

2

(
ρR+Rρ

)
= ∂tρ, and where the quan-

tities ρ and ∂tρ are evaluated at t0. The Cramér-Rao
bound can be formulated for our purposes as follows: For
any observable T that satisfies (8), we must have〈

(T − t0)2
〉
ρ(t0)

>
1

F
(
ρ(t0) ; ∂tρ (t0)

) , (10)

and furthermore, equality in (10) can always be achieved
by a suitable choice of T . We refer to a choice of T which
is optimal in (10) as an optimal local sensing observable
for t.

The operator R in (9) is called a symmetric logarithmic
derivative. When ρ and ∂tρ commute, we can choose
R = ρ−1∂tρ = (∂/∂t) ln ρ. A general construction of
R in terms of an eigendecomposition of ρ is given as
follows [25]. Consider an eigenbasis {|k〉} of ρ that spans
the full Hilbert space, such that ρ =

∑
k λk|k〉〈k| and

k = 1, 2, . . . ,dim(H ), then

R =
∑
k,k′:

λk+λk′ 6=0

2

λk + λk′

〈
k
∣∣∂tρ∣∣k′〉 |k〉〈k′| , (11)

where the sum ranges over all pairs of indices k, k′ except
those for which both λk = 0 and λk′ = 0. The expression
for the Fisher information becomes F

(
ρ ; ∂tρ

)
, where

F
(
ρ ; ∂tρ

)
=

∑
k,k′:

λk+λk′ 6=0

2

λk + λk′

∣∣〈k ∣∣∂tρ∣∣k′〉∣∣2 . (12)
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The solution to the anti-commutator equation 1
2{ρ,R} =

∂tρ is unique up to transformations of the form R 7→
R+P⊥ρ MP⊥ρ whereM is an arbitrary Hermitian operator,
where P⊥ρ = 1− Pρ, and where Pρ denotes the projector
onto the support of ρ. In the event that P⊥ρ

dρ
dtP

⊥
ρ 6= 0,

there is no solution for R. In such a situation, the optimal
estimation variance (10) is zero and the Fisher information
is not defined; such cases do not arise in the setting we
consider in this work.
We review the solutions to the anti-commutator equa-

tion 1
2{ρ,R} = ∂tρ in Appendix B. In Appendix C, the

definition and elementary properties of the Fisher infor-
mation are reviewed using simple techniques based on
semi-definite programming. In Appendix D, we review a
derivation of the Cramér-Rao bound using these methods.

Observables T that estimate the time parameter t with
an accuracy that achieves the Cramér-Rao bound (10), i.e.,
the optimal local sensing observables, turn out to be the
projective measurements with outcomes associated with
the eigenspaces of a symmetric logarithmic derivative [1,
23]. Specifically, any optimal local sensing observable for
t is of the form

T = t0 +
1

F
(
ρ ; dρdt

) R , (13)

where R is as above any solution to the anti-commutator
equation 1

2{ρ,R} = dρ/dt (see Appendix D for a review
of the proof). Due to the freedom in the choice of R, all
optimal local sensing observables for t differ by a term of
the form P⊥ρ MP⊥ρ where M is any Hermitian operator.
In the remaining part of this section, we review a few

properties of the Fisher information for later use (see
Appendix C for details.) First is a scaling property: If
0 < α 6 1 and β ∈ R, we have

F
(
αρ ; β ∂tρ

)
=
β2

α
F
(
ρ ; ∂tρ

)
, (14)

where the definition (9) is formally extended to positive
semi-definite operators ρ that satisfy tr ρ 6 1. Second, in
case the state ρ and derivative ∂tρ commute, the Fisher
information takes the simple form

[ρ, ∂tρ] = 0 ⇒ F
(
ρ ; ∂tρ

)
= tr

[
ρ−1 (∂tρ)2

]
. (15)

Finally, for general ρ, ∂tρ, we can express the Fisher in-
formation in terms of a pair of convex optimization prob-
lems [26–28] as

1

4
F
(
ρ ; ∂tρ

)
= max
S=S†

{
tr
[
(∂tρ)S

]
− tr

[
ρS2

]}
(16a)

= min
L arb.

{
tr(L†L) : ρ1/2L+ L†ρ1/2 = ∂tρ

}
. (16b)

These two optimizations can be cast as semi-definite prob-
lems that are dual to each other. These optimizations are

convenient to derive bounds on the Fisher information, as
it suffices to exhibit suitable candidates in (16a) or (16b).

B. Time and energy parameters of the noiseless
clock

Now we turn to the setup depicted in Fig. 1, in which
Alice possesses a noiseless quantum clock which she sends
to Bob through a given noisy channel. In this subsection,
we study Alice’s noiseless quantum clock, and in the
following subsection we study the effect of the noise.
a. The noiseless clock. Suppose that Alice prepares a

quantum clock in a pure state living in a finite-dimensional
Hilbert space HA. She lets it evolve according to a
Hamiltonian H(t), generating a one-parameter family of
state vectors t 7→ |ψ(t)〉. The time evolution is governed
by the standard Schrödinger time evolution

∂tψ :=
∂ψ

∂t
= −i [H,ψ] . (17)

We now compute the Fisher information associated with
Alice’s clock locally around a time of interest t0, following
the definition (9). For any t0, we can choose R = 2 ∂tψ =
−2i[H,ψ], because {∂tψ,ψ} = ∂t(ψ

2) = ∂tψ. Alice’s
Fisher information FAlice, t for the evolution |ψ(t)〉 at the
time of interest t0 is therefore given by

FAlice, t := F
(
ψ ; −i[H,ψ]

)
= 4σ2

H , (18)

where ψ and H are evaluated at time t0, and where again,
we denote by σM = [〈M2〉ψ − 〈M〉2ψ]1/2 the standard
deviation of an observable M . Alternative expressions of
the standard deviation are given by

σ2
M =

〈
(M − 〈M〉)2

〉
= −

〈
[M,ψ]2

〉
, (19)

writing 〈M〉 := 〈M〉ψ for brevity.
Around the point t0, any optimal local sensing observ-

able for t takes the form given by (13), which we can
rewrite in this context as

T = t0 −
i[H,ψ]

2σ2
H

+ P⊥ψMP⊥ψ , (20)

where M is any Hermitian operator. In the case where H
is time-independent, then FAlice, t does not depend on the
time of interest t0, but the optimal sensing observable T
depends on t0 not only directly but also indirectly through
ψ and ∂tψ. In the following, we fix t0 and we only consider
the evolution |ψ(t)〉 locally at t0. Furthermore, we use
the shorthand |ψ〉 := |ψ(t0)〉.
b. The energy parameter. The optimal local time

sensing observable T in (20), being a Hermitian op-
erator, can be used to generate a different evolution
in an alternative direction in the space of quantum
states. In our setup, we define η0 = 〈H〉ψ and we con-
sider any family of state vectors η 7→ |ψ(η)〉 such that
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Fig. 5: We define a parameter η that is complementary to
time evolution and that represents the energy of the state.
Consider a quantum clock modeled as a pure state ψ evolving
according to the Schrödinger equation ∂tψ = −i[H,ψ], where
H is the Hamiltonian. Locally around t0, the observable T
that optimally distinguishes the neighboring states ψ(t0) and
ψ(t0 + dt) defines an optimal local time sensing observable. T
is the relevant measurement to carry out to optimally read
out the information about time stored in the quantum clock.
We now consider locally around ψ(t0) the direction in state
space defined by ∂ηψ = i[T, ψ], i.e., a Schrödinger-type evo-
lution with −T playing the role of an effective Hamiltonian.
It turns out that the optimal estimation procedure for the
parameter η is to measure H itself. Therefore, the parame-
ter η represents the energy of ψ(η). The parameters t and
η are, therefore, complementary to each other in the sense
that the generator associated with one parameter optimally
distinguishes neighboring values of the other parameter and
vice versa.

|ψ(η=η0)〉 = |ψ〉 = |ψ(t=t0)〉 and such that at the point
|ψ(η=η0)〉 we have

∂ηψ = i[T, ψ] . (21)

This evolution can be interpreted as a Schrödinger equa-
tion with the effective Hamiltonian −T . An example of
such an evolution is

|ψ(η)〉 = eiT (η−η0) |ψ〉 . (22)

Interestingly, the evolution generated in this way locally
around |ψ〉 turns out to be complementary to time evolu-
tion in the sense that we can derive a meaningful uncer-
tainty relation and that the parameter η can be identified
with the average energy of the state vector |ψ(η)〉 (see
Fig. 5).
More formally and to clarify the dependencies of |ψ〉

on t and η, we consider a two-parameter family of state
vectors (t, η) 7→ |ψ(t, η)〉 with |ψ(t0, η0)〉 = |ψ〉 and such
that at the point (t0, η0) we have

∂tψ (t0, η0) = −i[H,ψ] , ∂ηψ (t0, η0) = i[T, ψ] , (23)

where T is given by (20). For example, we could choose

|ψ(t, η)〉 = exp
{
−i[(t− t0)H − (η − η0)T ]

}
|ψ〉 . (24)

Unless indicated otherwise, the state vector |ψ〉 and
the corresponding derivatives ∂tψ, ∂ηψ are henceforth
implicitly evaluated at (t0, η0). We use the shorthands
|ψ(t)〉 := |ψ(t, η0)〉 and |ψ(η)〉 := |ψ(t0, η)〉 to denote the
respective evolutions according to t and η in which the
other parameter is fixed to η0 or t0, respectively; the name
of the argument (t or η) determines which evolution is
meant.
Let us re-express the derivative ∂ηψ in terms of the

Hamiltonian. Using (20), we have

∂ηψ = i
[
T, ψ

]
=

1

2σ2
H

[
[H,ψ], ψ

]
. (25)

A brief computation reveals that
[
[H,ψ], ψ

]
= Hψ+ψH−

2〈H〉ψ = {H − 〈H〉, ψ} and therefore

∂ηψ =
1

2σ2
H

{
H − 〈H〉, ψ

}
. (26)

Alice’s Fisher information with respect to the parameter
η is given by the same expression as (18), but with H
and t replaced by −T and η, to get

FAlice,η := F
(
ψ ; i[T, ψ]

)
= 4σ2

T =
1

σ2
H

, (27)

where the last equality follows from

σ2
T =

〈
(T − t0)2

〉
=
−〈[H,ψ]2〉

4σ4
H

=
1

4σ2
H

. (28)

To justify that the parameter η in the evolution (21) can
be associated with the energy of the state vector locally
around |ψ〉, we compute the optimal sensing observable
for η and show that it is the Hamiltonian H itself (up to
terms lying outside of the support of ψ). The optimal local
sensing observable that distinguishes ψ(η) from ψ(η+ dη)
is given by (13), but with the parameter t replaced by
the parameter η. Using (26), observe that the operator
R′ = (H−〈H〉)/σ2

H solves the equation {ψ,R′}/2 = ∂ηψ.
From (13) and substituting t by η, we see that the optimal
local sensing observable for η is simply η0 +H−〈H〉 = H.
That is, the optimal measurement distinguishing |ψ(η0)〉
from |ψ(η0 + dη)〉 is the Hamiltonian H itself, up to a
term P⊥ψMP⊥ψ for any Hermitian M . (Alternatively, the
same conclusion would have been reached had we started
from (20) with t,H replaced by η,−T . A more detailed
computation is provided in Appendix D.) Therefore, the
parameter η describes an evolution along which, locally
around |ψ〉, we have η0 + dη = 〈H〉ψ(η0+dη). In this sense,
η represents the energy of the probe |ψ(η)〉 locally around
η0.

To summarize: The evolution ψ(t) is generated by the
Hamiltonian H; nearby states ψ(t0) and ψ(t0 + dt) are
optimally distinguished by a local time sensing observable
T . The complementary evolution ψ(η) is one that inverts
the roles of H and T : The evolution ψ(η) is generated
by T , and H is the operator that optimally distinguishes
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neighboring states ψ(η0) and ψ(η0 + dη).

c. Single-qubit example. Consider a qubit initial-
ized in the state vector |ψinit〉 = |+〉, where |±〉 =

[|↑〉 ± |↓〉]/
√

2, and let the qubit evolve according to the
Hamiltonian H = ωZ/2 (i.e., Alice’s system in Fig. 2).
The time evolution of the clock is given by |ψ(t)〉 = Ut|+〉,
where Ut = e−iHt; we see that

|ψ(t)〉 =
1√
2

[
e−

iωt
2 |↑〉+ e

iωt
2 |↓〉

]
= cos

(ωt
2

)
|+〉 − i sin

(ωt
2

)
|−〉 . (29)

It is also convenient to note that

ψ(t) = Ut|+〉〈+|U†t =
1

2
+

1

2
UtXU

†
t (30a)

=
1

2
+

1

2

[
cos(ωt)X + sin(ωt)Y

]
, (30b)

using the identity |+〉〈+| = [1 + X]/2 along with
e−iaZXeiaZ = cos(2a)X+sin(2a)Y . The time derivative
of the state is

∂tψ(t) = −i[H,ψ(t)] = − iω
2

[
Z , Ut|+〉〈+|U†t

]
= − iω

2
Ut

[
Z ,

1+X

2

]
U†t

=
ω

2
UtY U

†
t (31a)

=
ω

2

[
cos(ωt)Y − sin(ωt)X

]
, (31b)

using e−iaZY eiaZ = cos(2a)Y − sin(2a)X. The expres-
sions (30a) and (31a) manifest the fact that the state and
the derivative evolve in time by rotation around the Z
axis of the Bloch sphere, whereas we can read out from
the expressions (30b) and (31b) the information about
the time evolution of the components of the Bloch vector.
The average energy 〈H〉ψ(t) is

〈H〉ψ(t) = tr
[
Ut|+〉〈+|U†t

ωZ

2

]
= 0 (32)

for all t, noting that Ut commutes with Z and that
〈+|Z |+〉 = 0. The energy’s standard deviation at time t
is then

σ2
H =

〈
H2
〉
ψ(t)

=
ω2

4
, (33)

noting that Z2 = 1.

We now compute the time sensitivity and the optimal
time sensing observable locally around a given time t0. We
write |ψ〉 = |ψ(t0)〉 for short. The optimal time sensing
observable is given by (20), which we can compute as

(ignoring the degree of freedom P⊥ψMP⊥ψ ),

T − t0 =
1

2σ2
H

∂tψ (t0) =
1

ω
Ut0Y U

†
t0

=
1

ω

[
cos(ωt0)Y − sin(ωt0)X

]
. (34)

The optimal sensing observable T is therefore aligned with
the direction on the Bloch sphere that is tangent to the
state’s evolution.
We now determine the parameter η. It is generated

by T as per (21), and we can compute the associated
derivative using (26) as

{H − 〈H〉, ψ} =
ω

2

{
Z,

1+X

2

}
=
ω

2
Z , (35)

∂ηψ =
1

2σ2
H

ω

2
Z =

Z

ω
, (36)

recalling that the Pauli matrices along different directions
anti-commute. The direction associated with the η pa-
rameter is aligned with the Z axis of the Bloch sphere
(Fig. 2) which is the direction in which the Hamiltonian
is oriented.

We can now compute the sensitivities with respect to t
and η using (18) and (27) as

FAlice, t = 4σ2
H = ω2 , FAlice,η =

1

σ2
H

=
4

ω2
. (37)

Finally, we can check that H is an optimal local sensing
observable for η. First observe with η0 = 〈H〉ψ = 0 that

〈H〉ψ(t0,η0+dη) = dη tr
(
H ∂ηψ

)
= dη , (38)

using (36) along with Z2 = 1. Hence, H satisfies the
condition (7) for the parameter η. The variance of this
observable was computed above as

〈
(H − 〈H〉)2

〉
= σ2

H =
ω2

4
=

1

FAlice,η
, (39)

and therefore H also saturates the Cramér-Rao bound.
It is an optimal local sensing observable.

C. The noisy channel and the environment

a. The noisy clock. Suppose that Alice sends the
clock from its noiseless environment to a receiver Bob
through a noisy channel NA→B (Fig. 1). Bob has access
to the noisy clock state

ρB(t) = NA→B(ψ(t)) . (40)

We consider the sensitivity of Bob’s clock locally around
t0, i.e., we ask how well Bob can distinguish ρB(t0) from
ρB(t0 + dt). We assume that the noisy channel NA→B
does not depend on t. This setting is nonstandard in the
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context of quantum metrology. Usually, one considers a
quantum clock that is exposed to continuous noise as it
evolves in time instead of the noise being applied sepa-
rately and instantaneously after the system has evolved
unitarily for a given amount of time. This alternative
setting represents the situation where Alice would like
to send a quantum reference frame to Bob over a noisy
channel [29]. We defer the discussion of the connections
between these two settings to §VI.

Locally around t0, Bob’s optimal sensitivity is given via
the Cramér-Rao bound (10) by Bob’s Fisher information
with respect to time,

FBob, t := F
(
ρB(t0) ; ∂tρB (t0)

)
. (41)

We may furthermore express ρB and ∂tρB as

ρB = NA→B(ψ) ,

∂tρB = NA→B
(
∂tψ
)

= NA→B
(
−i[H,ψ]

)
. (42)

Determining FBob, t in principle requires the usage of a
general expression of the Fisher information for mixed
states such as (9) or (12), which can be significantly more
cumbersome to manipulate as opposed to computing the
variance of the Hamiltonian in the case of a pure state
evolution.
b. The environment. Any quantum channel NA→B

can be expressed as a unitary evolution over a larger
system, where the environment is initialized in a pure
state. This construction is known as a Stinespring dilation.
The initial pure state of the environment can be contracted
with the global unitary to give a more concise description
of the Stinespring dilation in terms of an isometry A→
BE. More precisely, any quantum channel NA→B can be
written as

NA→B(·) = trE
(
VA→BE (·)V †

)
, (43)

where E is a suitable environment system, and where
VA→BE is an isometry mapping states of A into B ⊗ E.

The system E, which we call Eve, represents the quan-
tum information that is discarded by the channel NA→B .
Instead, we can consider a quantum channel that describes
what Eve gets if Bob’s system B is discarded. By tracing
out B instead of E in (43) we obtain the complementary
channel,

N̂A→E(·) = trB
(
VA→BE (·)V †

)
. (44)

If we write the noisy channel in an operator-sum repre-
sentation with Kraus operators {Ek} as

N (·) =
∑
k

Ek(·)E†k , (45)

we may write a corresponding complementary channel as

N̂ (·) =
∑
k,k′

tr
(
E†k′Ek(·)

)
|k〉〈k′|E , (46)

for some orthonormal basis {|k〉} on the environment
system E. The complementary channel is unique up to a
partial isometry on the environment system.
Our main result involves Eve’s sensitivity to the η

parameter of the state that she obtains if Alice’s quantum
clock is sent to E via the complementary channel. Namely,
we define

ρE(η) = N̂A→E(ψ(η)) . (47)

Recalling (26), we have

∂ηρE =
1

2σ2
H

N̂A→E({H − 〈H〉, ψ}) . (48)

As for ψ, ∂tψ, and ∂ηψ, the states ρB , ρE and the deriva-
tives ∂tρB, ∂ηρE are implicitly evaluated at (t0, η0) un-
less specified otherwise. We also abbreviate NA→B and
N̂A→B by N and N̂ for convenience and whenever it is
unambiguous to do so.

III. BIPARTITE UNCERTAINTY RELATION
FOR THE FISHER INFORMATION

A. Equality Fisher information trade-off for time
and energy and expression for sensitivity loss

Sending Alice’s clock to Bob through the noisy channel
NA→B reduces the clock’s sensitivity to the time param-
eter t. On the other hand, sending the clock to Eve
through the complementary channel N̂A→E enables Eve
to gain sensitivity with respect to the energy parameter
η. Our main result characterizes how these two effects
are related:

Theorem 1 (Bipartite time-energy uncertainty relation).
Suppose Alice prepares a probe in a quantum state vector
|ψ〉 and consider the local parameters t, η defining direc-
tions in state space generated by H and T and centered at
|ψ〉 = |ψ(t0, η0)〉 as in Eq. (23). Alice sends her probe to
Bob through a channel NA→B; let Eve represent the out-
put of the corresponding complementary channel N̂A→E
(see Fig. 1). Then

FBob, t

FAlice, t
+

FEve,η

FAlice,η
= 1 , (49)

provided the rank of N (ψ(t)) does not change at t0.

Recalling Eqs. (18) and (27), our uncertainty relation
is equivalently stated as

FBob, t

4σ2
H

+ σ2
H FEve,η = 1 . (50)

Using the Cramér-Rao bound (10) we can relate the op-
timal sensing accuracies 〈δt2Bob,est〉, 〈δη2

Eve,est〉 associated
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with the parameters t, η on Bob and Eve’s systems,

1

4σ2
H

1

〈δt2Bob,est〉
+

1

4σ2
T

1

〈δη2
Eve,est〉

6 1 , (51)

noting that equality can be achieved with sensing strate-
gies that saturate the Cramér-Rao bound provided the
rank of N (ψ(t)) does not change at t = t0.
A proof of Theorem 1 proceeds by writing the Fisher

information on Bob’s end, i.e. after the application of
the noise channel, in terms of the Bures metric. The
environment Eve is introduced as the purifying space over
which the fidelity is computed via Uhlmann’s theorem.
The resulting expression is expressed as a semi-definite
program as in Refs. [30, 31]; suitably manipulating the
corresponding dual problem yields the relation (49). The
full proof is provided in Appendix E. We also provide an
alternative proof using a semi-definite characterization of
the Fisher information.
The condition the rank of N (ψ(t)) does not change

locally at the time t0 ensures that we avoid edge cases
where the correspondence between the Fisher information
and the Bures metric is incomplete [32–34]. In edge
cases where this condition is violated, the uncertainty
relation (49) can be shown to hold as an inequality instead
of an equality (see below and Appendix E). The no rank
change condition is typically associated with situations
where the quantum Fisher information is discontinuous.
In such cases its operational relevance can be questioned;
we further discuss these points below in the context of
i.i.d. noise as well as in Appendix J.

The condition that the rank of N (ψ(t)) does not change
at t = t0 is formalized by requiring that for any eigen-
value pk(t) of N (ψ(t)) such that pk(t0) = 0 we also have
∂2
t pk(t0) = 0. This more precise formulation is the form

of the assumption that is used in the proof. Observe that
any eigenvalue pk(t) of N (ψ(t)) that satisfies pk(t0) = 0
necessarily also satisfies ∂tpk (t0) = 0, since the value zero
is necessarily a minimum for pk(t).

Another equivalent form of our uncertainty relation (49)
is one that quantifies directly the difference between the
sensitivity of the noiseless clock and the resulting sensi-
tivity on Bob’s end. Let us define:

∆FBob, t = FAlice, t − FBob, t = 4σ2
H − FBob, t . (52)

A few simple algebraic manipulations of (49) lead to

FAlice, t − FBob, t =
FAlice, t

FAlice,η
FEve,η , (53)

which gives us an expression for ∆FBob, t. We can fur-
ther spell out this expression using Eqs. (18) and (27)
along with simple scaling properties that follow from the
definition of the Fisher information to find

∆FBob, t = (2σ2
H)2FEve,η = F

(
ρE ; 2σ2

H∂ηρE
)

= F
(
ρE ; N̂ ({H̄, ψ})

)
, (54)

where we have used (48) in the last equality.
Summarizing the above argument, we obtain an alterna-

tive form of Theorem 1 as an expression for the sensitivity
loss ∆FBob, t in terms of the Fisher information that Eve
obtains with respect to a direction associated with the
anti-commutator of H and ψ.

Corollary 2 (Expression for Bob’s sensitivity loss via
Eve). Consider the setting of Theorem 1 and assume that
the rank of N (ψ(t)) does not change locally at t0. Then

∆FBob, t = F
(
N̂ (ψ) ; N̂ ({H̄, ψ})

)
, (55)

where ∆FBob, t = FAlice, t−FBob, t and where we recall the
shorthand H̄ = H − 〈H〉. As a consequence,

FBob, t = 4σ2
H − F

(
N̂ (ψ) ; N̂ ({H̄, ψ})

)
. (56)

Two extreme cases can readily be identified. One is
where there is no noise and N = id is the identity process;
in this case the complementary channel is a channel that
outputs a constant state regardless of the input, N̂ (·) =
tr(·) τE for some state τE . In this case Eve obtains no
information about the probe’s energy, which can be seen
in our formalism by the fact that N̂ ({H̄, ψ}) = 0 and
therefore ∆FBob, t = 0. In the opposite extreme case,
the noise destroys its input entirely and sends it to the
environment, with correspondingly N̂ = id. In this case
Eve has maximal sensitivity to the η parameter, FEve,η =
FAlice,η, and therefore FBob, t = 0 and ∆FBob, t = 4σ2

H .

B. Trade-off relation in terms of a virtual qubit

In this section we simplify the setting required to pro-
duce the relation in Theorem 1, in an effort to identify
the fundamental concepts required for our uncertainty
relation to hold. It turns out that Theorem 1 can be
rephrased as an uncertainty relation between Bob and
Eve distinguishing states respectively along the Y and Z
Pauli directions of a virtual qubit space, which in the set-
ting of Theorem 1 is defined by the clock state vector |ψ〉
and its image H|ψ〉 under application of the Hamiltonian.

Consider the subspace of Alice’s Hilbert space spanned
by the probe state |ψ〉 and its time derivative ∝ H|ψ〉.
This subspace defines a virtual qubit. We choose to iden-
tify the probe state with the +1 Pauli-X eigenvector. It
turns out that our uncertainty relation admits a restate-
ment as a relation between the sensitivity that Bob and
Eve can achieve with respect to Pauli-Y and logical Pauli-
Z directions of the virtual qubit. More precisely, we first
define

|ξ〉 = P⊥ψ H|ψ〉 =
(
H − 〈H〉

)
|ψ〉 = H̄|ψ〉 , (57)

recalling P⊥ψ = 1− ψ. The norm of |ξ〉 satisfies∥∥|ξ〉∥∥2
= 〈ξ |ξ〉 = σ2

H . (58)
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Here, we assume that |ξ〉 6= 0, otherwise the probe does
not evolve in time and all the terms in our uncertainty
relation are trivially zero. We can write the following
derivatives in terms of |ξ〉,

∂tψ = −i[H̄, ψ] = −i
(
|ξ〉〈ψ| − |ψ〉〈ξ|

)
, (59a)

2σ2
H ∂ηψ = {H̄, ψ} = |ξ〉〈ψ|+ |ψ〉〈ξ| . (59b)

An orthonormal basis of the virtual qubit can be chosen
as

|+〉L = |ψ〉 , |−〉L =
1

σH
|ξ〉 . (60)

As the logical computational basis of the virtual qubit,
we choose

|0〉L =
1√
2

[
|+〉L + |−〉L

]
, |1〉L =

1√
2

[
|+〉L − |−〉L

]
.

(61)

This choice of basis is motivated to match the qubit
operators of a single spin-1/2 particle prepared in the
+X eigenstate and evolving according to a magnetic field
pointing along the Z axis.

Consider the logical Pauli-X, Y and Z operators defined
as usual with respect to the basis (61). They are expressed
in the |±〉L basis as

XL = |+〉〈+|L − |−〉〈−|L , (62a)
YL = −i|−〉〈+|L + i|+〉〈−|L , (62b)
ZL = |−〉〈+|L + |+〉〈−|L , (62c)

with furthermore

YL =
−i
σH

[H̄, ψ] , ZL =
1

σH
{H̄, ψ} . (63)

We see that the logical Pauli-Y and Pauli-Z operators
are parallel to the evolution respectively along t and
along η locally at |ψ〉 = |ψ(t0, η0)〉, as we recall (59).
Our uncertainty relation can be stated in terms of a
metrological logical qubit as follows.

Theorem 3 (Uncertainty relation for the metrological
logical qubit). Let A, B and E be finite-dimensional
quantum systems. Let NA→B be a completely positive,
trace non-increasing map. Let VA→BE be such that
NA→B(·) = trE

(
V (·)V †

)
and V †V 6 1, i.e., V is a

Stinespring dilation of N . Consider the complementary
channel N̂A→E(·) = trB

(
V (·)V †

)
. Let |±〉L be any two or-

thogonal and normalized state vectors on system A, and let
XL, YL, ZL be defined via (62). If (P⊥ρB ⊗P

⊥
ρE )V |−〉L = 0,

then

F
(
N (ψ) ; N (YL)

)
+ F

(
N̂ (ψ) ; N̂ (ZL)

)
= 4〈−|N †(1) |−〉L . (64)

If (P⊥ρB ⊗ P
⊥
ρE )V |−〉L 6= 0, then we have the inequality

F
(
N (ψ) ; N (YL)

)
+ F

(
N̂ (ψ) ; N̂ (ZL)

)
6 4〈−|N †(1) |−〉L . (65)

The above theorem provides a more formal statement
that generalizes the earlier statement Theorem 1 to trace-
non-increasing maps and to sub-normalized states. The
metrological qubit construction also provides a clearer
mathematical picture of the symmetric role of Bob and
Eve in our uncertainty relation: Bob and Eve can be
interchanged (i.e., N ↔ N̂ ) provided we correspondingly
interchange |ξ〉 ↔ i|ξ〉. For a state vector |ψ〉 evolving
with respect to a Hamiltonian H̄, the state |ξ〉 = H̄|ψ〉
is the derivative of |ψ〉 with respect to time, and i|ξ〉
can be thought of the derivative of |ψ〉 with respect to
imaginary time. The symmetry in Theorem 3 between
Bob and Eve, which involves the interchange |ξ〉 ↔ i|ξ〉, is
reproduced at the level of the parameters t and η by choos-
ing η to parametrize the one-family parameter of state
vectors |ψ(η)〉 in (21) governed by the imaginary time
evolution (24). The full proof of Theorem 3 is provided
in Appendix E 2.

In Theorem 3 a different condition is stated for equality
as in Theorem 1, where we require the rank of N (ψ(t))
not to change. These conditions turn out to be equivalent,
as shown in the following proposition. We defer the proof
to Appendix E 2.

Proposition 4 (Conditions for equality in the uncer-
tainty relation). Let {Ek} be a set of Kraus operators for
NA→B and VA→BE be a Stinespring dilation of N . The
following conditions are equivalent:

• (P⊥ρB ⊗ P
⊥
ρE )V |ξ〉 = 0;

• ρB(t) does not change rank as a function of t locally
at the point t0;

• For any linear combination E =
∑
ckEk (with ck ∈

C) such that E|ψ〉 = 0, then P⊥ρBE|ξ〉 = 0.

In particular, it suffices that either ρB = N (ψ) or
ρE = N̂ (ψ) has full rank to ensure that these conditions
are satisfied, and thereby that our uncertainty relation
holds with equality [Eq. (64)].
As a consequence, the situations for which the condi-

tions (4) do not hold, and correspondingly for which our
uncertainty relation does not necessarily hold with equal-
ity, are edge cases that can be infinitesimally perturbed
into situations where the corresponding conditions hold.
Indeed, one can mix N with an infinitesimal amount
of depolarizing noise to ensure that Bob’s state is full
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rank, and therefore to ensure that equality holds in our
uncertainty relation.

C. General uncertainty relation for any two
parameters

The uncertainty relation between position and momen-
tum can be generalized to any arbitrary pair of observables.
The Robertson uncertainty relation states that for any
two observables A,B, we have

σA σB >
1

2

∣∣〈i[A,B]
〉∣∣ . (66)

In the same spirit, we derive a generalization of (49)
that is valid for any two observables. Suppose Alice
prepares a pure state ψ that can evolve along two possible
directions ∂aψ and ∂bψ, and sends the state through the
noisy channel N to Bob as in Fig. 1. We assume that
the directions along a, b are generated by two Hermitian
operators A,B as

∂aψ = −i[A,ψ] , ∂bψ = −i[B,ψ] . (67)

Bob is tasked with estimating a deviation locally to first
order around N (ψ) in the a direction, whereas Eve tries
to distinguish N̂ (ψ) from neighboring states along the
b direction. The parameters a, b are analogous to the
parameters t, η considered above, but the two directions
∂aψ, ∂bψ can be arbitrary.

Theorem 5 (Bipartite uncertainty relation for any two
parameters). Let ψ be a state vector and suppose that
A,B are two Hermitian operators that generate evolutions
locally at ψ in directions ∂aψ, ∂bψ via (67). Suppose we
apply a noisy channel as depicted in Fig. 1. Then

FBob,a

FAlice,a
+

FEve, b

FAlice, b
6 1 + 2

√
1−

〈
i[A,B]

〉2
4σ2

Aσ
2
B

, (68)

where

FAlice,a = F
(
ψ ; ∂aψ

)
, FBob,a = F

(
N (ψ) ; N (∂aψ)

)
,

FAlice, b = F
(
ψ ; ∂bψ

)
, FEve, b = F

(
N̂ (ψ) ; N̂ (∂bψ)

)
.

The proof of this statement is presented in Ap-
pendix E 4. The argument of the square root never
becomes negative, thanks to the Robertson uncertainty
relation (66) for A and B.
We can identify two extreme cases of interest to gain

some intuition for the relation (68). First consider A,B to
be two complementary observables in the sense that they
saturate the Robertson inequality (66). Consider for in-
stance the Pauli-Y and the Pauli-Z operators on a qubit.
In this case the right hand side of the inequality (68)
equals one. There is a trade-off between the sensitivity
losses associated with Bob sensing along the N (∂aψ) di-
rection and Eve sensing along the N̂ (∂bψ) direction, as

both terms on the left hand side of (68) cannot simultane-
ously be equal to one. On the other hand, we can consider
two Hermitian generators A,B that commute. (Perhaps
A,B act on different subsystems of Alice’s noiseless clock.)
In this case, the right hand side of (68) evaluates to the
constant 3. Our uncertainty relation no longer presents
any obstruction to both Bob and Eve sensing along the
respective directions a, b as well as Alice could, as there
is room for both terms on the left hand side of (68) to be
equal to one. This is the case, for instance, if A,B act on
different subsystems of Alice’s clock, and the respective
subsystems are sent to Bob and Eve via the noisy channel
and its complementary channel.

We can partially recover our Theorem 1 if we consider
the two generators A = H and B = −T , with H,T
defined in § IIB, leading to ∂aψ = ∂tψ and ∂bψ = ∂ηψ.
To see this, we first compute〈

i[H,T ]
〉

=
1

2σ2
H

〈
i[H,−i[H,ψ]]

〉
=

1

2σ2
H

(
2〈H2〉 − 2〈H〉2

)
= 1 . (69)

Using (27) we further see that 4σ2
Hσ

2
T = 1. Therefore, the

square root on the right hand side of (68) vanishes and the
entire right hand side of the inequality evaluates to the
constant 1. With the identifications FAlice, t = FAlice,a,
FBob, t = FBob,a, FAlice,η = FAlice, b, FEve,η = FEve, b, we
recover the expression (49) with an inequality instead of
an equality. Theorem 1 can therefore be understood as a
special case of the inequality in Theorem 5 combined with
the additional statement that equality can be achieved
when A = H,B = −T and the rank of N (ψ(t)) does not
change at t0.

We furthermore provide a proof that the general un-
certainty relation (68) also holds in infinite-dimensional
Hilbert spaces, and even for unbounded operators. The
details of this proof are given in Appendix F. The proof
proceeds by considering a limiting case of the finite-
dimensional setting for larger and larger system sizes,
with additional care given to the definition of the Fisher
information in the infinite-dimensional case and to the
fact that the considered operators are not necessarily
bounded.

It is expected that the bound (68) can be further tight-
ened for observables that do not saturate the Robertson
bound. For instance, consider two independent systems
in a pure tensor product state, with one system evolving
with a parameter t and the other with z: If we hand the
first system to Bob and the second to Eve, then there is
no sensitivity loss for either parties and the sum of the
Fisher information ratios should be 2. But the right hand
side of our bound is 3.
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IV. A SELECTION OF EXAMPLES

We now explore some examples illustrating the appli-
cation of our main results.

A. Single qubit subject to partial dephasing

Consider the setup in Fig. 2 and described in § IIB,
in which Alice prepares a pure qubit in the |+〉 state
vector and lets it evolve according to the Hamiltonian
H = ωZ/2. At time t, the qubit is in the state ψ(t) given
in (30) and its derivative ∂tψ is given by (31).

Suppose that at time t0 we apply the partially dephas-
ing noisy channel

Np = (1− p) id + pDZ , (70)

where

DZ(·) = 〈↑|·|↑〉 |↑〉〈↑|+ 〈↓|·|↓〉 |↓〉〈↓| . (71)

In the following, we will verify that our uncertainty rela-
tion holds in this setting, by first computing directly Bob’s
Fisher information with respect to t, and then computing
Eve’s Fisher information with respect to η.
a. Direct computation of FBob, t. Using DZ(X) =

0 = DZ(Y ) we find from (30b) that Bob receives the state

ρB(t0) =
1

2

[
1 (1− p) e−iωt0

(1− p) eiωt0 1

]
. (72)

Using (30a) along with the fact that the superoperator
action of Ut = e−iHt and Np commute and that Np(X) =
(1− p)X, we can alternatively write Bob’s state as

ρB(t0) = Ut0
1+ (1− p)X

2
U†t0

=
(

1− p

2

)∣∣+t0

〉〈
+t0

∣∣+
p

2

∣∣−t0〉〈−t0 ∣∣ , (73)

defining the rotated basis state vectors |±t〉 := Ut|±〉.
For the time derivative, using (31a) along with Np(Y ) =
(1− p)Y we find

∂tρB (t0) = Np
(
∂tψ (t0)

)
=
ω

2
(1− p)Ut0 Y U

†
t0 . (74)

We may compute the Fisher information with the for-
mula (12), using the eigendecomposition of ρB(t0) given
by (73)

FBob, t =
ω2

4
(1− p)2

[ 1

1− p/2
|〈+|Y |+〉|2 +

2 |〈+|Y |−〉|2 + 2 |〈−|Y |+〉|2 +

1

p/2
|〈−|Y |−〉|2

]
= ω2(1− p)2 , (75)

using 〈+|Y |−〉 = 〈+|Y Z |+〉 = i〈+|X |+〉 = i and
〈+|Y |+〉 = 0 = 〈−|Y |−〉.

Recalling (37), the ratio of the Fisher information of
the noisy versus the noiseless clock is

FBob, t

FAlice, t
= (1− p)2 . (76)

b. Computation of FEve,η. Now we turn to Eve’s pic-
ture. We start with computing a complementary channel
to Np. We can use (46) for this effect from any Kraus
representation of Np. It is useful to choose a represen-
tation with the fewest possible Kraus operators to sim-
plify our computation of FEve,η. From (70), and using
DZ(·) = 1(·)1/2 + Z(·)Z/2 we can read off a representa-
tion of Np with the two Kraus operators

E
(p)
0 =

√
1− p

2
1 , E

(p)
1 =

√
p

2
Z . (77)

The complementary channel constructed via (46) takes
the form

N̂p(·) =

 (
1− p

2

)
tr(·)

√
p
2

(
1− p

2

)
tr[Z(·)]√

p
2

(
1− p

2

)
tr[Z(·)] p

2 tr(·)

 .

(78)

Hence Eve’s state is

ρE(t0) = N̂p
(
ψ(t0)

)
=

[
1− p

2 0
0 p

2

]
. (79)

The derivative in the η direction is given by the image
of (36) under N̂p, namely

∂ηρE (t0) = N̂p
(
∂ηψ (t0)

)
=

2

ω

√
p

2

(
1− p

2

)
X . (80)

We may now directly compute FEve,η using (12),

FEve,η =
4

ω2

p

2

(
1− p

2

)[
0 + 2 + 2 + 0

]
=

4

ω2

(
2p− p2

)
. (81)

Using (37) we find that the ratio of Eve’s Fisher infor-
mation to Alice’s Fisher information with respect to η
is

FEve,η

FAlice,η
= 2p− p2 = 1− (1− p)2 . (82)

The fact that (76) and (82) sum to unity is a manifestation
of Theorem 1 in the present setting.

Consider now our Fisher information loss formula (55).
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X Y

Z Bob

Eve

Alice

outcome of Pauli-X
measurement

Fig. 6: Single qubit probe evolving according to the Hamil-
tonian H = ωZ/2 and subject to complete dephasing along
the X direction at time close to t0. For almost every t0, the
noisy probe remains maximally sensitive to time to first order
around t0. This property might sound surprising, because
Bob’s state can be very mixed. In the purified picture, Eve is
given the outcome of a measurement of Alice’s state along the
X axis. Observe that in contrast to the setting in Fig. 2, this
information does not reveal any information about the energy
of Alice’s state.

Using (35) and H̄ = H − 〈H〉 = H we have

N̂p
(
{H̄, ψ}

)
=
ω

2
N̂p
(
Z
)

= ω

√
p

2

(
1− p

2

)
X . (83)

Then we can compute F
(
ρE ; N̂p

(
{H̄, ψ}

))
using (12) as

F
(
ρE ; N̂p

(
{H̄, ψ}

))
= ω2

(
2p− p2

)
. (84)

We can then verify that the difference in Fisher informa-
tion between the noiseless clock and the noisy clock is
indeed

∆FBob, t = FAlice, t − FBob, t = ω2
(
1− (1− p)2

)
= F

(
ρE ; N̂p

(
{H̄, ψ}

))
. (85)

B. Single qubit subject to complete dephasing
along a transversal axis

Now we consider a variant of the above single-qubit
example: We replace the noisy channel by a complete
dephasing along the X axis (Fig. 6). The qubit is ini-
tialized in the state vector |ψinit〉 = |+〉, where |±〉 =

[|↑〉 ± |↓〉]/
√

2, with a Hamiltonian H = ω
2Z. After a

time t, the state is given by (29) and at all times we have
〈H〉ψ(t) = 0 and σ2

H = ω2/4. At time t ≈ t0 the clock is
completely dephased in the X basis, as described by the
noisy channel

DX(·) = 〈+|· |+〉 |+〉〈+|+ 〈−|·|−〉 |−〉〈−| . (86)

This completely dephasing map acts on the Pauli operator
basis as DX(1) = 1, DX(X) = X, and DX(Y ) = 0 =

DX(Z). Bob receives the density matrix

ρB = cos2
(ωt

2

)
|+〉〈+|+ sin2

(ωt
2

)
|−〉〈−| . (87)

Now the complementary channel ofDX is again D̂X = DX ,
and so Eve gets the same density matrix as Bob.
a. Computation of FEve,η. Recalling (35), we find

D̂X({H − 〈H〉, ψ}) =
ω

2
D̂X(Z) = 0 , (88)

because DX maps the Pauli-Y and Pauli-Z operators to
zero. Therefore Eve obtains zero information about η, i.e.,
FEve,η = 0. Therefore, there is no sensitivity loss for Bob
regardless of the time t ≈ t0 at which the noisy channel
is applied, as long as the rank of ρB(t0) does not change
locally at t0. The state ρB changes rank whenever either
term of (87) vanishes, i.e., when t0 is a multiple of π/ω.
At those discrete points, we hit the edge cases where our
main uncertainty relation does not hold with equality and
we cannot deduce that Bob has maximal sensitivity at
those points. However, at all other points t0 the clock
does not lose any sensitivity when sent to Bob.

The same conclusions apply for any noisy channel that
is a complete dephasing operation along an axis that lies
in the equatorial plane, by rotational symmetry of the
problem around the Z axis. (Any axis in the equatorial
plane can be described as a rotation of the X axis that
is equivalent to a time evolution of the system for some
given time t∗. Because the Fisher information is invariant
under unitary transformations, the calculation of Bob’s
Fisher information of this qubit after complete dephasing
along that given axis at time t0 is equivalent to calculating
the Fisher information after a complete dephasing along
the X axis at the time t0 → t0 − t∗.)
b. Check by direct computation of FBob, t. We now

compute FBob, t = F
(
ρB ; DZ(∂tψ)

)
directly, by using the

definition of the Fisher information. From (31b) we find

DX(∂tψ) = −ω
2

sin(ωt0)X . (89)

If sin(ωt0) = 0, which happens when t0 is a multiple of
π/ω, we find that Bob’s state is locally stationary and Bob
has no sensitivity to first order in t. (For this discrete set
of points one could argue that the Fisher information no
longer represents the relevant sensitivity for Bob, since the
evolution should be considered to its leading order—here
the second order—and no longer only to first order.)
We now compute FBob, t for all times t0 where

sin(ωt0) 6= 0. Observe that ρB and DX(∂tψ) commute.
Using (15) and X2 = 1, we find

FBob, t =
ω2

4
sin2(ωt0) tr

(
ρ−1
B

)
= ω2

[
sin
(ωt0

2

)
cos
(ωt0

2

)]2 [ 1

cos2
(
ωt0
2

) +
1

sin2
(
ωt0
2

)]
= ω2 , (90)



15

using sin(ωt0) = 2 sin(ωt0/2) cos(ωt0/2) in the second
equality.
Overall, we see that Bob still has maximal sensitivity

even after application of the completely dephasing channel
along the transversal X axis, for all times except for the
discrete set of times t0 where the rank of ρB changes.
This conclusion matches our earlier conclusions obtained
via considerations from Eve’s perspective (except for a
discrete set of times t0).
It might appear counterintuitive that Bob’s state still

has as high a sensitivity as Alice’s noiseless state for almost
all t0, especially as Bob’s state can get arbitrarily mixed.
Indeed, ρB coincides with the maximally mixed state for
times t0 that are midpoints between the multiples of π/ω.
However, we see that ρB(t) still varies with t sufficiently
to enable optimal discrimination of nearby states to first
order around t0.

C. Probe in a GHZ state with one partial erasure

Consider as initial state an n-party GHZ state vector,

|GHZ〉 =
1√
2

[
|↑ · · · ↑〉+ |↓ · · · ↓〉

]
, (91)

and let the system evolve according to the local Hamilto-
nian H =

∑
i (ω/2)Z(i) where Z(i) denotes the Pauli Z

operator acting on the i-th site. Suppose that the first
qubit is lost with probability p. This is represented by
the noisy channel

N (·) = p |φ⊥〉〈φ⊥| ⊗ tr1(·) + (1− p) (·) , (92)

where tr1 traces out the first qubit and where |φ⊥〉 is a
state vector in a new, orthogonal dimension that has no
overlap with the input state. A Stinespring dilation of
the first term in N is described as giving the first qubit
of Alice’s system to Eve, and the remaining qubits to
Bob; any missing qubits on either Bob or Eve’s side is
replaced by |φ⊥〉. The complementary channel can thus
be computed as

N̂ (·) = p tr2...n(·) + (1− p) tr(·) |φ⊥〉〈φ⊥| . (93)

We compute the sensitivity loss associated with the noise
according to (55). We have

H|ψ〉 =
nω

2
√

2

[
|↑ · · · ↑〉 − |↓ · · · ↓〉

]
= P⊥ψ H|ψ〉 , (94)

noting that H|ψ〉 is already orthogonal to |ψ〉 since
〈H〉ψ = 0. The optimal noiseless sensitivity is

FAlice, t = 4σ2
H = 4〈ψ |H2 |ψ〉 = n2ω2 , (95)

exhibiting the expected Heisenberg scaling for optimally
entangled probe states. We write {ψ, H̄} = P⊥ψ Hψ +

h.c. = σHZL, with ZL defined in (63). The local reduced

operator of {ψ, H̄} on a single site is

tr\ i({ψ, H̄}) =
nω

4
|↑〉〈↑| − nω

4
|↓〉〈↓|+ h.c. =

nω

2
Z(i) ,

(96)

where tr\ i denotes the partial trace over all subsystems

except the i-th subsystem. Noting that tr({ψ, H̄}) = 0,
we obtain

N̂ ({ψ, H̄}) = p
nω

2
Z . (97)

On the other hand, the reduced state of ψ on a single site
is simply the maximally mixed state 12/2 and thus

ρE = N̂ (ψ) = p
12

2
+ (1− p) |φ⊥〉〈φ⊥| . (98)

As ρE and N̂ ({ψ, H̄}) commute, we can use (15) to see
that

∆FBob, t = tr

[
2

p

(
p
nω

2
Z
)2
]

= pn2ω2 . (99)

If p = 1, Eve is maximally disturbing and completely
blocks Bob’s ability to measure time, if p = 0 there is
no sensitivity loss. Any value in between interpolates
between these two cases.
Note that while it might appear here that Heisenberg

scaling (FBob, t ∝ n2) is achieved for p > 0, this is an
artifact of the lack of scaling in n of our choice of noisy
channel and does not contradict the findings of e.g. [22,
31].

D. Estimating a signal Hamiltonian term

In this subsection, we briefly comment on the case
where the parameter to estimate is not time t itself, but
a parameter f in the Hamiltonian that influences time
evolution. In other words, we now account for possible
other terms in the Hamiltonian that contribute to time
evolution but that reveal nothing about the parameter
of interest. We assume that the noiseless probe evolves
according to a Hamiltonian

Hf = H0 + fG , (100)

where H0 does not depend on f , and where H0 and G are
time-independent. Refs. [35, 36] have determined that the
Fisher information with respect to f that one achieves
by initializing the system in some initial state vector |ψ0〉
and letting the system evolve according to Hf for some
fixed time T . Let Uf (T ) = e−iHfT be the time evolution
operator, and define |ψf 〉 = Uf (T )|ψ0〉. The question
is, how much sensitivity does the family of state vectors
f 7→ |ψf 〉 offer with respect to f? The derivative relevant



16

for the Fisher information is given by [36]

∂fψf = −i[Kf , ψf ] , (101)

where

Kf = −iU−1
f

dUf
df

= T

∞∑
k=0

(−iT )k

(k + 1)!
adkHf

(
G
)
, (102)

where adM (G) := [M,G] and

adkM (G) := [M, [M, . . . , [M,G]] (103)

is the k-th commutator of M with G. The operator Kf

can be thought of as an effective “Hamiltonian” for the
parameter f , driving an “evolution” in |ψf 〉 with respect
to f according to (101).

If we send this probe state through a noisy channel fol-
lowing the setting in Fig. 1, then our uncertainty relation
can be applied, where the complementary parameter evolu-
tion is generated by the operator L = −i[Kf , ψf ]/(2σ2

Kf
).

That is, Bob’s sensitivity to f trades off with Eve’s sensi-
tivity to the parameter generated by L.

E. Symmetric codes against erasures via
superpositions of Dicke states

Based on the relevance of Dicke states for metrology [37–
41] and for quantum error correction [42–44], we can ask
whether our uncertainty relation can guide a search for
good clock states. To ensure good sensitivity even in the
noiseless setting, we seek probe states with a large spread
over energy eigenstates. So we consider a general superpo-
sition of Dicke states corresponding to different numbers
of excitations. We note an important class of permutation-
invariant codes are those developed in Refs. [41, 42].

Consider the n-spin non-interacting Hamiltonian H =∑n
i=1(ω/2)Z(i). A Dicke state is an eigenstate of H that

is symmetric under permutations of the sites. Consider
the Dicke state

|hnq 〉 :=

(
n

q

)−1/2 ∑
si=±1∑
si=n−2q

|s1 . . . sn〉 , (104)

where si = ±1 represents the eigenstates of Z and where
q = 0, . . . , n. We construct our probe states as a superpo-
sition of Dicke states of different values of q. In general,
such a state vector can be written as

|ψ〉 =

n∑
q=0

ψq|hnq 〉 , (105)

for some arbitrary complex amplitudes {ψq} that satisfy∑
q|ψq|2 = 1.
As a noise model, we assume that k systems chosen

at random are entirely erased. Because the probe state

Fig. 7: Fisher information of an even superposition of two Dicke
states of magnetizationsm1 = n−2q1 andm2 = n−2q2 on a n-
site non-interacting spin chain with local terms Hi = (ω/2)Z.
A good probe state has m1,m2 far from one another (for a
large energy spread), but also far from the edges −n and n
(to avoid decoherence caused by the erasures). Here we set
n = 100 total spins, ω/2 = 1, and k = 9 spins are lost to the
environment. Our tradeoff relation facilitates the calculation
of the Fisher information plotted above. It also gives an
interpretation of the loss in sensitivity with respect to the
noiseless case (where the GHZ state m1 = −m2 = ±n would
be optimal; leftmost and rightmost edges of the plot) as the
sensitivity that Eve gains with respect to the energy of the
state.

is completely symmetric, it does not matter which sub-
systems are erased; we may assume that the first k sites
are erased. The complementary channel to the erasure
of k subsystems is a channel that provides those lost
subsystems to Eve,

N̂ (·) = trk+1...n(·) , (106)

where trk+1...n denotes the partial trace over sites k + 1
to n.

We compute numerical values for the quantities ∆FBob, t

and 4σ2
H , enabling us to infer FBob, t. Consider the probe

state vector consisting of an even superposition of two
Dicke states with associated parameters q1, q2

|ψ〉 = [|hnq1〉+ |hnq2〉]/
√

2 . (107)

The sensitivity of this probe state for n = 100 and subject
to k = 9 erasures is plotted as a function of q1, q2 in Fig. 7
(with ω/2 = 1). The sensitivity FBob, t is obtained by
computing ∆FBob, t and σ2

H via (52). On the one hand,
our trade-off relation facilitates the calculation of the
remaining Fisher information after the erasures. On the
other hand, the trade-off relation explains that the high
sensitivity loss experienced for states with a broad spread
in energy (q1 → 0 and qn → n) is directly related to the
fact that the environment can well infer the energy of the
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state from few-site reduced states.
Because the noise is local, numerical computations

only have to take place on a smaller system representing
the local degrees of freedom. Because of permutation
symmetry globally and also locally (the reduced state also
lives in the local symmetric subspace), our computations
run on k + 1 dimensions and not on the full (n + 1)-
dimensional symmetric subspace. We will return to the
example of permutation-invariant states on n spins in
§VIII, where we consider an i.i.d. amplitude-damping
noise model instead of erasures.

V. BOUNDS ON THE FISHER INFORMATION

Because it might not always be simple to compute the
Fisher information trade-off quantity ∆FBob, t in (55), we
provide a few bounds that might be applicable to different
settings, and that avoid the calculation of the symmetric
logarithmic derivative on Eve’s system.

A. Upper bound on Bob’s sensitivity by
post-processing Eve’s system

A useful bound for the Fisher information is the data
processing inequality [19]. The inequality states that for
any ρ(t), and for any t-independent completely positive,
trace-non-increasing map E , the sensitivity after applica-
tion of the channel can only decrease:

F (ρ(t)) > F (E(ρ(t))) . (108)

A trace-non-increasing map can be used to describe only
a subspace of interest of a larger Hilbert space while
accounting for leakage outside of that subspace.

Consider our setup with Alice, Bob and Eve as in Fig. 1.
Suppose now that Eve sends her state to another agent,
Eve′, through a trace-non-increasing, completely positive
map N ′ as depicted in Fig. 8a. The data processing
inequality ensures that FEve,η > FEve′,η. Combining this
with our uncertainty relation (49) yields

FBob, t

FAlice, t
+
FEve′,η

FAlice,η
6 1 . (109)

We can also obtain this inequality by starting from the
quantum Fisher information loss on Bob’s end (55),

∆FBob, t = F
(
ρE ; N̂ ({H̄, ψ})

)
> F

(
N ′(ρE) ; N ′

(
N̂ ({H̄, ψ})

))
, (110)

which in turn provides an upper bound on Bob’s Fisher
information via (52) as

FBob, t 6 4σ2
H − F

(
N ′(ρE) ; N ′

(
N̂ ({H̄, ψ})

))
. (111)

By choosing the map N ′ suitably, one can potentially

Eve₀

Bob

Bob

Eve

Eve

Eve'

a.

b.

Alice

Alice

Fig. 8: Combining our uncertainty relation with the data
processing inequality for the Fisher information yields new
bounds for the Fisher information. a. Suppose Eve applies a
suitably chosen map N ′ to her system, resulting in a system
we denote by Eve′, on which the sensitivity to energy might
be significantly easier to compute. Eve′ can only have a worse
sensitivity to energy than Eve, so our uncertainty relation
gives an upper bound to Bob’s sensitivity to time. b. Suppose
that Eve’s output can be written as a composition of two maps
N̂0 and N ′ via an intermediate system Eve0. Then we obtain a
lower bound on Bob’s sensitivity to time by computing Eve0’s
sensitivity to energy.

significantly simplify the computation of the Fisher in-
formation. For instance, N ′ can be a dephasing map
that ensures that N ′(ρE) and N ′(N̂ {ψ,H}) commute,
therefore enabling the use of Eq. (15) and removing the
necessity of computing the symmetric logarithmic deriva-
tive. Alternatively N ′ can be chosen to enforce some
symmetry that might be convenient for the computation
of the Fisher information.
The bound (111) can be spelled out in the case of in-

dependent and identically distributed (i.i.d.) noise on a
many-body probe state. Consider a single-site noisy chan-
nel N1 with Kraus operators {Ex} for x = 0, . . . ,m− 1.
The full noisy channel is N = N⊗n1 . Its Kraus operators
are Ex, where x = (x1, . . . , xn) is a collection of indices
xi = 0, . . . ,m − 1 indicating which Kraus operator is
applied on the i-th site

Ex =

n⊗
i=1

Exi . (112)

The complementary channel N̂ can then be written in
terms of the Kraus operators of N as

N̂ (·) =
∑
x,x′

tr
(
E†x′Ex (·)

)
|x〉〈x′| , (113)

where {|x〉} is a basis of the Hilbert space of E.
Computing the Fisher information analytically on the

output of either N or N̂ might not be straightforward



18

if the state and its derivative are mapped to operators
whose eigenbases are not aligned in any obvious way, which
would complicate the calculation of the symmetric loga-
rithmic derivative when computing the expression (55).
Here, we see that by completely dephasing the output
of N̂ in the computational basis, and projecting onto
the subspace of the environment associated with low-
weight Kraus operators of N , we obtain a lower bound on
∆FBob, t which translates into a upper bound on FBob, t

that is easy to compute. Here, we assume that the first
Kraus operator E0 is close to the identity and that the
other Kraus operators represent “jump terms”. We mean
by “weight” the number of Kraus operators that are jump
terms.
We now choose a suitable completely positive, trace-

non-increasing map N ′ in order to use (111) to obtain an
upper bound on the Fisher information at Bob’s end. In
the following, we assume that m = 2, but the argument
generalizes straightforwardly to noisy channels that have
more Kraus operators. We design the map such that it
(i) completely dephases the environment system in the
computational basis, and (ii) projects its input onto the
subspace associated with basis vectors |x〉 with small
Hamming weight |x|. Fix k > 0 and let

N ′(·) =
∑

x: |x|6k

|x〉〈x| (·) |x〉〈x| . (114)

Then we can see that(
N ′ ◦ N̂

)
(·) =

∑
x: |x|6k

tr
(
E†xEx (·)

)
|x〉〈x| . (115)

The upper bound on Bob’s Fisher information with
respect to time comes from (111). Starting from (110)
and since the two arguments of the Fisher information
commute, we can use (15) to find

∆FBob, t > tr
{[(
N ′ ◦ N̂

)
(ψ)
]−1[(N ′ ◦ N̂ )({ψ, H̄})]2}

=
∑

x: |x|6k

[
2 Re〈ψ|H̄E†xEx|ψ〉

]2
tr(E†xEx ψ)

, (116)

where we have used the fact that the output of N ′ ◦ N̂ is
diagonal in the computational basis.
The number of terms in the above sum, which cor-

responds to the dimension of the subspace associated
with basis vectors |x〉 satisfying |x| 6 k, is given by(
n
k

)
+
(
n
k−1

)
+ · · ·+

(
n
0

)
= O(nk). For fixed k, this number

scales polynomially in n. The complexity of comput-
ing the numerator and denominator in (116) also only
scales polynomially in n as long as |ψ〉 and H̄|ψ〉 can
be expressed using a representation that enables efficient
computation of local expectation values, such as a su-
perposition of a constant number of computational basis
vectors, or alternatively as matrix-product states [45]. We
discuss below the case of i.i.d. amplitude damping noise,

where numerical evidence indicates that for small values
of p (say p . 0.1), even for n = 50 it can suffice to set
k = 4 to obtain meaningful bounds (see §VIII).

B. Lower bound on Bob’s Fisher information by
pre-processing Eve’s system

Let’s return to the original setting with Alice, Bob
and Eve as in Fig. 1. Suppose now that we can find
a completely positive, trace-preserving map N̂0 and a
completely positive, trace-non-increasing N ′ such that
N̂ = N ′ ◦N̂0. That is, we suppose that Eve gets her state
through an intermediary, which we call Eve0 as shown in
Fig. 8b. The data processing inequality now tells us that
FEve,η 6 FEve0,η. Combining this with our uncertainty
relation gives us

FBob, t

FAlice, t
+
FEve0,η

FAlice,η
> 1 . (117)

A more explicit bound on FBob, t can be obtained starting
from (55) and writing

∆FBob, t = F
(
ρE ; N̂ ({H̄, ψ})

)
= F

(
N ′(N̂0(ψ)) ; N̂ ′(N̂0({H̄, ψ}))

)
6 F

(
N̂0(ψ) ; N̂0({H̄, ψ})

)
. (118)

We present two simple example uses of this type of bound.
The first example applies to permutation-invariant sys-
tems. The second example applies to the setting where
Eve’s state is reasonably close to being diagonal.
a. Permutation-invariant system. Consider a

permutation-invariant clock state ψ and Hamiltonian
H. If the noise N acts only locally on at most k known
sites (or k/2 unknown sites), then N̂ can be written
as the composition of a channel that traces out all
but k sites, and another channel that completes the
implementation of N̂ . To see this, observe that we can
write N̂ (·) =

∑
j′,j tr

(
E†j′Ej (·)

)
|j′〉〈j|, where {Ej} are

the Kraus operators of N . By assumption, E†j′Ej acts
nontrivially on at most k sites. Therefore, the expression
tr
(
E†j′Ej (·)

)
only depends on the k-site reduced state

of the input. The full complementary channel can be
written as the composition of a channel that traces all but
k sites, and the channel ρk 7→

∑
j′,j tr(E†j′Ej ρk) |j′〉〈j|

(where here we reuse the notation E†j′Ej to denote the
action of those operators on only the k sites where either
operator acts nontrivially). Therefore, the sensitivity loss
∆FBob, t can be upper bounded, for any noisy channel
consisting of Kraus operators of weight at most k/2, by
the sensitivity loss associated with k located erasures.
b. If Eve’s state is nearly diagonal. Computing useful

expressions of the Fisher information when a diagonal
representation of the state is not known can be tricky.
The idea if ρE is reasonably close to being diagonal is
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to hope that one can essentially neglect the off-diagonal
elements of ρE and still obtain a good approximation of
the Fisher information via the formula (12).

Suppose we find an invertible matrix A (with hopefully
A ≈ 1) and a diagonal matrix τ = diag(τ0, . . . , τdE ) > 0
such that

ρE = Aτ A† . (119)

Such a matrix is given for instance by the LDLT/Cholesky
decomposition of ρE . (The eigendecomposition of ρE also
gives such a matrix A, but if we can compute an eigende-
composition one might as well use Eq. (12) to compute
the Fisher information directly.) Now we decompose N̂
by including a scaling factor α as

αN̂ = N ′ ◦ N̂0 , (120)

with α = ‖A‖−2‖A−1‖−2 and with the two completely
positive, trace-nonincreasing maps

N̂0(·) =
1

‖A−1‖2
A−1 N̂ (·)A−† , (121)

N ′(·) =
1

‖A‖2
A (·)A† . (122)

If A is close to 1 then we have α ≈ 1. Recalling the
scaling property (14) of the quantum Fisher information,
we find

∆FBob, t

= F
(
ρE ; N̂ ({H̄, ψ})

)
=

1

α
F
(
αN̂ (ψ) ; αN̂ ({H̄, ψ})

)
6

1

α
F
(
N̂0(ψ) ; N̂0({H̄, ψ})

)
=

1

α
F

(
1

‖A−1‖2
τ ;

1

‖A−1‖2
A−1N̂

(
{H̄, ψ}

)
(A−1)†

)
= ‖A‖2 F

(
τ ; A−1N̂

(
{H̄, ψ}

)
(A−1)†

)
. (123)

In the last expression, the Fisher information is evaluated
on a state that is diagonal, so one can directly use (12).
Furthermore, if A is determined by a LDLT/Cholesky
decomposition then it is lower triangular and its inverse
can be computed efficiently (matrix multiplication of the
inverse with another matrix can be done by forward sub-
stitution).

C. Bound in terms of Eve’s access to the probe’s
energy

In this section, a further bound on Bob’s sensitivity
to time is presented which is given in terms of how well
Eve can approximate a measurement of energy on the
noiseless clock state. The properties that Eve can mea-
sure on the noiseless probe are given by the adjoint

of the complementary channel: Eve applying an oper-
ator W on her system can equivalently be described
as the operator N̂ †(W ) being applied onto Alice’s sys-
tem, because tr

(
N̂ (ψ)W

)
= tr

(
ψ N̂ †(W )

)
. One mea-

sure of how well Eve can approximate a measurement
of the Hamiltonian around |ψ〉 with an observable S
on her system is the minimum root-mean-squared error
minS=S†

[〈(
N̂ †(S)−H

)2〉
ψ

]1/2. It turns out that the
minimum square of this quantity is a lower bound to
Bob’s Fisher information to time

FBob, t > min
S=S†

4
〈(
N̂ †(S)−H

)2〉
ψ
. (124)

While this bound is aesthetically interesting, finding the
optimal S in this expression is not significantly easier than
directly solving the semi-definite program (16a). Further-
more, a candidate for S in (16a) immediately provides
an upper bound on FBob, whereas a candidate in (124)
does not provide any useful bound on FBob because of
the direction of the inequality.

The bound (124) is proven as follows. Starting from (56)
and using (16a),

1

4
FBob, t

= min
S=S†

[
〈H̄2〉 − tr

(
ψ
{
H̄, N̂ †(S)

})
+
〈
N̂ †(S2)

〉]
> min
S=S†

[
〈H̄2〉 −

〈{
H̄, N̂ †(S)

}〉
+
〈
[N̂ †(S)]2

〉]
= min
S=S†

〈
(H̄ − N̂ †(S))2

〉
, (125)

where we have used N̂ †(S2) > [N̂ †(S)]2 (see Corollary 11
in Appendix A). Finally, we can replace H̄ by H in (125)
because any shifts of H̄ by the identity can be canceled
out by corresponding shifts of S by the identity.

D. If Eve can measure the probe’s energy almost
perfectly

If Eve has (approximate) access to the energy of the
probe state, then this (approximately) kills sensitivity
on Bob’s end. Suppose we can find an observable S
on Eve’s system such that ‖N̂ †(S)− H̄‖ 6 ‖H̄‖ δ and
‖N̂ †(S2)− H̄2‖ 6 ‖H̄‖2 δ. Then

FBob, t 6 12δ ‖H̄‖2 . (126)

To show this inequality, we first write ∆ = N̂ †(S)−H̄ and
∆′ = N̂ †(S2)−H̄2, with ‖∆‖ 6 ‖H̄‖δ and ‖∆′‖ 6 ‖H̄‖2δ.
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Then, from (56) and using (16a) we obtain

1

4
FBob, t

= min
S=S†

[
〈H̄2〉 − tr

({
ψ, H̄

}
N̂ †(S)

)
+
〈
N̂ †(S2)

〉]
6 min
S=S†

{
− tr

({
ψ, H̄

}
∆
)

+ tr
(
ψ∆′

)}
6 2‖H̄‖ ‖∆‖+ ‖∆′‖ 6 3δ ‖H̄‖2 . (127)

E. Clock sensitivity loss for weak i.i.d. noise

Here, we consider an n-site system subject to weak
i.i.d. noise, where each site is affected by a noisy channel
Nε such that Nε → id if ε → 0. Clearly for ε = 0
there is no sensitivity loss. For a given clock state and
Hamiltonian, we develop a set of tools to understand and
determine to which order m in ε the Fisher information
loss is suppressed, ∆FBob, t = O(εm).

The question is partly motivated by a similar question in
the context of quantum error correction. A quantum error-
correcting code of distance d can correct any (d − 1)/2
arbitrary single-site errors. In the case of a weak i.i.d.
noisy channel N⊗nε affecting the n sites, a weight-[(d −
1)/2] error happens with probability of order O(ε(d−1)/2) if
we assume that a single-site error happens with probability
O(ε). This means that the chance of an uncorrectable
error occurring is upper bounded by O(ε(d−1)/2). In this
scenario, we see that the higher the distance of the code,
the better robustness is achieved against weak i.i.d. noise.
In the context of quantum metrology, we ask the following
analogous question: Can we determine the robustness of
the sensitivity of the clock to time when affected by a
weak i.i.d. noisy channel, a function of a certain feature
(analogous to the code distance) of the clock state, the
Hamiltonian, and the noisy channel?
There does not appear to be any obvious property of

the setup (analogous to the code distance) that immedi-
ately determines the order m in the Fisher information
loss ∆FBob, t = O(εm). Instead, we explain a general
procedure for how to obtain a bound on m when given a
weak i.i.d. noisy channel, a clock state and a Hamiltonian.

The simplest case presents itself if the complementary
channel N̂⊗nε maps the clock state ψ onto a full-rank
state ρE =

∑
px|x〉〈x|E that is diagonal in the tensor

product computational basis on E. (This is equivalent to
all vectors {Ex|ψ〉}x being orthogonal on Bob’s system.)
In such a case we can use (12) to express the Fisher
information loss as

∆FBob, t =
∑
x,x′

2

px + px′

∣∣〈x |N̂⊗nε (
{H̄, ψ}) |x′〉

∣∣2
=
∑
x,x′

O(ε2qx,x′ )

Ω(εmin(rx,rx′ ))

= O(εm) (128)

defining rx and qx,x′ via px = Ω(εrx) and∣∣〈x |N̂⊗nε (
{H̄, ψ}) |x′〉

∣∣ = O(εqx,x′ ), and with

m = min
x,x′:
rx6rx′

{
2qx,x′ − rx

}
. (129)

As we can see above, it is not obvious which x,x′

minimizes the expression in the exponent above. One
might have expected that events x whose probability
of occurring vanish faster than other events (large rx
compared to other rx′) are less relevant and would not
contribute significantly to the Fisher information loss.
However, this is not the case; terms with high rx, rx′ can
contribute to leading order to the sensitivity loss if the
corresponding term qx,x′ is sufficiently small. If the state
ρE is not diagonal, then it is unclear whether or not one
can easily determine the order of the Fisher information
loss.

VI. CLOCK SENSITIVITY IN THE PRESENCE
OF CONTINUOUS NOISE

The setting presented in Fig. 1 is nonstandard in metrol-
ogy, because in typical settings the noise and the signal
both get imprinted on the state in the same physical time
evolution process. It is more common to consider for
instance a Lindbladian master equation that governs the
time evolution of the clock state, with terms that encode
any noise processes via jump operators.
Here we consider the situation where the noise is de-

scribed by a Lindbladian master equation. Under suitable
conditions, we can decompose the time evolution into a
pure unitary evolution followed by some effective noisy
channel, and the time dependence of the effective noisy
channel can be neglected. In this case our Theorem 1 can
be applied to compute the sensitivity loss after some time
t0.

One can follow a similar procedure in the setting where
the goal is to determine an unknown parameter in the
Hamiltonian when the overall evolution is governed by
a Lindbladian master equation. The full derivation is
presented in Appendix G. We can carry out a similar
decomposition in the case of a clock sensing an unknown
parameter in the Hamiltonian, while subject to continuous
noise described by a Lindblad evolution.

A. Decomposing a Lindbladian evolution of a clock
into a pure unitary time evolution and an

instantaneous noisy channel

Consider a clock initialized at time t = 0 in the state
vector |ψinit〉. Suppose that the dynamics ρ(t) of the clock
are given by the Lindblad master equation

∂tρ = Ltot[ρ] , (130a)
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where

Ltot = L0 + L1 , L0(ρ) = −i[H, ρ] , (130b)

L1(ρ) =
∑
j

[
LjρL

†
j −

1

2

{
L†jLj , ρ

}]
. (130c)

Here we assume that the operators H and Lj are time-
independent. The evolution up to a time t is given by the
completely positive, trace-preserving map

Et = et(L0+L1) . (131)

The evolution driven by the Hamiltonian part L0 of the
dynamics can be written as etL0(·) = e−iHt (·) eiHt.
We would like to compute the sensitivity of the clock

at a given time t0, meaning that the relevant quantity to
compute is the Fisher information

Fclock, t(t0) = F
(
ρ(t0) ; ∂tρ(t0)

)
. (132)

We can decompose the evolution Et as first a unitary
evolution according to H for a time t followed by the
instantaneous application of an effective noisy channel Nt.
Define

Nt = Et e−tL0 = et(L0+L1) e−tL0 . (133)

Here, e−tL0 is the inverse of the unitary evolution etL0 .
By construction, if we apply Nt after applying etL0 , then
the overall effect is the same as letting the system evolve
for time t under the full Lindbladian dynamics L0 + L1:

Et = Nt etL0 . (134)

An alternative expression for Nt is obtained from (133)
using the Baker-Campbell-Hausdorff formula,

Nt = etL1− t
2

2 [L1,L0]+... . (135)

Observe that if [L1,L0] = 0, then we simply have Nt =
etL1 . This is the case if [Lj , H] = 0 for all jump operators
Lj . In other cases, the map can be determined from (133)
directly if the superoperator Et can be computed.

Let us introduce the family of states ψ(t) =
e−iHt ψinit e

iHt associated with the (fictitious) pure uni-
tary evolution of ψinit if we artificially turn off the noise
terms.

The derivative of the quantum state ρ(t) = Et(ψinit)
can then be written as

∂tρ(t) = ∂t

[
Nt
(
ψ(t)

)]
= Nt

(
∂tψ (t)

)
+
(
∂tNt

)(
ψ(t)

)
.

(136)

Therefore, the derivative of the noisy state can be decom-
posed into a sum of two terms, the first associated with
the unitary dynamics ψ(t), and the other associated with
the time dependence of the effective noisy channel Nt.

Plugging into (132), this gives us

Fclock, t = F
(
N (ψ) ; N (∂tψ) +

(
∂tN

)
(ψ)
)
, (137)

where now Fclock, t, N , ∂tN , ψ and ∂tψ are all implicitly
evaluated at t0.

In the following, we consider settings where the local
time dependence of the state due to the time dependence
of the effective noisy channel terms can be neglected when
computing Fclock, t. (We will study in greater depth below
when exactly this situation arises.) I.e., for now we assume
that

Fclock, t ≈ F
(
N (ψ) ; N (∂tψ)

)
=: Fclock,U, t . (138)

Expanding ∂tψ, we obtain

Fclock,U, t = F
(
N (ψ) ; N (−i[H,ψ])

)
. (139)

This quantity is what we defined as FBob, t in the context
of our main uncertainty relation.

The complementary channel N̂t0 is directly determined
by the complementary channel of the overall evolution up
to that time Êt0 , since the two channels only differ by a
unitary evolution e−t0L0 on their input:

N̂t = Êt e−t0L0 . (140)

This means that the Fisher information on Eve’s end with
respect to the complementary direction can be expressed
entirely in terms of the complementary channel Êt0 to the
entire evolution up to time t0:

∆Fclock,U, t = F
(
Êt0(ψinit) ; Êt0

(
{H̄, ψinit}

))
, (141)

with H̄ = H − 〈H〉ψ(t0), and Theorem 1 states that

Fclock,U, t = 4σ2
H −∆Fclock,U, t . (142)

Now we turn to discussing when the approxima-
tion (138) is a reasonable assumption, by characteriz-
ing the error induced on the Fisher information. We
can use a continuity bound of the Fisher information
in its second argument (Proposition 26 in Appendix C)
to try to get a handle on the error terms involved in
the approximation (138). Denote by δ the error in the
approximation (138),

δ = Fclock, t − Fclock,U, t , (143)

then we have

|δ| 6 F
(
ρ ; (∂tN )(ψ)

)
+
[
F
(
ρ ; (∂tN )(ψ)

)
Fclock,U, t

]1/2
. (144)

That is, the relative error in the approximation (138) is
demonstrably small if F

(
ρ ; (∂tN )(ψ)

)
is much smaller
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than Fclock,U, t. We can rewrite this term using (136) as

(∂tN )(ψ) = ∂tρ(t)−Nt(−i[H,ψ(t)])

= Ltot[ρ(t)]− Et(−i[H,ψ0]) . (145)

The above expression is given in terms of the Lindbla-
dian map and the overall evolution map, and can aid in
determining an analytical or numerical upper bound to
the quantity F

(
ρ ; (∂tN )(ψ)

)
. In Appendix G, we study

two single-qubit examples that are subject to continuous
dephasing along various axes in order to illustrate the con-
nections between the Lindbladian setting and the setting
in Fig. 1.

VII. ERROR-CORRECTION CONDITIONS FOR
ZERO SENSITIVITY LOSS

The uncertainty relation (55) enables us to provide a
characterization of when the noise reduces a probe’s sen-
sitivity to time. In this section, we study the situation
where the sensitivity loss ∆FBob, t introduced in (52) is
equal to zero. This is a situation where the probe is
chosen cleverly enough such that the noise has no effect
on sensitivity. The main contribution of this section is a
set of necessary and sufficient conditions for ∆FBob, t = 0,
which bear resemblance to the Knill-Laflamme conditions
for quantum error correction [20] and which are closely re-
lated to the Hamiltonian-not-in-Lindblad-span condition
of Refs. [21, 22].

A. Conditions for zero sensitivity leakage

In the following, we suppose that our uncertainty rela-
tion holds with equality, i.e., that the conditions given in
Proposition 4 hold. Recall the expression for the Fisher
information loss on Bob’s end (55), and consider the ex-
pression (16b) for the Fisher information. If ∆FBob, t = 0,
then there exists an operator L such that tr(L†L) = 0

and ρ1/2L+ L†ρ1/2 = N̂ ({ψ, H̄}); the former condition
implies L = 0 and thus the latter implies N̂ ({ψ, H̄}) = 0.
Therefore, we see that ∆FBob, t = 0 if and only if

N̂ ({ψ, H̄}) = 0 , (146)

i.e., {ψ, H̄} must lie in the kernel of the superoperator
N̂ . It is instructive to rewrite this condition in terms of
the “virtual qubit” introduced in § III B. With ZL defined
in (62), then (146) becomes

N̂ (ZL) = 0 . (147)

Alternatively, the above condition is equivalent to requir-
ing that for all operators O,

tr
[
N̂ †(O)ZL

]
= 0 , (148)

meaning that error operations of the form N̂ †(O) should
not have any overlap with the “logical” ZL operator on
the qubit subspace.

So the task of finding probe states that perfectly counter
the noisy channel N can be formulated as ensuring the
logical Z Pauli operator in the logical qubit subspace
spanned by |+〉 = |ψ〉 and |−〉 ∝ |ξ〉 = P⊥ψ H|ψ〉 is in the
kernel of the complementary channel to the noisy channel.

Note that simply looking for zero sensitivity loss is not
sufficient to find the best probe states; we still need to
make sure that |ψ〉 has as large energy variance as possible
to ensure good sensitivity.

An alternative representation of the zero sensitivity loss
condition can be obtained if we consider an operator-sum
representation of the noisy channel in terms of Kraus
operators {Ek} as in (45). The condition (146) is then
equivalent to the condition

〈ψ|E†k′Ek |ξ〉+ 〈ξ|E†k′Ek |ψ〉 = 0 for all k, k′. (149)

These may be interpreted as Knill-Laflamme-like condi-
tions for optimal sensitivity. Whereas for a traditional
quantum error-correcting code, we require any two code
words |ψi〉, |ψj〉 to satisfy 〈ψi|E†k′Ek|ψj〉 ∝ δi,j , here we
require that the error operator E†kEk′ cannot map the
state |ψ〉 onto the vector |ξ〉, or at least not in a way
that is not suitably anti-symmetric. The weird antisym-
metrization in (149) can be expressed in a more elegant
form if we switch back to the picture of the logical qubit
spanned by |ψ〉 and |ξ〉. Analogously to (147), we may
rewrite the condition (149) as

tr
[
ZL ΠLEk′Ek ΠL

]
= 0 , (150)

where ΠL = |+〉〈+|L + |−〉〈−|L is the projector onto the
virtual qubit subspace spanned by |ψ〉 and |ξ〉. The full
Knill-Laflamme conditions applied to the subspace ΠL

would require ΠLEk′EkΠL ∝ ΠL. The condition (150) is
simply a weaker condition where only the corresponding
projection onto the logical Pauli operator ZL is considered
and where the projection onto the other Pauli operators
is unconstrained.

The form (150) also helps clarify that for zero sensitivity
loss, the terms in (149) need not vanish individually. In-
deed, only the Hilbert-Schmidt projection of ΠLEk′Ek ΠL

onto ZL is required to vanish, and not in principle on
YL or XL. An example below in §VIIH 1, consisting of
a single-qubit subject to transversal noise, will illustrate
this point.
The conditions (150) are reminiscent of quantum er-

ror correction for operator algebras, where we require a
code to preserve the outcomes of any operator in a given
algebra [46–48]. In fact, if the algebra associated with
any choice of optimal sensing operator of the form (20) is
preserved, then our conditions (150) are satisfied. Indeed,
suppose that [T, N̂ †(W )] = 0 for any operator W on Eve
and for a fixed choice of M in (20), meaning that the
Abelian algebra generated by T is correctable [46–48].
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Then taking the expectation value 〈·〉ψ of this commu-
tator we find 0 =

〈
[T, N̂ †(W )]

〉
= tr

(
[ψ, T ] N̂ †(W )

)
∝

tr
(
ZL N̂ †(W )

)
, using (25), which holds for all W , and

therefore our Knill-Laflamme-like condition (148) holds.
The converse implication is unclear, in part because the op-
timal sensing operator is not unique and different choices
can generate different algebras.

The conditions (149) are actually tightly related to the
Hamiltonian-not-in-Kraus-span condition of Refs. [21, 22,
30, 31, 49–51]. There, it was shown that there exists a
clock state vector |ψ〉 that achieves Heisenberg scaling in
the presence of noise using quantum error correction if
and only if the Hamiltonian signal term is not in the linear
span of the Lindblad noise operators. Here we argue that
the Hamiltonian-not-in-Kraus-span condition is in fact
equivalent to the existence of a state |ψ〉 that satisfies our
zero sensitivity loss conditions (149). (In our setting, the
clock state vector |ψ〉 is a given fixed state.) As we have
a discrete noisy channel, we consider the Kraus operators
{Ek} of the noisy channel instead of Lindblad opera-
tors. If H =

∑
αk′,kE

†
k′Ek, and supposing the condi-

tions (149) are satisfied for some |ψ〉, then by taking a lin-
ear combination

∑
αk′,k of the conditions (149) we obtain

0 = 2〈ψ|H P⊥ψ H|ψ〉 = 2σ2
H ; therefore the conditions (149)

cannot be satisifed by any ψ that has nonzero energy vari-
ance. Conversely, we know (see, e.g., Refs. [21, 22, 50])
that if the Hamiltonian is not in the span of the noisy chan-
nel’s Kraus operators, then there is a code space Π, possi-
bly involving an ancilla system, with ΠE†k′EkΠ = ck′,kΠ
such that [Π, H] = 0 (i.e., Π is spanned by a subset of
energy eigenvectors) and such that Π contains a state vec-
tor |ψ〉 with nonzero energy variance; then for any k, k′

we have 〈ψ |E†k′EkP⊥ψ H |ψ〉 = 〈ψ |ΠE†k′EkP⊥ψ HΠ|ψ〉 =

〈ψ |ΠE†k′EkΠP⊥ψ H |ψ〉 = ck′,k〈ψ |P⊥ψ H |ψ〉 = 0 using the
fact that [P⊥ψ ,Π] = [H,Π] = 0, so the conditions (149) are
satisfied. Therefore, if the Hamiltonian is not in the span
of the Kraus operators, then there exists a clock state
vector |ψ〉 that suffers no sensitivity loss after being ex-
posed to the noise locally at t0. This state is constructed
in the above mentioned references using a quantum error
correcting code.
We can ask whether there is a relation between our

conditions for no sensitivity loss and when the sensitiv-
ity can achieve Heisenberg scaling in the system size [2].
The Heisenberg scaling refers to situations where FBob, t

scales like n2, where n is the number of systems that
are jointly prepared in the clock state vector |ψ〉n. (If
no entanglement is present between the n systems, the
best scaling that can be achieved is FBob, t ∝ n.) We as-
sume that the clock state vector |ψ〉n has a variance that
scales quadratically in n, i.e., [σH(ψn)]2 ∝ n2, as other-
wise even the noiseless clock does not achieve Heisenberg
scaling. Suppose the conditions (149) are satisfied: Then
FBob, t = 4[σH(ψn)]2 ∝ n2 as there is no sensitivity loss,
and the Fisher information displays Heisenberg scaling.
On the other hand, even if there is some loss of sensitivity
due to the noise, the Heisenberg scaling might survive.

Suppose, for example, that we consider two independent
one-dimensional spin chains, each consisting of n/2 sites
that are prepared in a GHZ state and that evolve accord-
ing to an on-site Z Hamiltonian. Both spin chains are
independent probes whose sensitivity each scales as ∼ n2,
and therefore the overall probe state exhibits Heisenberg
scaling. Now consider the noisy channel that erases one
of the spin chains. Half the sensitivity is lost; because
there is sensitivity loss our Knill-Laflamme-like conditions
cannot be satisfied. However, the single spin chain that is
left for Bob still exhibits Heisenberg scaling. This shows
that Heisenberg scaling is guaranteed if the environment
has zero sensitivity to energy (and the noiseless probe
itself has Heisenberg scaling), but that there are also sit-
uations where the environment induces sensitivity loss
without hindering the Heisenberg scaling of the probe.
In the language of Refs. [21, 22], this corresponds to a
Hamiltonian that might have both a parallel component
to the signal as well as a perpendicular component that
can be exploited to achieve Heisenberg scaling. We see
that zero sensitivity loss implies Heisenberg scaling for a
family of state vectors |ψ〉 that are sufficiently entangled.
But there are states that achieve the Heisenberg scaling
even if some sensitivity is lost due to the noise.
When the zero sensitivity loss conditions (146) hold,

then by definition there must exist a sensing observable
for Bob to estimate the parameter t, whose sensitivity
matches that of Alice. We can extract this optimal sens-
ing observable from our technical analysis using semi-
definite programming (see Appendix E 2). Namely, in
Appendix E 3 we show that if the zero sensitivity loss con-
ditions hold, then the operator iρN (|ξ〉〈ψ|) is Hermitian.
Furthermore, the operator

RB = −2iN (|ξ〉〈ψ|)ρ−1 + 2iρ−1N (|ψ〉〈ξ|)P⊥ρ (151)

is also Hermitian and satisfies 1
2{RB , ρB} = N (YL), i.e.,

we obtain an explicit expression of the symmetric loga-
rithmic derivative on Bob’s end. The optimal sensing
observable on Bob’s system is then given via (13) as
Tb = [FBob, t]

−1RB + t0. That is, when a clock state and
associated Hamiltonian fulfill the metrological code con-
ditions for a given noise channel, we obtain an explicit
expression for the optimal measurement on Bob’s end.

B. Metrological codes and metrological distance

We now introduce the concept of a metrological code.
The idea is to study the qubit space spanned by the vectors
|ψ〉 and |ξ〉 = H̄|ψ〉 =

(
H − 〈H〉

)
|ψ〉. If the state loses no

sensitivity upon the action of a noisy channel, one could
expect these states to span some kind of quantum error-
correcting code space. We can see that they do not neces-
sarily form a full error-correcting code as follows. Consider
the single-qubit state |ψ〉 = |+〉 =

[
|0〉+ |1〉

]
/
√

2 evolv-
ing under the Hamiltonian H = ωσZ/2, which we expose
to an error channel whose Kraus operators are propor-
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tional to 1 and X. We see that the condition (149) is
satisfied, given that |ξ〉 = |−〉 =

[
|0〉 − |1〉

]
/
√

2 is orthog-
onal to |+〉 and that |+〉 is an eigenstate of both 1 and
X. Yet a quantum state stored on this qubit would be
corrupted by the noise, as the bit flips would be uncor-
rectable. We identify a concept that is weaker than a full
error-correcting code, which applies precisely to states
that satisfy the condition (149). Here, we assume that the
setting is specified as a pair of orthogonal states |ψ〉, |ξ〉,
whereby |ξ〉 is presumably obtained from a HamiltonianH
as |ξ〉 =

(
H − 〈H〉

)
|ψ〉. Specifying the full Hamiltonian is

not necessary as the relevant quantum Fisher information
quantities can be fully expressed only in terms of |ψ〉, |ξ〉.

Metrological code. Let E be any set of operators. We
say that the state vectors |ψ〉 and |ξ〉 form a metrological
code against the errors E if for all E,E′ ∈ E , we have

tr
[
E′†E

(
|ξ〉〈ψ|+ |ψ〉〈ξ|

)]
= 0 . (152)

As a consequence of the zero sensitivity loss condi-
tion (149), a metrological code prevents sensitivity loss
against any noise channel whose Kraus operators are linear
combinations of elements in E (as long as the conditions
of Proposition 4 are satisfied).
A natural class of errors to consider is the set of all

operators that act on only a subset of n components of a
composite quantum system A = A1⊗A2⊗ · · · ⊗An. The
weight wgt(O) of an operator O acting on the n systems
is defined as the number of systems on which O acts
non-trivially. Specifically, if O is expanded in the Pauli
operator basis (or in any tensor basis using a single-site
operator basis that includes the identity matrix), all non-
identity elements in tensor products of basis operators that
appear in the decomposition of O must be supported on
a fixed set of wgt(O) sites. Equivalently, the expectation
value of O on any state can be computed exactly even
after tracing out all but a given set of wgt(O) sites.
We say that the pair of state vectors |ψ〉 and |ξ〉 form

a metrological code of distance dm if it is a metrological
code against all operators of weight at most dm − 1; i.e.,
for all operators O satisfying wgt(O) < dm, we have

tr
[
O
(
|ξ〉〈ψ|+ |ψ〉〈ξ|

)]
= 0 . (153)

Metrological codes of distance dm have the property that
for any noise channel N whose Kraus operators {Ek}
are such that wgt(E†k′Ek) < dm for all k′, k, the associ-
ated sensitivity loss is zero (as long as Proposition 4 is
satisfied).
Metrological codes are, roughly speaking, in between

classical and quantum codes. On one hand, they are
not full-blown classical codes because condition (153)
requires protection against both X- and Z-type physical
noise. Because of this, the pair |ψ〉 ∝ |0〉n + |1〉n and
|ξ〉 ∝ |0〉n − |1〉n of GHZ states is not a metrological
code of nontrivial distance because single-qubit Z errors
cause a logical-X error, thereby violating (153). On the
other hand, metrological codes are not full-blown quantum

codes because the sensitivity conditions say nothing about
other types of logical noise. In other words, noise can
cause logical-Y and logical-Z errors for a metrological
code, but not for a bona-fide error-correcting code.

C. Uncertainty relation equality and conditions for
metrological codes

In order to deduce from Eve’s lack of sensitivity to
energy that Bob loses no sensitivity to time, it is necessary
to ensure that the conditions of Proposition 4 hold. When
we presented Proposition 4, we already noted that the
situations where these conditions are not satisfied are edge
cases that can be perturbed away. Here, we strengthen
this statement for metrological codes: If a metrological
code for a given noise channel happens not to satisfy
the conditions of Proposition 4, then the noise channel
can be infinitesimally perturbed to obtain a situation for
which these conditions hold, and furthermore, the zero
sensitivity loss conditions (146) are preserved.

Proposition 6. Let VA→BE be an isometry, let
|ψ〉A, |ξ〉A with 〈ψ |ξ〉A = 0 and let N (·) = trE

(
V (·)V †

)
,

N̂ (·) = trB
(
V (·)V †

)
. Suppose that N̂ (|ξ〉〈ψ|+ |ψ〉〈ξ|) =

0. We furthermore assume that there exists a unitary
operator GB acting on the system B with the proper-
ties that 0 = PρBGBPρB = PζBGBPζB = PρBGBPζB =
PζBGBPρB , where ζB = N (|ξ〉〈ξ|).
Then for any ε > 0, there exists an isometry V ′A→BE

with ‖V ′ − V ‖ 6 ε and such that
(
P⊥ρ′B
⊗ P⊥ρ′E

)
V ′|ξ〉 =

0 as well as N̂ ′
(
|ξ〉〈ψ|+ |ψ〉〈ξ|

)
= 0, where ρ′B =

trE
{
V ′ψV ′†

}
, ρ′E = trB

{
V ′ψV ′†

}
, and N̂ ′(·) =

trB
{
V ′ (·)V ′†

}
.

The proof is presented as Proposition 37 in Appendix H.
Note that the existence of such an operator GB can always
be ensured by augmenting the B system to include a qubit
which N prepares in a fixed pure state |0〉 for all inputs;
the operator GB can be chosen to flip the qubit to |1〉.
The additional qubit can represent an additional “failure”
flag such as, for instance, an additional photon that is
emitted at the output of the noise process.

D. Sensitivity loss of metrological codes under
weak i.i.d. noise

a. Sensitivity loss under weak i.i.d. noise. If we en-
code a logical quantum state using a quantum error cor-
recting code of a distance d, and each site has a small
probability O(ε) of incurring an error, then we know
that the errors that the code cannot correct occur with
probability at most O(εd/2). In turn, this implies that
the infidelity of recovery of the logical information also
scales as O(εcd) with a constant c depending on which
convention for the infidelity measure we choose. It is then
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natural to conjecture that if |ψ〉 and |ξ〉 form a metro-
logical code of metrological distance dm, then the loss in
Fisher information must similarly be upper bounded by
O(εcdm), for some universal constant c.

Interestingly, the order of the Fisher information loss in
ε is not directly related to the metrological distance of a
metrological code. In fact, there are examples of metrolog-
ical codes with large metrological distance, but for which
the Fisher information loss is always of order ε. This be-
havior appears to contradict the expectation that events
of vanishing probability should not significantly influence
observable properties of the system (such as its sensitivity
to time). An explanation stems from the fact that the
operational interpretation of the Fisher information via
the Cramér-Rao bound involves an implicit averaging of
the error over infinitely many samples. It might turn out
in the present case that events with vanishing probability
can contribute nonnegligibly to the quantum Fisher in-
formation. To remedy this issue, it would be desirable to
consider a measure of sensitivity that accounts for finite
data acquisition. One such measure was put forward in
Ref. [52]. We refer to Appendix J for a more detailed
discussion.

E. Clock states from time-covariant quantum
error-correcting codes

Here, we explore a simple method to construct states
that satisfy the zero sensitivity loss condition, using time-
covariant quantum error-correcting codes. A code is said
to be time-covariant code with respect to a given Hamilto-
nian H if H (and hence also time evolution generated by
H) is a nontrivial logical operator. In the following, Pauli
operators X,Y, Z carry an index indicating the qubit on
which the operator acts. This strategy is the one pursued
by, e.g., Refs. [22, 49–51].
a. Four nearest-neighbor interacting qubits in a square

pattern. As a warm-up example, we first consider how to
leverage the [[4, 2, 2]] code for quantum metrology with a
Hamiltonian on four qubits with ZZ interactions arranged
in a square pattern. Consider four qubits arranged in a
square as depicted in Fig. 9. The Hamiltonian is defined
by placing a ZZ interaction on each side of the square,

H = ω
(
Z1Z2 + Z1Z3 + Z2Z4 + Z3Z4

)
. (154)

The [[4, 2, 2]] code [53, 54] has stabilizers X1X2X3X4

and Z1Z2Z3Z4. The logical operators X1, Z1 and X2, Z2

for the first and second logical qubits are X1 = X1X3,
X2 = X1X2, Z1 = Z1Z2, and Z2 = Z1Z3.
Observe that the Hamiltonian is a logical operator:

The second and fourth terms in (154) have the same
action on the code space as the first and third terms,
respectively, because they differ only by the stabilizer
Z1Z2Z3Z4. When acting on the code space, we have

H Π = 2ω
(
Z1 + Z2

)
Π . (155)

a. b.
1

3

2

4

Fig. 9: Metrology with interacting qubits. a. Consider four
qubits in a square with nearest-neighbor ZZ Ising interactions
(alternatively with additional XX and Y Y interactions). A
clock state with maximal sensitivity and zero sensitivity loss
under a single located erasure can be obtained via the time-
covariant [[4, 2, 2]] code. b. We can extend the construction
based on the [[4, 2, 2]] code to any number of qubits interacting
with respect to any graph of ZZ interactions (alternatively
with additional XX and Y Y interactions), while offering pro-
tection against a single located erasure.

Let us choose the clock state as a logical state with the
largest possible energy spread under this Hamiltonian,

|ψ〉 =
1√
2

[
|00〉+ |11〉

]
, (156)

where |00〉 and |11〉 refer to logical state vectors with
the first and second logical qubits in the given logical
computational basis states.

Now we check our Knill-Laflamme-like condition. Hav-
ing distance 2, the code can correct a single erasure
at a known location. Crucially, the operator |ξ〉 =

(H − 〈H〉)|ψ〉 = 2ω[|00〉 − |11〉]/
√

2 is still in the code
space because H is a logical operator. Then from the
Knill-Laflamme conditions we know that 〈ξ |Oi |ψ〉 = 0
for any single-site operator Oi, because |ξ〉 and |ψ〉 are
orthogonal vectors in the code space, and hence our con-
ditions (149) are satisfied for single located errors.

If we have some freedom in engineering our Hamiltonian,
there are other choices of logical operators to use in the
Hamiltonian that would achieve a similar sensitivity while
also offering protection against single located erasures. For
instance, we could ignore the second logical qubit (or treat
it as a gauge qubit) and the Hamiltonian could be chosen
to act only on sites 1 and 2 as H = 2ωZ1 = 2ωZ1Z2.
We see that the probe state (156) does not lose any

sensitivity to time if a system is erased at a known location.
The variance of |ψ〉 is given by

σ2
H = 〈ψ |H2 |ψ〉 = 16ω2 . (157)

Because we have not specified how this model scales with
n, we cannot talk yet about achieving Heisenberg scaling.

In this example, the sensitivity is in fact as good as you
can get without any noise at all, for any probe state: The
state (156) is a superposition between two states that have
extremal eigenvalues with respect to H, which is optimal
in the absence of noise. What is special about the state
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vector |ψ〉 is that it retains its sensitivity even after a single
located error, which is not in general the case of other
probe states that would be optimal in the noiseless setting.
For instance, the state vector

[
|0 0 0 0〉+ |0 1 1 0〉

]
/
√

2 has
the same sensitivity as |ψ〉 if no noise is applied, but it
does not satisfy our conditions (149) and so is subject to
sensitivity loss under single-site errors.

The above construction can also be applied if we include
XX and Y Y interactions between the neighboring qubits
on top of the existing ZZ interactions (enabling us to
model, e.g., Heisenberg interactions):

H = ω
∑
〈i,j〉

[
sxXiXj + syYiYj + ZiZj

]
, (158)

with the additional coupling constants sx, sy allowing
for some anisotropy in the interaction strengths. In this
case, the interaction terms are again all logical opera-
tors, which can be seen from the fact that X1X2X3X4

and Y1Y2Y3Y4 = (X1X2X3X4)(Z1Z2Z3Z4) are stabiliz-
ers. Our zero sensitivity loss conditions are therefore
still satisfied. To compute the variance of |ψ〉 under this
new Hamiltonian, we need to determine the action of
the additional terms on |ψ〉. The X terms give us again
X1+X2 when acting on the code space following the same
argument as for the Z terms. Now |ψ〉 is a maximally
entangled state vector between the two logical qubits, sat-
isfying (A1⊗1)|ψ〉 = (11⊗A

T

2 )|ψ〉 where (·)T denotes the
matrix transpose in the (logical) computational basis, and
where Ai is a logical operator acting on the i-th logical
qubit. For the Y terms we then find

Y1Y2|ψ〉 = −X2Z1|ψ〉 = −Z1X1|ψ〉 = iY 1|ψ〉 ,
Y1Y3|ψ〉 = −X1Z2|ψ〉 = −X1Z1|ψ〉 = −iY 1|ψ〉 ,
Y2Y4|ψ〉 = Y1Y3|ψ〉 = −iY 1|ψ〉 ,
Y3Y4|ψ〉 = Y1Y2|ψ〉 = iY 1|ψ〉 . (159)

Thus the sum of all four Y interacting terms vanishes
when applied onto |ψ〉. The variance of H is hence given
by

H|ψ〉 = 2ω
[
Z1 + Z2 + sx

(
X1 +X2

)]
|ψ〉

= 4ω
[
Z1 + sxX1

]
|ψ〉 , (160)

using the fact that |ψ〉 is a maximally entangled state
vector between the two logical qubits, and

σ2
H = 〈ψ |H2 |ψ〉 = 4ω2

(
1 + s2

x

)
. (161)

The increase in the variance σ2
H when we switch on

transversal interactions can be simply associated with
the increased norm of the Hamiltonian. Had we defined
the clock state (156) with a −1 relative phase, then the
Y Y terms would contribute instead of the XX terms and
we would get σ2

H = 4ω2
(
1 + s2

y

)
.

b. Time-covariant codes lead to states with no sensi-
tivity loss. The construction above based on the [[4, 2, 2]]

code exploited a key property of that code with respect to
the Hamiltonian, namely time covariance [44, 55–58]. A
time-covariant code with respect to a given Hamiltonian
H is a code for which the time evolution generated by H
is a (nontrivial) logical operator. If we can find a time-
covariant code with respect to the system’s Hamiltonian,
then the clock state can be chosen to lie within the code
space, so that errors that affect it can be corrected, all
while evolving non-trivially in time and thus serving as a
clock.

However, there are constraints on the possibility of con-
structing time-covariant codes. Consider a Hamiltonian
that is a sum of terms of weight at most k, which we
call a k-local Hamiltonian. Any code that can correct up
to k arbitrary errors at known locations cannot be time-
covariant with respect to a k-local Hamiltonian, because
the Hamiltonian would be a sum of correctable terms
that cannot have a nontrivial action that preserves the
code space. On the other hand, physical systems like spin
chains and the AdS/CFT correspondence as a model for
quantum gravity offer natural examples of time-covariant
codes that can approximately correct against low-weight
errors [43]. The above example using the [[4, 2, 2]] code
is a concrete case of a time-covariant code with respect
to a 2-local Hamiltonian and which can correct a single
erasure at a known location.

We can see that whenever we can find a time-covariant
code with respect to a given Hamiltonian, then we can
construct from the code a clock state with zero sensitivity
loss. Consider a code space Π and suppose that the
Hamiltonian H is a nontrivial logical operator. We can
choose |ψ〉 to be any logical state vector that has nonzero
variance with respect to H. Let |ξ〉 = (H − 〈H〉)|ψ〉,
noting that |ξ〉 lies in the code space. Denoting by {Ek}
the Kraus operators of N , we see that 〈ψ |E†k′Ek |ξ〉 ∝
〈ψ |ξ〉 = 0 from the Knill-Laflamme conditions of the code,
and therefore the conditions (149) are satisfied. Therefore:

Observation 7 (Clock state from a time-covariant code).
Let Π be the projector onto a code space that corrects errors
of the error channel N . Assume that the code is time-
covariant with respect to the Hamiltonian H. Then any
logical state vector |ψ〉 and associated |ξ〉 = (H − 〈H〉)|ψ〉
satisfy the conditions (149). Furthermore, if Π defines a
[[n, 1, d]] quantum code, then |ψ〉 and P⊥ψ H|ψ〉 define a
metrological code of metrological distance d.

That is, any logical state of the code satisfies our Knill-
Laflamme-like conditions for zero sensitivity loss. The
sensitivity is maximized by picking the state with the
largest energy variance.
If we are given an ε-approximate quantum error-

correcting code that is time-covariant, that is, if the error
correction procedure is allowed to fail with some prob-
ability ε > 0, then we can still use a state lying in the
code space to construct a clock state with little sensitiv-
ity loss. Approximate quantum error-correcting codes
can be characterized by the fact that the channel that
maps the code space to the environment, N̂ (Π(·)Π), is
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close to a constant channel that always outputs a fixed
state [59, 60]. Specifically, N̂ (Π(X)Π) ≈ tr(X) τE for all
X, for some fixed state τE . If we pick a logical state vec-
tor |ψ〉 with nonzero energy variance, then we have that
{ψ, H̄} = Π{ψ, H̄}Π is a logical operator and therefore
N̂
(
{ψ, H̄}

)
= N̂

(
Π{ψ, H̄}Π

)
≈ tr

(
{ψ, H̄}

)
τE = 0 since

〈H̄〉 = 0. Therefore ∆FBob, t in (55) satisfies ∆FBob, t ≈ 0,
and FBob, t ≈ FAlice, t = 4σ2

H . This choice of a clock state
is hence expected to lose little sensitivity under action
of the noisy channel. Deriving a universal quantitative
bound on FBob, t in this scenario in terms of ε does not
appear easy. In such a scenario, a direct use of our un-
certainty relation (49) [or of a corresponding bound such
as (118)] seems likely to be the most straightforward
way to obtain useful quantitative expressions for FBob, t

in the case where the clock state is prepared using an
approximate error-correcting code.

F. Clock state for interacting many-body systems

Consider now an arbitrary interaction graph, where
each vertex is associated with a single qubit (Fig. 9b) and
consider the Hamiltonian

H =
J

2

∑
〈i,j〉

(
ZiZj + sxXiXj + syYiYj

)
, (162)

where the sum ranges over all graph vertices i, j that are
connected by an edge, and where sx, sy are arbitrary real
coefficients. (In fact, the coefficients sx, sy may also vary
for each pair of sites i, j, though we omit the dependence
here for clarity.) We recover the Ising model with sx =
sy = 0 and the Heisenberg model with sx = sy = 1. We
denote by m the number of edges in the graph, which is
also the number of terms in the sum.

We define the clock state vector |ψ〉 as follows. Denote
by |0n〉 and |1n〉 the all-zero and the all-one state. Choose
any bit string x and let |x〉 be the corresponding spin
configuration, where each bit corresponds to one of the
qubit basis vectors on the corresponding vertex. We
assume that x violates a number c out of the m possible
ZZ-interaction terms, i.e., we denote by c the number of
pairs of bits in x that differ and that are connected by an
edge in the graph. (It might not be possible to violate all
the interaction terms simultaneously, as the graph might
be frustrated.) An assumption we will need later is that
the bit strings 0n, 1n, and x all differ on at least four
sites. Now define

|ψ〉 =
1

2

[
|0n〉+ |1n〉+ |x〉+ |x̃〉

]
, (163)

where the bit string x̃ is obtained by flipping all the bits

of x. We then have

H|ψ〉 =
J

4

[
m|0n〉+m|1n〉+ (m− 2c)|x〉+ (m− 2c)|x̃〉

]
+
J

2

∑
〈i,j〉

(
sxXiXj + syYiYj

)
|ψ〉 . (164)

The XX and Y Y operators applied on |ψ〉 generate terms
associated with new bit strings where, each time, two bits
are flipped and a possible phase is acquired. These new
configurations are all orthogonal to |0n〉, |1n〉, |x〉, and |x̃〉
thanks to our assumption that the chosen configurations
differ on at least four sites. So we have

〈H〉ψ =
J

8

[
2×m+ 2× (m− 2c)

]
=
J

2
(m− c) . (165)

With H̄ = H − J
2 (m− c)1 and |ξ〉 = H̄|ψ〉, we see that

|ξ〉 =
J

4

[
c|0n〉+ c|1n〉 − c|x〉 − c|x̃〉]

+
J

2

∑
〈i,j〉

(
sxXiXj + syYiYj

)
|ψ〉 .

(166)

To check the zero sensitivity loss conditions (146), we com-
pute the following expression for any single-site operator
Oi,

〈ψ |Oi |ξ〉 =
J

8

[
c 〈0|Oi |0〉+ c 〈1 |Oi |1〉

− c 〈xi |Oi |xi〉 − c 〈x̃i |Oi |x̃i〉
]

+
J

2

∑
〈i,j〉

〈ψ|Oi
(
sxXiXj + syYiYj

)
|ψ〉

=
J

8

[
c tr(Oi)− c tr(Oi)

]
+ 0 = 0 , (167)

where xi (respectively x̃i) denote the value of the i-th bit
in x (respectively x̃). The terms corresponding to XX
and Y Y interactions vanish because all configurations
0n, 1n, x, and x̃ differ on at least four sites, and XX
and Y Y flip two bits of the basis vector state on which
they are applied (with a possible phase). Therefore the
zero sensitivity loss conditions (149) are satisfied, and
the clock state can suffer a single located erasure while
retaining full sensitivity.

The energy variance of the probe state is given by

σ2
H = 〈ψ |(H − 〈H〉)2 |ψ〉 = 〈ξ |ξ〉

=
1

4
J2c2 + (contrib. from XX/Y Y terms) . (168)

The contribution from XX and Y Y terms is zero if the
configurations 0n, 1n,x, x̃ all differ on at least five sites
(or in the case of Ising interactions with sx = sy = 0).

The question of whether this achieves n2 scaling de-
pends on how we choose the graph and the string x to
grow with n. In the case of a square lattice with nearest-
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neighbor interactions, we have that the number of edges
scales like the number of vertices (m ∼ 2n) and we can
simultaneously violate all ZZ interaction terms by choos-
ing an alternating configuration of 0’s and 1’s. In this
case σ2

H ∼ J2n2, achieving Heisenberg scaling. For other
graphs, the question of whether σ2

H ∼ n2 is determined
by how the number of edges scales with the number of ver-
tices in the graph, and how many of those ZZ-interaction
terms can be simultaneously violated. If there is a lin-
ear relationship between these quantities then Heisenberg
scaling is achieved, noting that only a single error at a
known location can be incurred without sensitivity loss.

G. Metrological codes from stabilizer codes

In this section, we present a general scheme to construct
metrological codes based on the stabilizer formalism [61]
and study some simple examples. We show that our
construction is strictly more general than constructing
time-covariant error-correcting codes. Our aim is to study
and illustrate our general construction; the Hamiltonians
in our examples are not intended as practical schemes to
be engineered with near-term technology.
Consider the Pauli group Gn on n qubits, defined as

comprising all tensor product operators on n qubits
of single-site Pauli operators and the identity opera-
tor, with all possible prefactors ±1 and ±i [61]. Con-
sider a subgroup S ⊂ Gn presented as S = 〈S1, . . . , S`〉
with independent commuting generators S1, . . . , S` such
that −1 6∈ S. The normalizer of S in Gn is N(S) =
{E ∈ Gn : ∀ g ∈ S, EgE† ∈ S}. A state is said to be
stabilized by S if it lies in the simultaneous +1 eigenspace
of all S ∈ S; the elements of S are called stabilizers. The
code space associated with the Pauli stabilizer group S
is the subspace spanned by all states that are stabilized
by S. If E ⊂ Gn is a set of error operators such that
for all E,E′ ∈ E either E′†E /∈ N(S) or E′†E lies in S
up to a phase, then a fundamental theorem of quantum
error correction states that the subspace of all common
+1-eigenstates of the operators {Si} forms a code space
that can correct any error in E . One defines the distance
d of the code as the minimal weight of an element in
N(S) \ S, i.e., of a nontrivial logical operation. Then,
the code can correct any t errors at unknown locations as
long as 2t+ 1 6 d.
As a simple example, consider the n-qubit GHZ state

vector |ψ〉 =
[
|↑n〉+ |↓n〉

]
/
√

2 and the Hamiltonian H =∑n
j=1 Zj . We have |ξ〉 ∝

[
|↑n〉 − |↓n〉

]
/
√

2. Suppose our
error model consists of an arbitrary number of X errors.
From (149), since acting with X operators on |ψ〉 can
never generate any overlap with |ξ〉, we see that |ψ〉, |ξ〉
form a metrological code against any number of X errors.
We now present an overview of our procedure using this
example. In our procedure, we first find a set {Si} of
independent commuting Pauli operators that stabilize
|ψ〉. We fix a set of error operators E , which we choose
in our example to consist of all n-qubit Pauli operators

that are a product of only 1’s and X’s. Suppose that
we are given an operator H with the following property:
For any operators E,E′ ∈ E , there exists a S ∈ S such
that {H,S} = 0 and [E′†E,S] = 0. The state vector |ψ〉
is stabilized by the choice of commuting Pauli operators
Z1Z2, Z2Z3, . . . , Zn−1Zn, X⊗n. Multiplying all but the
last stabilizer by X⊗n, we obtain the following choice of
independent stabilizer generators

−Y1Y2X3X4 . . . Xn , −X1Y2Y3X4 . . . Xn , . . . ,

−X1 . . . Xn−2Yn−1Yn , X⊗n . (169)

For any site j, the operator Zj anti-commutes with all
the above stabilizer generators. Our structural constraint
turns out to apply in this case; it will be detailed later.
Our construction then implies that the pair (|ψ〉, H|ψ〉) is
a metrological code. Here, |ξ〉 = H|ψ〉 is in fact the state
vector that is stabilized by all the operators {−Si}.
a. Statement of the construction. Our construction

is given by the following theorem.

Theorem 8 (Metrological codes from stabilizer states).
Let S ⊂ Gn be an abelian subgroup of the Pauli group with
−1 /∈ S, and let |ψ〉 be stabilized by S. Let H be any
Hermitian operator such that H|ψ〉 6= 0 and let E ⊂ Gn
be any set of Pauli error operators. Assume that for all
E,E′ ∈ E , there exists S ∈ S such that {H,S} = 0 and
[E′†E,S] = 0. Then |ψ〉, H|ψ〉 form a metrological code
against E .

We recall the definition of a metrological code as satis-
fying the condition (152). On the other hand, a defining
property of a time-covariant code (recall definition in
§VII E) is that the Hamiltonian H must be a logical oper-
ator, and thus, for a stabilizer code, must commute with
all the stabilisers of the code. This is not in contradiction
with Theorem 8 since the stabiliser group S in the the-
orem is not necessarily that of the code for which H is
a logical operator. Below, we present examples of metro-
logical codes; some are error-correcting time-covariant
codes in disguise, yet others cannot be written as a time-
covariant error-correcting code with similar distance as
the metrological code.

Proof. First, let S0 ∈ S with {H,S0} = 0; such a
stabilizer must exist from our assumption. We then have

〈ψ |H |ψ〉 = 〈ψ |HS0 |ψ〉 = −〈ψ |S0H |ψ〉 = −〈ψ |H |ψ〉
(170)

and thus 〈H〉ψ = 0. Let

|ξ〉 = H|ψ〉, (171)

with 〈ξ |ψ〉 = 0 automatically satisfied. Let E,E′ ∈ E .
We need to show that (152) holds. From our assumption
there exists an S ∈ S with {H,S} = 0 and [E′†E,S] = 0.
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We have

〈ξ |E′†E |ψ〉 = 〈ψ |HE′†ES |ψ〉
= −〈ψ |SHE′†E |ψ〉
= −〈ξ |E′†E |ψ〉 , (172)

and thus 〈ξ |E′†E |ψ〉 = 0, confirming that (152) holds
and that |ψ〉, |ξ〉 indeed constitute a metrological code
against E . �

In the remainder of this section we review some exam-
ples of codes resulting from the construction of Theorem 8.
We begin by connecting our construction with error-
correcting codes in which the Hamiltonian is a nontrivial
logical operator, i.e., time-covariant error-correcting codes.
We present an example of a time-covariant code based
on the 7-qubit Steane code, and we then show that all
time-covariant error-correcting codes are special cases of
Theorem 8. We then show that there are metrological
codes that cannot be formulated in terms of a corre-
sponding time-covariant error-correcting code; i.e., there
are schemes that enable the communication of a clock
state through a noisy channel that achieve zero sensi-
tivity loss without having to construct a full quantum
error-correcting code.
b. Example based on the [[7, 1, 3]] Steane code. As an

example of a time-covariant code, we consider an example
deriving from the Steane stabilizer code [62]. The latter
is given by the following generators along with the logical
X,Z operators:

Ŝ1 = X4X5X6X7,

Ŝ2 = X2X3X6X7,

Ŝ3 = X1X3X5X7,

Ŝ4 = Z4Z5Z6Z7,

Ŝ5 = Z2Z3Z6Z7,

Ŝ6 = Z1Z3Z5Z7,

X = X1X2X3X4X5X6X7,

Z = Z1Z2Z3Z4Z5Z6Z7 .

(173)

Let |ψ〉 = |+〉 be the state vector in the logical space asso-
ciated with the +1 logical eigenspace of the X operator,
and consider the Hamiltonian

H = ZŜ4 = Z1Z2Z3. (174)

The Hamiltonian is a logical operator, being stabilizer-
equivalent to the logical Z operator, and rotates the state
vector |ψ〉 to |ξ〉 = H|ψ〉 = |−〉. (The above choice of H
was preferred to the choice H = Z because it has lower
weight.) The code is therefore time-covariant with respect
to the action of H, and we for this reason already know
that it is a metrological code of metrological distance 3.
To illustrate our construction, we explain how the same
conclusion can be reached by applying Theorem 8. We

now define a set of stabilizer generators that serve to define
the state |ψ〉 of the resulting metrological code. The new
stabilizer generators {Si} are obtained by multiplying
each of the Ŝi by X, all while including X itself, as

S1 = XŜ1 = X1X2X3,

S2 = XŜ2 = X1X4X5,

S3 = XŜ3 = X2X4X6,

S4 = XŜ4 = X1X2X3Y4Y5Y6Y7,

S5 = XŜ5 = X1Y2Y3X4X5Y6Y7,

S6 = XŜ6 = Y1X2Y3X4Y5X6Y7,

S7 = X = X1X2X3X4X5X6X7.

(175)

One can verify that H anti-commutes with each Si listed
above. (For the application of Theorem 8, it is convenient
to use a choice of stabilizer generators that anticommute
with H.) Let E be the set of all single-site operators.
For any E,E′ ∈ E , we will show that there is a S ∈ S
with {H,S} = 0 and [E′†E,S] = 0. If one of the Si
has support outside of that of E′†E, it will do the job.
Alternatively, any product of an odd number of the Si
will also do, for instance

S1S2S3 = X3X5X6,

S1S2S7 = X1X6X7,

S2S3S7 = X3X4X7.

(176)

One can verify that for any two among the seven sites,
at least one operator among S1, S2, S3, S1S2S3, S1S2S7,
S2S3S7 has its support outside of those two sites. Since
these operators all anti-commute with H, we have that
for all E,E′ ∈ E , there is a S ∈ 〈S1, . . . , S7〉 such that
[E′†E,S] = 0 and {S,H} = 0. From Theorem 8, we
see that |ψ〉 and |ξ〉 = H|ψ〉 must form a metrological
code against E , and is therefore a metrological code with
metrological distance 3.
c. Time-covariant codes. In this paragraph, we show

that the assumptions of Theorem 8 are in fact always
satisfied for time-covariant stabilizer codes like the 7-qubit
Steane code example above.
Let Ŝ = 〈Ŝ1, . . . , Ŝ`〉 be a stabilizer code with a non-

trivial logical operator Z. Let X be a logical operator
that anti-commutes with Z, and define the stabilizer
group S = 〈XŜ1, XŜ2, . . . , XŜ`, X〉. Observe that Z anti-
commutes with all the chosen generators for S. (Such
an operator X must always exist, cf. e.g. [61, Proposi-
tion 10.4].)
We show the following: For any Pauli operator A /∈

N(Ŝ) \ Ŝ, there exists S ∈ S such that [S,A] = 0 and
{S,Z} = 0. This property implies that for a given set
of errors E that are correctable for Ŝ, i.e., if we have
E′†E /∈ N(Ŝ) \ Ŝ for all E,E′ ∈ E , then the conditions of
Theorem 8 are satisfied, where the Hamiltonian is H = Z̄.

Suppose first that A ∈ Ŝ ⊂ S. Then A commutes with
all stabilizers in S, including X which anti-commutes



30

with Z. Now suppose that A ∈ Gn and A /∈ N(Ŝ),
i.e., there is a Ŝ ∈ Ŝ with {A, Ŝ} = 0. If [A,X] = 0,
then the choice S = X ∈ S satisfies [S,A] = 0 and
{S,Z} = 0. If, instead, we have {A,X} = 0, we can set
S = XŜ to find SZ = XŜZ = XZŜ = −ZXŜ = −ZS
and AS = AXŜ = −XAŜ = XŜA = SA, and thus
{S,Z} = 0 and [S,A] = 0 as required.
d. Example: A [[4, 2, 2]] code state with an auxiliary

qubit. Whereas in the earlier 7-qubit Steane code exam-
ple the state vectors |ψ〉 and |ξ〉 both lie within a subspace
of a distance d = 3 code, the following example illustrates
a situation in which |ψ〉 and |ξ〉 cannot be contained in a
code space that can correct the same errors against which
the states form a metrological code. I.e., Theorem 8 can
be used to construct metrological codes that cannot be for-
mulated as time-covariant quantum error-correcting codes
with respect to the same errors. Consider the 5-qubit
Pauli operators

S1 = X1X2,

S2 = X3X4,

S3 = X1X3,

S4 = X5,

S5 = Z1Z2Z3Z4.

(177)

We can see that the stabilizer group S = 〈S1, . . . , S5〉 is
generated by

• the stabilizers for the [[4, 2, 2]] code on the first four
qubits (Z1Z2Z3Z4 = S5 and X1X2X3X4 = S1S2);

• the logical X operators of the first and second log-
ical qubits of that [[4, 2, 2]] code (X1X3 = S3 and
X1X2 = S1); and

• an independent stabilizer fixing the state of the 5th
qubit (X5 = S4).

We choose the Hamiltonian

H = Y1Z4Y5. (178)

The Hamiltonian can be written as a product of three
terms: A logical Z operator on both logical qubits of the
[[4, 2, 2]] code (Z1Z4), a Y operation on the 5th physical
qubit, and a single X1 on the first physical qubit. The
Hamiltonian is not a logical operator of the [[4, 2, 2]] code.
Also, a suitable permutation of the qubits would make H
geometrically local, should this property be desired.
We can verify that H anti-commutes with each of the

stabilizers S1, . . . , S5. Furthermore, for any two sites
i, j, one of the Sk acts as the identity on the sites i, j;
therefore, for any two-site operator A, there always exists
a stabilizer S with [S,A] = 0 and {S,H} = 0. We can
apply Theorem 8 to deduce that |ψ〉, |ξ〉 define a distance-3
metrological code.
The state vector |ψ〉 can be expressed in terms of the

logical +1 X eigenvectors |++〉 of the [[4, 2, 2]] code, and

in terms of the |±〉i physical state vectors, as

|ψ〉 = |++〉1234 ⊗ |+〉5

=
1√
2

(
|+++++〉+ |−−−−+〉

)
. (179)

Recalling Y |±〉 = ∓i|∓〉 and Z|±〉 = |∓〉, we find

|ξ〉 = H|ψ〉 =
1√
2

(
−|−++−−〉+ |+−−+−〉

)
=

1√
2

(
|+−−+〉 − |−++−〉

)
⊗ |−〉5 . (180)

We see that

〈ψ |X5 |ψ〉 = 1 , 〈ξ |X5 |ξ〉 = −1 , (181)

so it is not possible for |ψ〉, |ξ〉 to lie in the code space of
a distance d = 3 quantum error-correcting code.

This example shows that metrological codes are a class
of codes that is broader than traditional error-correction
codes as there are certain errors that the former does
not have to completely correct. Metrological codes might
therefore offer additional possibilities to find noise-resilient
schemes for communicating clock states across a noise
channel.
e. Metrological toric code. A further example applica-

tion of Theorem 8 is based on Kitaev’s toric code [63, 64].
We consider a two-dimensional square lattice of dimension
L×L that wraps around a torus. We define star operators
Ax and plaquette operators Bx as depicted in Fig. 10a,
where x ranges over all pairs of the lattice coordinates.

First, we can always use the toric code to form a time-
covariant code, by choosing a state vector |ψ〉 in the code
space (for instance |++〉), and choosing the Hamiltonian
to be a logical operator (for instance, Z1 +Z2). This code
being by construction time-covariant, it is necessarily a
metrological code with distance equal to the lattice side
length L.

For the sake of the example, we construct here a metro-
logical code from the toric code that cannot be written as
a time-covariant error-correcting code of similar distance.
Our example is meant to (i) illustrate our construction as
combining states that lie either in the simultaneous +1
or simultaneous −1 eigenspaces of all the stabilizer gener-
ators of some given stabilizer code, (ii) furnish another
example of a metrological code that cannot be phrased
in terms of a time-covariant error-correcting code with
similar distance, and (iii) illustrate how a metrological
code can be a terrible quantum error-correcting code—
any single plaquette or star operator acts nontrivially on
the subspace spanned by the state and its time evolution
state. Our example is more of a conceptual illustration
than a practical proposal, as it requires a Hamiltonian
that is highly nonlocal.

To better explain our example, we first define the anti-
toric code as the code whose code space is stabilized by
all negative star −Ax and negative plaquette operators
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Fig. 10: Metrological code based on the toric code. a. Star (Ax)
and plaquette (Bx) operators generate the stabilizer group
of the toric code, where x is a pair of integer coordinates
on the two-dimensional lattice. Two encoded logical qubits
have logical Pauli operators X1, Z1, X2, Z2 corresponding to
strings of physical Pauli X or Z operators that wrap around
the torus. b. In our metrological code example based on the
toric code, we map a state from the toric code to a state of a
related code which we call the anti-toric code. The anti-toric
code is the subspace stabilized by all the operators {−Ax}
and {−Bx}. Assuming the lattice side length is even, the
depicted operator H anticommutes with all star and plaquette
operators, meaning that it maps a logical state of the toric
code to a logical state of the anti-toric code. Picking |ψ〉 in
the code space of the toric code and choosing the depicted
operator H as the corresponding Hamiltonian yields an ex-
ample of a distance-Ω(L2) metrological code. Interestingly,
this metrological code cannot be phrased in terms of a time-
covariant error-correcting code of similar distance, since |ψ〉
and H|ψ〉 can be distinguished by measuring a single star
or plaquette operator. This example shows that there are
additional possible schemes for sending a clock state through
a noisy channel without any sensitivity loss, without resorting
to a time-covariant quantum error-correcting code.

−Bx. Being equivalent to the standard toric code, the
anti-toric code also has distance L and we can see it also
has the logical operators X1, X2, Z1, Z2 defined as for
the toric code.
As the state vector |ψ〉 of our metrological code, we

simply choose a logical state vector of the toric code;
we can conventionally fix it to be |00〉toric stabilized by
Z1, Z2 along with all the toric code stabilizers {Ax} and
{Bx}. For the Hamiltonian we choose an operator H that
anticommutes with all star and all plaquette operators.
Such an operator is depicted in Fig. 10b; we assume for
convenience that L is even. The operator H has the
property that it maps a code word of the toric code (i.e.,
a state vector |ψ〉 satisfying Ax|ψ〉 = |ψ〉 = Bx|ψ〉) to
a code word of the anti-toric code (we have AxH|ψ〉 =
−HAx|ψ〉 = −H|ψ〉 and similarly for Bx). We can verify
that the assumptions of Theorem 8 are satisfied. The
operator H anticommutes with our choice of stabilizer
generators for |ψ〉. Also, for any operator O of weight
< L2/4, there must be a star or plaquette operator that
has disjoint support with, and therefore commutes with,

O. (Indeed, there are (L/2)2 disjoint plaquette operators
that cover all qubits; an operator that has overlapping
support with all plaquette operators must therefore have
support on one qubit in each plaquette. The bound
can presumably be improved by accounting for the star
operators as well.) As a consequence of Theorem 8, the
state vectors (|ψ〉, |ξ〉 = H|ψ〉) form a metrological code
of distance L2/4.

Is the space spanned by (|ψ〉, |ξ〉) secretly a code space
of a similar-distance code in which H acts as a logical
operator? We can rule out this possibility because the
state vectors |ψ〉 and |ξ〉 can easily be distinguished by
measuring any single star or plaquette operator, recalling
that Ax|ψ〉 = Bx|ψ〉 = |ψ〉 but that Ax|ξ〉 = Bx|ξ〉 =
−|ξ〉. The environment only has to measure a weight-4
operator to determine whether |ψ〉 or |ξ〉 was encoded.
f. Simultaneous +1 eigenspace and simultaneous −1

eigenspace of stabilizers. The intuition behind the con-
struction in Theorem 8 is that if we can choose |ψ〉 to be
stabilized by S = 〈S1, . . . , S`〉, then we might want to pick
|ξ〉 to be stabilized by the closely related stabilizer group
S ′ = 〈−S1, . . . ,−S`〉. This idea was already illustrated
by the example above based on the toric code, where the
Hamiltonian maps a code word of the toric code to a code
word of the anti-toric code. We now show in general that
such a construction is a special case of Theorem 8.
Let S = 〈S1, . . . , S`〉 be a subgroup of the Pauli

group with −1 /∈ S, where S1, . . . , S` are a choice
of independent commuting stabilizer generators. Let
S ′ = 〈−S1, . . . ,−S`〉. Let E denote any set of Pauli
operators with the following property: for any E,E′ ∈ E ,
there exists S ∈ S such that −S ∈ S ′ and such that
[E′†E,S] = 0.

The two stabilizer groups S,S ′ share many stabilizers,
including S1S2, S1S3, . . . , S1S`. We can pick a Pauli
operator H such that H anticommutes with S1 and such
that H commutes with each of the operators S1S2, S1S3,
. . . , S1S` (see, e.g., Ref. [61, Proposition 10.4]). Observe
that for all i = 2, . . . , `, we have

HSi = HS2
1Si = −S1HS1Si = −S2

1SiH = −SiH (182)

and thus we have that {H,Si} = 0 for all i = 1, . . . , `.
Suppose |ψ〉 is stabilized by S. Then H|ψ〉 is stabilized
by S ′, since

SiH|ψ〉 = −HSi|ψ〉 = −H|ψ〉. (183)

Furthermore, supposing E,E′ ∈ E , by assumption we
have S ∈ S such that −S ∈ S ′ and such that [E′†E,S] =
0. We can write S = Si1Si2 · · ·Sim in terms of our
choice of independent generators Si above. Writing
−S = (−1)m+1(−Si1)(−Si2) · · · (−Sim), we see that m
must be odd, as otherwise, we would have

− S = (−1)(−Si1)(−Si2) · · · (−Sim) /∈ S ′. (184)

This observation implies that {H,S} = 0, because we can
anticommute H through the product of an odd number of
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Si’s. Therefore there exists S ∈ S such that [E′†E,S] = 0
and {H,S} = 0. At this point, all the assumptions of
Theorem 8 are satisfied, implying that |ψ〉, H|ψ〉 form a
metrological code that can protect against the error set
E .

H. Further examples of metrological codes

We now present two additional examples of state vec-
tors |ψ〉, |ξ〉 that satisfy the zero sensitivity loss condi-
tions (150). These metrological codes serve to illustrate
the sense in which the conditions (150) are weaker than
the conditions for quantum error correction.

1. Single qubit subject to complete X/Y dephasing

Consider the qubit example studied in § IVB, where
the clock state vector |+〉 evolves according to H = ωZ/2
and is exposed to complete dephasing along the X axis
around a given time t0. From Eq. (88) we immediately see
that the zero sensitivity loss condition (146) is satisfied for
all t0. In this setting, the clock state loses no sensitivity
after complete dephasing in the X axis for any t0, with
the exception of possible discrete points where the rank
of ρB(t) changes (see § IVB).
Alternatively one could also check the form (149) of

the zero sensitivity loss conditions. For any t0, we have
from (29) that

|ξ(t0)〉 = H|ψ(t0)〉

=
ω

2

[
cos
(ωt0

2

)
|−〉 − i sin

(ωt0
2

)
|+〉
]
. (185)

At this point, we can compute

〈ψ ||+〉〈+||ξ〉+ 〈ξ ||+〉〈+||ψ〉

=
ω

2

[
−i cos

(ωt0
2

)
sin
(ωt0

2

)
+ i sin

(ωt0
2

)
cos
(ωt0

2

)]
= 0 , (186)

and similarly for 〈ψ ||−〉〈−||ξ〉+ 〈ξ ||−〉〈−||ψ〉 = 0, show-
ing that (149) are satisfied for all t0.
An interesting aspect of this example is that there

exists no recovery operation that can restore the noiseless
clock state vector |ψ(t0 + dt)〉 accurately to first order in
dt. Let us consider for simplicity the point t0 = π/(2ω).
Using (29), (31), and (87), we have at that point

ψ(t0) = |+i〉〈+i| , ρB(t0) =
1

2
,

∂tψ (t0) = −ω
2
X , DX(∂tψ (t0)) = −ω

2
X , (187)

where |+i〉 :=
[
|↑〉+ i|↓〉

]
/
√

2. We seek a completely
positive, trace-preserving map Rec such that Rec(ρB(t0 +

dt)) = ψ(t0 + dt) +O(dt2), which means that

Rec
(1

2

)
= |+i〉〈+i| , Rec(X) = X . (188)

There is no completely positive map that satisfies these
constraints. If there was such a Rec map, then we would
have Rec(|+〉〈+|) = Rec(1/2) + Rec(X/2) = |+i〉〈+i| +
X/2 = 1/2 + Y/2 +X/2. One can easily check that the
final expression has a negative eigenvalue, contradicting
the requirement that Rec be completely positive. We
conclude that in general, a metrological code does not
necessarily come with a recovery operation that enables
an agent to recover the noiseless clock state, even if the
agent can sense the parameter to the same precision as
before the application of the noise.

2. A superposition of a simple state and a generic pure state

Consider a one-dimensional chain of n qubits. Consider
a generic pure state vector |χ〉, chosen for instance ran-
domly from the Haar measure on the n-qubit system. For
a given dm > 0, let us perturb the state vector |χ〉 to |χ̃〉
by projecting it onto the subspace of all computational
basis states that do not contain fewer than a number dm
of 1’s,

|χ̃〉 = Π̃|χ〉 , Π̃ =
∏
|x|>dm

|x〉〈x| . (189)

If |χ〉 is generic in some suitable sense (e.g., chosen Haar-
randomly), then |χ̃〉 ≈ |χ〉 and ‖|χ̃〉‖ ≈ 1. The present
example metrological code is constructed by picking |ψ〉 =
|0n〉, which is the computational basis all-zero state, and
|ξ〉 = ‖|χ̃〉‖−1 |χ̃〉 ≈ |χ〉.

We proceed to check that the zero sensitivity loss con-
ditions (146) are satisfied as long as operators of the form
E†k′Ek have weight at most dm − 1. If µ ⊂ {1, . . . , n}
denotes a subset of at most |µ| = dm − 1 systems, then
the reduced operator of |χ̃〉〈0n| on the sites labeled by µ
can be written as

tr\µ
[
|χ̃〉〈0n|

]
= (1dm ⊗ 〈0n−dm |) |χ̃〉〈0dm | = 0 , (190)

because |χ̃〉 has no overlap with bit strings that have
(n− dm) or more zeros. Hence

tr\µ
(
|ψ〉〈ξ|+ |ξ〉〈ψ|

)
= 0 . (191)

For any operator O of weight wgt(O) < dm, the condi-
tion (153) is thus satisfied and |ψ〉, |ξ〉 form a metrological
code of distance dm.
An interesting observation is that this code does not

form a quantum error-correcting code in the usual sense.
The reason is that the environment, by receiving a few
sites, can tell the difference between whether the state
|ψ〉 or the state vector |ξ〉 was prepared. More precisely,
the environment can test whether the received qubits are
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all in the state vector |0〉. If this is the case, it is much
more likely that the original state vector was |ψ〉 and not
|ξ〉, as long as tr\ν(χ̃) is sufficiently distinct from |0〉〈0|ν
(which is the case for a Haar-random state).

For some choices of |χ〉, the metrological code can be
interpreted as a quantum error-correcting code that pro-
tects only against certain types of errors. For instance, we
can choose |χ〉 = |1〉⊗n in the above and our conclusions
still hold; this choice corresponds to a classical repetition
code that can correct bit flips but which is vulnerable to
phase flips.
Yet, there are choices of |χ〉 for which this interpreta-

tion appears more problematic. Consider for instance the
choice |χ〉 = |+〉⊗n. From the above argument we have
that |ψ〉 = |0〉⊗n and |ξ〉 ≈ |+〉⊗n form again a metrologi-
cal code. Again, the environment can distinguish |ψ〉 from
|ξ〉 with access only to a few sites. Here, the environment
can use either an X or a Z measurement to (imperfectly)
distinguish between the two state vectors |0〉 and |+〉. It
is hence not obvious how to interpret this code as an
error-correcting code that is tailored to biased noise.
While this example might illustrate the conceptual

differences between quantum error correcting codes and
metrological codes, we expect this construction of a metro-
logical code to be of limited practical use as it would
require a Hamiltonian that is extremely nonlocal.

VIII. MANY-BODY SYSTEM SUBJECT TO
I.I.D. AMPLITUDE DAMPING NOISE

In this section we consider a system consisting of n
spin-1/2 particles evolving under a many-body Hamilto-
nian H that is either non-interacting or that has Ising
interaction terms. The system is exposed to i.i.d. ampli-
tude damping noise. First, we consider a non-interacting
Hamiltonian with an on-site magnetic field, and in the
second part of this section we consider a Hamiltonian
with Ising interactions.

We consider an i.i.d. amplitude damping noise model,
meaning that each site is independently exposed to the
noisy channel

N (p)
a.d.(·) = E

(p)
0 (·)E(p) †

0 + E
(p)
1 (·)E(p) †

1 ,

E
(p)
0 =

(√
1− p 0
0 1

)
, E

(p)
1 =

(
0 0√
p 0

)
,

(192)

sticking to the convention that the first basis vector is |↑〉
and the second one is |↓〉. The amplitude-damping noise
is often also called the spontaneous emission channel.
As in Fig. 1, the system is initialized in a state |ψinit〉

and evolves according to H; at time t0 we apply the
noisy channel [N (p)

a.d.]
⊗n to obtain Bob’s state. We seek to

characterize the Fisher information of Bob’s state with
respect to time.
In this section, we present simple numerical compu-

tations of the upper bound (116) for i.i.d. amplitude
damping noise for different clock states. In the first part

of this section, we suppose the spins are exposed to a uni-
form external magnetic field aligned along the Z axis. We
present numerical calculations of Bob’s Fisher information
and our lower bound (116) for a choice of clock states,
and we numerically optimize the initial state to achieve
better output sensitivity. We also consider the alternative
setting in which the clock is exposed to continuous ampli-
tude damping noise at the same time as it evolves under
this Hamiltonian. Here, it turns out that the unitary and
noise parts of the Lindbladian commute as superoperators,
and that our bounds can be directly used to characterize
the sensitivity of the clock operating under the regime of
continuous noise. In the second part of this section, we
place the spins on a 1D chain with strong Ising interac-
tions. We present numerical calculations of Bob’s Fisher
information and our lower bound (116) for a choice of
clock states; we numerically show that the sensitivity loss
for the metrological code state given in (163) is suppressed
to first order in the amplitude damping parameter.

A. Non-interacting Hamiltonians

The system of n spins is assumed to evolve under the
Hamiltonian

H =

n∑
i=1

ω

2
Zi. (193)

We compute Bob’s Fisher information with respect to
time of a selection of states after exposure to the channel
N = [N (p)

a.d.]
⊗n. First we consider the GHZ state, which

has the optimal sensitivity if no noise is present:

|ψGHZ〉 =
1√
2

[
|↑↑ · · · ↑〉+ |↓↓ · · · ↓〉

]
. (194)

The GHZ state satisfies

FAlice, t[ψGHZ] = 4〈H2〉GHZ = n2ω2 . (195)

We can also consider the product state vector of all spins
pointing in the +X direction,

|ψ+〉 = |+〉⊗n =
1√
2n

[
|↑〉+ |↓〉

]⊗n
. (196)

Then

FAlice, t[ψ+] = 4〈H2〉+ = nω2 . (197)

Our upper bound (116) on Bob’s Fisher information for
these states is presented for n = 12 and for n = 50
in Fig. 11. In Fig. 11a and b are also depicted an ad
hoc lower bound for the state vectors |ψGHZ〉 and |+n〉
for the same values of n and ω. We can see that for
our choice of the amplitude damping noise model and at
least for our choice of states, the upper bound on FBob, t

provided by (116) is reasonably tight for k = n. The
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Fig. 11: Quantum Fisher information of a system of n spin-1/2 particles with the Hamiltonian H =
∑
i ωZi/2 (with ω = 2)

after the application of an amplitude damping channel of parameter p on all sites. a. Here n = 12. Solid lines depict our upper
bound (116) with k = n = 12 for the state vectors |ψGHZ〉 (red), |+n〉 (blue), and |ψunif〉 (green), which are defined in the main
text, as well as for the family of states corresponding to an even superposition of the most excited state and a symmetric state
(Dicke state) |hnj 〉 with a fixed number n− j of excitations (shades of orange) with j = 3, 6, 9. Dotted lines are corresponding
ad hoc lower bounds for the state vectors |ψGHZ〉 and |+n〉 (see main text). Dash-dotted lines are the corresponding exact
values of the quantum Fisher information, which can still be directly computed for n = 12. The curves corresponding to
the superpositions of pairs of Dicke states illustrate situations where upper bound is not tight. The inset depicts our upper
bound (116) for different values of k = 1, 4, 8, 12 for the state vectors |ψGHZ〉, |+n〉 and |ψunif〉. The value of k corresponds to
a projection onto the subspace on Eve’s system associated with errors of weight less than or equal to k which is included in
our bound (116). The three vertical gray lines indicate values of p for which pk+1 = 10−3 for k = 1, 4, 8; these lines roughly
indicate the values of p beyond which the this projection is expected to fail with a probability exceeding ∼ 10−3. Indeed, for
our choice of noisy channel and states, our bound (116) for each k is reasonably tight up until values of p for which pk+1 is no
longer negligibly small. b. The same computations are repeated for n = 50 and ω = 2. Solid lines depict our upper bound with
k = n for the same states as in (a), and dotted lines depict an ad hoc lower bound for |+n〉 and |ψGHZ〉. The red vertical lines
in the inset depict values for p for which the total weight of the i.i.d. amplitude-damping Kraus operators Ex with |x| > k
exceeds 10−3 for k = 1, 2, 5, 10 when applied onto the GHZ input state vector |ψGHZ〉. These values of p are where our upper
bound (116) for the corresponding k value is expected to no longer be accurate.

inset of Fig. 11a depicts the same bound for different
choices of the value k = 1, 4, 8, 12. Recall that the bound
includes a projection onto Eve’s subspace associated with
error operators of weight at most k. The probability that
this projection fails is the total probability of observing
an error with weight greater than k; this probability
is of the order of pk+1. In the inset of Fig. 11a, for
k = 1, 4, 8 we display gray lines identifying the values
of p for which pk+1 = 10−3. Values of p beyond the
corresponding gray line represent situations in which the
projection is expected to fail with probability greater
than the order of ∼ 10−3. Here, we see that our bound is
indeed reasonably tight up until the corresponding value
of p. In the inset of Fig. 11b, we determine more precisely
the total weight of the events neglected by ignoring Kraus
operators of weight greater than k. Namely, for k =
1, 2, 5, 10, we compute the smallest value of p for which∑
|x|>k tr

(
E†xEx |ψGHZ〉〈ψGHZ|

)
> 10−3. We see that

these values of p correspond approximately to where our
upper bound (116) fails to accurately predict the value
of the quantum Fisher information on the state vector
|ψGHZ〉.

We can ask, which state vector |ψ〉 has the best sensitiv-
ity after application of the noisy channel for a given value
of p? Here we use the understanding brought by our main
Fisher information trade-off relation. In this case, Eve
receives any photons emitted by spontaneous emission,
which tell her exactly which sites suffered a decay. As
a consequence, if Eve observes a number k of photons,
then she can safely guess that the energy of Alice’s state
must have been at least the energy corresponding to k
excitations. Eve has therefore obtained information about
the energy of Alice’s state. This observation provides a
simple explanation for why the GHZ state has a high
Fisher information loss even for small values of p: When
Alice exposes a GHZ state to the noise, then Eve can esti-
mate the energy of Alice’s GHZ state by noting whether
or not she observes a photon. If Eve observes even a single
photon, then she can safely guess the energy associated
with the all-excited state, and if she observes no decay,
she guesses the energy of the ground state. (Her guess
is wrong with probability (1− p)n, corresponding to the
probability of the all-excited state suffering no decay.)
Our trade-off relation thus tells us that we seek a state
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with a large energy spread, but for which a decay would
not betray the value of the total energy of the state. As
the effect of the decay becomes more significant with in-
creasing p, some of the energy spread is sacrificed in order
to make the state more resilient to Eve’s probe.
Here we consider states that are invariant under per-

mutations of the n spins, motivated by the fact that the
Hamiltonan is permutation-invariant (see also [41, 42]).
These states live in the symmetric subspace and can be
written in the basis of Dicke states of the symmetric sub-
space. A Dicke state is a permutation-invariant state
with a fixed number of excitations. More specifically, for
q = 0, . . . , n we define

|hnq 〉 =

(
n

q

)−1/2 ∑
|x|=q

|x〉 , (198)

where the sum ranges over all strings x with xi = ↑, ↓,
and where |x| denotes the number of sites i where xi = ↓.
In the standard basis {|0〉 = |↑〉, |1〉 = |↓〉} for spin-1/2
particles, the value |x| is the Hamming weight of the
corresponding computational basis state x.

A general pure symmetric state vector can therefore be
written as

|ψ〉 =

n∑
q=0

ψq |hnq 〉 . (199)

We can consider an even superposition of two Dicke states
(as in § IVE). Namely, for 0 6 q1, q2 6 n we consider the
state vector

|ψ̃q1;q2〉 =
1√
2

[
|hnq1〉+ |hnq2〉

]
. (200)

Our upper bound on the sensitivity of the state vector
|ψ̃q1;q2〉 for all q1, q2 is depicted in Fig. 12 for n = 50
and the values of p = 0.01, 0.05, 0.1, 0.25. In contrast
to the case of erasures (§ IVE), the states among this
family where our bound is large have one of the terms
being close to the maximally excited state (q1 = 0 or
q2 = 0). (The bound is not necessarily expected to be
tight, in light of the gap that is apparent for n = 12 in
Fig. 11a between our bound and the exact value of the
quantum Fisher information. The discussion that follows
aims to identify states that can potentially have high
sensitivity, while ruling out states that are certain to have
low sensitivity.) This property can again be understood
from our trade-off relation. In the case of erasures, Eve
receives the entire reduced state of the systems that have
been lost. If q1 = 0 or q2 = 0, then the reduced state on
each subsystem is the pure state vector |↑〉; since it is a
pure state, it is easier for Eve to distinguish it from the
reduced state of the other Dicke state vector |hnq2〉. In the
case of amplitude damping, Eve only knows whether a
decay happened or not on each site and she cannot access
the full reduced state. An alternative phrasing of this
argument is to express erasures as a random operation
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Fig. 12: Upper bound (116) on the quantum Fisher information
of a superposition of two Dicke states on n = 50 spin-1/2
particles after being exposed to i.i.d. amplitude-damping noise.
A Dicke state with q excitations is an even superposition
of all states with exactly q excitations. For each q1, q2, the
considered state is an even superposition of the two Dicke
states with a number q1 and q2 of downwards-pointing spins
respectively. Each plot corresponds to a different value of the
single-site amplitude-damping noise parameter p. Our bound
attains its maximum on this family of states (black crosses)
for states that are an even superposition of the highest excited
state and of a weakly excited Dicke state that is separated from
the ground state. This separation hinders Eve from accurately
guessing the energy of Alice’s state, which via our trade-off
relation improves the state’s sensitivity after application of
the noisy channel. The bound is computed with k = n = 50.

X,Y, Z applied onto each site; equivalently, a random
operation from the set {σ+, σ−, Z} is applied on each site,
where σ± = [X±iY ]/

√
2 are the creation and annihilation

operators of the qubit excitation on a specific site. In
the case of amplitude damping, the Kraus operators have
no overlap with σ+, meaning that physically, there is
no event in which excitations are created in the system.
Such events, however, happen in the case of erasures.
If Eve receives the information that k such events have
occurred, she can safely assert that the energy of Alice’s
state could not have exceeded the energy of the state that
can still accommodate k further excitations. Thus, the
state q1 = 0 can easily be ruled out by Eve in the case of
erasures if she receives a report of even a single σ+ event.
Another interesting choice of state is the uniform su-

perposition of all Dicke states, giving rise to

|ψunif〉 =
1√
n+ 1

n∑
q=0

|hnq 〉 . (201)

The intuitive reason we expect this state to achieve a good
sensitivity after the noise is that if Eve observes emitted
photons, she gains comparatively little information about
the energy of Alice’s state as opposed to if the state
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is a superposition of few spaced-out Dicke states. The
Fisher information of this state after the application of the
amplitude damping noisy channel is depicted in Fig. 11.

A more systematic, numerical optimization of FBob, t by
varying Alice’s state using different Ansätze for the coeffi-
cients {ψq} indicate that the Fisher information obtained
by states of the form (200) can be marginally exceeded
for specific values of p by states for which the amplitudes
{ψq} are concentrated around two values q1 = 0 and some
value q2, but with some broadening to include some weight
on neighboring Dicke states to q2. Interestingly, there
appears to be many states with very different profiles
of {ψq} that achieve a very similar sensitivity after the
application of the noisy channel.

One particular such state is the state vector |ψhalf-Gauss〉
of the form (199) where the ψq coefficients are a half-
Gaussian centered on the all-excited state as

|ψhalf-Gauss〉 =
∑
q

ψq |hnq 〉 , ψq =
1

c
e−

(q/n)2

2w2 , (202)

where c is determined from the normalization condition.
Empirically, we find that this state with a value of w = 0.4
yields a sensitivity after application of the noisy channel
that is competitive with respect to the other studied states.
The half-Gaussian spreads with over the entire Dicke basis.
The amplitude of the ground state is ψn = e−1/(2w2)ψ0 ≈
0.04ψ0. Here again, the state vector |ψhalf-Gauss〉 balances
a broad spread in energy values while still preventing Eve
from easily finding out the energy of Alice’s state.
For our numerical calculations, we employed the stan-

dard Python NumPy and SciPy toolboxes along with
QuTip [65, 66]. The permutation invariance of our set-
ting greatly simplifies the calculation of terms of the form
tr
(
E†x′Exψ

)
and tr

(
E†x′Ex{H̄, ψ}

)
because Ex is a tensor

product of single-site operators. Similarly, the reduced op-
erator on a given number k of sites of any operator acting
on the symmetric subspace can be computed easily by com-
binatorial considerations in a basis of the symmetric sub-
space [41–43]. Even for n = 50, our pinched bound is easy
to compute even for k ∼ n in the permutation-invariant
setting: To determine the diagonal matrix elements asso-
ciated with N̂ (ψ) and N̂ ({H̄, ψ}), it suffices to compute
terms of the form tr

(
E†xExψ

)
and tr

(
E†xEx{H̄, ψ}

)
for

operators Ex of the form E⊗w1 ⊗E⊗(n−w)
0 (the other terms

are determined by symmetry).

B. Strongly interacting Ising Hamiltonian with a
noisy channel

Consider a one-dimensional spin chain with nearest-
neighbor ZZ couplings, with the Hamiltonian

H =

n−1∑
j=1

J

2
ZjZj+1. (203)

Our upper bound on Bob’s sensitivity to time, computed
using the expression (116) for various states, is plotted
in Fig. 13 for n = 12 and n = 50, with J = 2 in both
plots. We first consider the state vector corresponding
to an even superposition of a ferromagnetic all-zero state
and an antiferromagnetic state vector

|ψf-af〉 =
1√
2

[
|↓↓↓↓ . . .〉+ |↓↑↓↑ . . .〉

]
. (204)

Since |↓↓↓↓ . . .〉 and |↓↑↓↑ . . .〉 are energy eigenvectors of
respective energies ω(n− 1) and −ω(n− 1), we see that
the state vector |ψf−af〉 has energy variance σ2

H(ψf-af) =
ω2(n− 1)2. For comparison, we compute the true values
of the Fisher information (for n = 12), plotted as dashed
lines in Fig. 13a, as well as an ad hoc lower bound, plotted
as dotted lines. As can be seen in Fig. 13, our upper bound
yields tight bounds on the time sensitivity of the many-
body interacting probe, as witnessed by its proximity to
the true value and to the ad hoc lower bound, provided p
is not too large and k can be taken to be large enough.

The next probe state vector we consider is

|ψcode-f-af〉 =
1

2

[
|↓↓↓↓ . . .〉+ |↑↑↑↑ . . .〉

+ |↓↑↓↑ . . .〉+ |↑↓↑↓ . . .〉] .
(205)

The state vector |ψcode-f-af〉 is the state (163) using the
antiferromagnetic configuration as the bit string x. Recall
that this state satisfies our Knill-Laflamme-like conditions
for a single located error. Here we study how this state’s
sensitivity is affected when exposed to i.i.d. amplitude-
damping noise. Our upper bound on Bob’s Fisher infor-
mation via (116) is plotted in Fig. 13 for n = 12 and
n = 50, alongside that of |ψf-af〉. The probe state remains
almost maximally sensitive when p is small, in contrast
to the probe |ψf-af〉 which immediately loses sensitivity
at what appears to be a linear rate with p. This is a
manifestation of the fact that the sensitivity of the probe
state is unaffected by a single error, and only in the event
that two simultaneous errors occur does the sensitivity
decrease.
Finally, we consider for comparison the natural probe

state given by an ensemble of independent spins, each
pointing in the X direction

|+n〉 = |+〉 ⊗ |+〉 ⊗ · · · ⊗ |+〉 , (206)

where |+〉 = [|↑〉 + |↓〉]/
√

2 is the +1 eigenvector of X.
Our upper bound computed for the spin-coherent state
vector |+n〉 is plotted in blue in Fig. 13. We can see that
this probe state performs significantly worse than the
entangled probe states for p . 0.4. This is expected, since
such a probe’s noiseless sensitivity scales only linearly
in n, as opposed to the quadratic scaling of the sensitiv-
ity of the |ψf-af〉 and |ψcode-f-af〉 probe states. However,
the robustness of the spin-coherent state to the noise is
significant. At larger values of the amplitude damping
parameter (p ∼ 0.5 for n = 12), the other probe states
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Fig. 13: Numerical calculation of the upper bound on the sensitivity of a many-qubit state after i.i.d. amplitude-damping
noise, for different states evolving according to the one-dimensional Ising Hamiltonian H =

∑
j(J/2)ZjZj+1. a. Upper bound

on Bob’s Fisher information FBob(t) for n = 12 qubits as a function of amplitude-damping parameter p, for the state |ψf-af〉,
which is an even superposition of a ferromagnet state and an antiferromagnet state (in red), for |ψcode-f-af〉 which satisfies our
Knill-Laflamme-like conditions for a single located error (in green), and for the spin-coherent state vector |+〉⊗n where |+〉 is
the +1 eigenvector of X (in blue). Spin-coherent states are typically used in non-quantum-enhanced metrology. For each state,
bounds are shown for various values of k, where k is a parameter in the additional noisy channel acting on Eve’s system which is
used to derive the upper bound; bounds with larger values of k are harder to compute but are tighter. The upper bounds can
increase again for p & 0.4 because the bound only accounts for low-weight Kraus operators, and higher-weight errors cannot be
ignored in this regime. Dashed curves indicate the true Fisher information values, determined by direct computation, and the
dotted lines are lower bounds associated with |ψf-af〉 and |ψcode-f-af〉. The red curves for k = 6, 7, 8, the associated true value,
and the lower bound appear superimposed. b. Upper bounds for the states |ψf-af〉 and |ψcode-f-af〉 for n = 50 qubits, zoomed in
on low values of p. Dotted lines are lower bounds on the Fisher information for these states. Computing the true values of the
Fisher information in this regime would require more advanced methods, such as tensor networks [28].

have all but lost their advantage in sensitivity.

For our numerical calculations, we employed the stan-
dard Python NumPy and SciPy toolboxes along with
QuTip [65, 66]. Our source code is published on
Github [67]. To compute the trace terms in (116) we
express |ψ〉 and H̄|ψ〉 as superpositions of a small num-
ber of computational basis vectors over the n sites. The
traces then factorize into tensor factors enabling their
efficient computation. For the spin-coherent state we
work with the local X basis instead of the Z basis, such
that the spin-coherent state becomes a basis state in this
picture. The direct computation of the Fisher informa-
tion is performed via an eigenvalue decomposition of the
full n-body noisy probe state ρB to transform the anti-
commutator equation 1

2

{
ρB , R

}
= N (−i[H,ψ]) in a basis

where ρB is diagonal, and then solving element-wise to
determine R. The ad hoc lower bound is computed by
numerically solving the symmetric logarithmic derivative
in a restricted subspace consisting of the computational
basis vectors that appear in the decomposition of the
probe state and those bit-strings that are close by in
Hamming distance. The resulting value is guaranteed
to be a lower bound, because the map that projects the
state down to any subspace of the state space is a trace-

non-increasing, completely positive map for which one
can apply the data-processing inequality satisfied by the
Fisher information [19] (see Proposition 22 in Appendix C
for details).

IX. CONCLUSIONS AND OUTLOOK

Our results present a new paradigm for characterizing
the sensitivity of a quantum clock or sensor when exposed
to noise, by establishing a quantitative trade-off between
the quantum Fisher information of the noisy system with
respect to the parameter of interest and the quantum
Fisher information that the environment acquires with
respect to a complementary parameter. Information trade-
offs are interesting because they reveal properties of the
mathematical structure of quantum theory, which in turn
determine what tasks can be accomplished within the
laws of quantum mechanics. Here, our results provide a
guiding principle for finding noise-resilient clock states:
In order to avoid sensitivity loss due to the application
of a noise channel, clock states should hide their energy
from the environment.

Energy-time uncertainty relations have historically been
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harder to formulate than position-momentum-type uncer-
tainty principles, because there is no global time observ-
able in quantum mechanics in the same sense as there is a
position observable. Our work contributes an additional
type of time-energy uncertainty relation, complement-
ing existing uncertainty relations such as Mandelstamm-
Tamm-type uncertainty relations [13], Fisher-based un-
certainty relations with a single system [12], and entropic
uncertainty relations [15]. Our relation exploits a type of
complementarity between the local optimal sensing oper-
ator for time and the Hamiltonian (Fig. 5), in the same
spirit as uncertainty relations derived in Refs. [1, 12]. Our
relation furthermore connects the estimation capabilities
of two distinct parties (Bob and Eve); in this sense our
results can be seen as a Fisher information counterpart of
the entropic uncertainty relations for time and energy [15].

A. Summary and discussion

An overview of the results presented in this work can
be found in Fig. 3.
a. Time-energy sensitivity tradeoff. Our main result

is a quantitative time-energy sensitivity tradeoff relation
in the setting of Fig. 1. If a quantum system is subjected
to an instantaneous noisy channel, then the loss in sensi-
tivity to time trades off exactly with the environment’s
ability to sense the energy of the system as laid out in
Eq. (1).
The setting of our uncertainty relation (Fig. 1) is un-

conventional for quantum metrology: A quantum clock
usually accumulates noise continuously as time evolves,
much like a quantum probe usually accumulates noise
continuously while sensing an unknown parameter. Our
setting is instead the communication scenario studied in
Ref. [29]: Alice possesses a noiseless quantum clock that
already encodes some time value, and she sends it to Bob
over a noisy communication channel. In this alternative
setting one can analyze the quantum information that
leaks to the environment, which is more challenging to do
if we consider continuous noise.
An appealing feature of our tradeoff relation is that

Bob’s time sensitivity and Eve’s sensitivity to energy are
related by an equality. Concretely, this feature means that
not only does a gain in energy sensitivity imply a time
sensitivity loss by Bob, but also a loss in time sensitivity
for Bob automatically implies a gain in energy sensitivity
by Eve. In contrast, uncertainty relations in quantum
mechanics often relate two observable uncertainties or
two entropic quantities via an inequality. For instance,
a Schrödinger particle in one dimension that has a large
variance in the momentum observable need not have a
narrow variance in the position observable.
Our results furthermore hold for an arbitrary pure

probe state vector |ψ〉 and Hamiltonian H. We evade the
question of formally optimizing over the probe state vector
|ψ〉 itself—a central question in quantum metrology that
many contributions on using quantum error correction

for metrology address [21, 22, 50, 68, 69]—by identifying
instead what features a probe state vector |ψ〉must exhibit
to avoid being affected by the noise. The alternative
expression of the Fisher information obtained by our trade-
off relation can potentially facilitate the computation of
the Fisher information when optimizing the clock or probe
state, potentially improving state optimization schemes
such as those in Refs. [70, 71] in the presence of noise.
Our trade-off relation also offers a guideline to seek good
clock states, especially in settings where it might not be
possible to reliably prepare the probe state that has the
absolute best sensitivity: Noise-resilient clock states need
to hide their energy from the environment.

Importantly, it is not necessarily the probe state which
is least affected by the noise that is the most sensitive.
Another state might exhibit a better sensitivity after the
noisy channel, even if its sensitivity loss is greater, by
ensuring that it is initially sufficiently more sensitive. As
an extreme case, this point is illustrated by the ground
state of a qubit affected by amplitude-damping noise; the
ground state trivially remains unaffected by the noise but
has no sensitivity, whereas the +X eigenstate has a better
sensitivity, even if it is affected by the noise.
b. The setting of continuous noise. In certain specific

settings, the setup in Fig. 1 remains a good approximation
of a quantum clock exposed to continuous noise described
by a Lindbladian master equation (see §VI). A sufficient
condition that guarantees the accuracy of this approxima-
tion is to ensure on one hand that the Hamiltonian part
L0 of the evolution commutes (as a superoperator) with
the noise part L1 of the Lindbladian that contains all
the noise operators, and on the other hand that the time
derivative of the state is primarily driven by the Hamilto-
nian and not by the noise. More precisely, in the notation
of §VI, the sufficient condition consists in checking that
[L0,L1] = 0 as well as ensuring that ∂tN contributes only
a negligible part of the Fisher information F

(
ρ ; ∂tρ

)
[for

which a rigorous bound can for instance be computed in
Eq. (144)]. The second condition is rarely expected to be
violated, as sensors are typically designed to have their
signal imprinted on their state through their Hamiltonian
evolution; noise is usually a degrading process and is typ-
ically not the mechanism by which the signal is acquired.
If the Hamiltonian of a many-body system consists only
of single-site Z terms, then both i.i.d. dephasing noise
and i.i.d. amplitude-damping noise commute (as a super-
operator) with the Hamiltonian part of the Lindbladian.
Furthermore if the Hamiltonian H commutes with the
individual Lindblad jump operators, then the correspond-
ing evolutions also commute as superoperators; this is
the case for instance if H consists of arbitrary-weight
terms containing only Z operators and in the presence of
i.i.d. dephasing noise. In the case where [L0,L1] 6= 0 the
setting can still formally be mapped onto the setting of
Fig. 1, by defining the effective noise as the full evolution
map with a unitary applied on the input, as long as the
time dependence of the effective noisy channel can be
neglected. In this case, determining the effective noisy
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channel in general might be difficult.
c. Tradeoff with generalized parameters. The trade-

off relation for time and energy can be extended to other
parameter evolutions. First of all, there is a choice in
how ψ evolves along the t and η parameters: Any choice
of |ψ(t, η)〉 such that Eq. (23) is satisfied at (t0, η0) (but
not necessarily at other even neighboring points) leads to
the same Fisher information quantities FAlice, t, FAlice,η,
FBob, t, and FEve,η, so our trade-off relation directly ap-
plies. An alternative choice for the η parameter is an
evolution generated by the Lindbladian master equa-
tion ∂ηψ = L[ψ] with L[ρ] =

∑
k

[
LkρL

†
k − {L

†
kLk, ρ}/2

]
,

where Lk = σ−1
H

√
(ek + c)|ψ〉〈ek|, where {|ek〉} are eigen-

vectors of the Hamiltonian, where H =
∑
ek|ek〉〈ek|, and

where c > 0 is chosen large enough such that ek+c > 0 for
all k. (We have the opposite sign for ∂ηψ, but this can be
corrected by redefining η 7→ −η, and this does not impact
the Fisher information.) We can check that this choice
of ∂ηψ satisfies Eq. (26) at (t0, η0), and therefore also
Eq. (23). Another interesting choice for ψ(t, η) is to set
|ψ(t0, η)〉 = e(η−η0)H̄/(2σ2

H)|ψ(t0, η0)〉 for η in a neighbor-
hood of η0, recalling H̄ = H − 〈H〉ψ. Again, we see that
Eq. (26) is satisfied. This evolution is non-unitary, but one
can check that it does preserve the trace of ψ locally to
first order at η0: We have ∂η tr(ψ)

∣∣
η0

= tr
(
{H̄, ψ}

)
= 0.

Either of these choices of evolution might be relevant
depending on the specific application, though we expect
the primary application of our trade-off relation is to help
characterize Bob’s Fisher information to time, in which
case the specific choice of how the clock state is stated to
evolve along η might not be important.
The trade-off relation can further be extended to an

inequality that is valid for any two arbitrary parameters
(§ IIIC). The trade-off between the Fisher information
that Alice and Bob respectively have with respect to ei-
ther parameter is then quantified by a value that depends
on the commutator of the generators of the two parame-
ters (Theorem 5). The appearance of the commutator in
this expression reinforces its central role in quantifying
the incompatibility of physical observable quantities. Our
main time-energy trade-off relation can be partially recov-
ered from the more general Theorem 5 by plugging in the
local generators for time and energy; however, our main
time-energy trade-off relation includes an achievability
statement (equality instead of an inequality) which Theo-
rem 5 does not reproduce. While Theorem 5 appears to
be tight whenever the Robertson-Weyl uncertainty rela-
tion (66) is saturated for the two generators, the bound
can likely be improved when considering two generators
that have a small commutator.
d. Bounds on the quantum Fisher information. Com-

puting the quantum Fisher information for general states
involves the calculation of the symmetric logarithmic
derivative in (9). This object is straightforward to de-
termine for pure states, it is simple when represented in
the diagonal basis of the state, and it can be computed
using numerical methods such as the Bartels-Stewart algo-

rithm [72]. However, in the absence of a simple diagonal
representation of the state, it is in general difficult to char-
acterize analytically the Fisher information or to derive
useful bounds on the Fisher information that apply in
general settings of mixed states, especially if the state is
rank-deficient or close to the boundary of state space. Our
results provide an alternative expression for the Fisher
information in the scenario of Fig. 1. Combined with the
powerful semi-definite methods for the Fisher information
reviewed in Appendix C, we provide a general toolbox to
characterize the Fisher information for mixed states in
a variety of situations. For instance, for an interacting
many-body system subject to noise that acts locally, the
noise process might be well approximated by an environ-
ment that is small relative to the full many-body system.
In this case, the computation of the Fisher information
on Eve’s end happens on a smaller-dimensional system.
This observation is for instance a main component of our
bound (116).

By applying known Fisher information bounds on Eve’s
system, our trade-off relation enables us to straightfor-
wardly obtain an opposite bound for the Fisher informa-
tion of Bob’s noisy state (see §V). (Upper bounds on
the Fisher information can be difficult to obtain; see for
instance Refs. [31, 73].) An example of such a bound to
apply is the data processing inequality for the Fisher infor-
mation [19]: Further processing of a state that has been
exposed to the unknown parameter can only decrease the
sensitivity with respect to that parameter. This procedure
is useful when Eve obtains a state that is not diagonal
in the computational basis, making the Fisher informa-
tion harder to compute. In such cases, we can dephase
Eve’s state to set all the off-diagonal matrix elements to
zero. The resulting Fisher information for Eve can only
decrease; by our trade-off relation this immediately yields
an upper bound on Bob’s Fisher information. This bound
for instance facilitates the computation of the sensitivity
loss of a state exposed to weak amplitude-damping noise,
as discussed in §VIII.
e. Metrological codes. Our main uncertainty relation

leads to necessary and sufficient conditions for when a
clock state loses zero sensitivity when a given noisy chan-
nel is applied (§VII). These conditions are a weaker ver-
sion of the Knill-Laflamme conditions for quantum error
correction. Given a clock state vector |ψ〉 and a Hamilto-
nian H, we can consider the virtual qubit L spanned by
the vectors |ψ〉 and H|ψ〉. The clock state vector |ψ〉 loses
no sensitivity under the application of a noisy channel
with Kraus operators {Ek} if and only if all operators of
the form E†k′Ek, when projected onto the virtual qubit,
do not have any overlap with the Pauli-Z operator on the
virtual qubit. It would be in principle possible to prove
these zero sensitivity loss conditions directly on Alice’s
and Bob’s systems, without invoking our trade-off relation;
however, characterizing when Eve’s Fisher information
is zero provides an immediate proof whose simplicity we
have not been able to match with alternative techniques.

The zero sensitivity loss conditions (146) bear similar-
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ities with classical codes, where there is only a commu-
tative algebra of observables that one wishes to repro-
duce [46, 48]. Intuitively, the conditions simply ensure
that there is a measurement on Bob’s system that will
reveal the time parameter as well as the local time sens-
ing observable on Alice’s system. In contrast to fully
quantum error correction, however, there is in general no
recovery operation that will restore the pure clock state
accurately to first order in the parameter (see §VIIH 1
for a simple counterexample). An intriguing aspect of
the zero sensitivity loss conditions are that they do not
appear to be formally equivalent to quantum error cor-
rection with respect to specific set of noise operators.
(The results of [22, 50] appear to indicate that it might
be possible to implement certain metrological codes as
an error-correcting code involving ancillary systems.) In
some cases, such as the qubit example of §VIIH 1, the
clock state can be thought of as an error-correcting code
that only corrects a certain type of error (X or Y Pauli
errors). But this is not generally the case—there are exam-
ples of a clock state and a (highly nonlocal) Hamiltonian
that fulfill the metrological code condition for low-weight
errors, but that are not quantum error-correcting codes
with respect to neither low-weightX errors nor low-weight
Z errors (§VIIH 2).
The conditions for zero sensitivity loss are closely re-

lated to the recent series of works detailing how to use
quantum error correction for metrology in the presence of
noise [21, 22, 50, 68, 69, 74, 75]. The main difference with
our results is the setting that is being considered. We ask
which initial clock states one can prepare on the clock
system such that no sensitivity is lost when a noisy chan-
nel is applied (and what the associated optimal sensing
measurement after the application of the noisy channel
is), whereas the mentioned references consider the set-
ting where, during the time a probe system is exposed
to the signal and the continuous noise, one can control
the probe [76] to repeatedly apply the recovery procedure
associated with the quantum error-correcting code.
Metrological codes might be useful for ancillary mea-

surements of error syndromes [77]. Consider an ancillary
qudit (of dimension greater than two) which extracts a
bit-valued error syndrome via an entangling gate, cor-
relating a pair of states |ψ〉, |ξ〉 with respective binary
syndrome values 0, 1. If the ancillary subspace participat-
ing in syndrome extraction satisfies the zero sensitivity
loss conditions (146) against physical noise, then, by defi-
nition, a measurement in the {|ψ〉, |ξ〉} basis will not be
affected by such noise. In other words, the loss conditions
ensure protection against X-type logical noise, yielding
more robust syndrome extraction using a Z-type mea-
surement. However, such conditions do not preclude any
Y -type logical noise. They also do not guarantee fault
tolerance, which would require that ancilla errors not
spread to any logical encoding via backaction.
f. Numerics for many-body systems. Characterizing

the quantum Fisher information of a state exposed to
a noise channel using the bound presented in §VA is

convenient in the setting of a many-body system subject
to noise that acts locally. In the case of n qubits prepared
in a permutation-invariant state and exposed to an i.i.d.
amplitude-damping noise channel, we empirically find
that the bound (116) with k = n appears reasonably tight
for the states that we investigated and for small values
of the noise parameter p; furthermore, for a selection of
states including the GHZ state, the bound appears to
remain tight even in the regime of high values of p. Our
bound can be computed for systems of size n & 50 on a
standard desktop computer.
If instead of on-site terms we consider only Ising-type

nearest-neighbor interactions, we can study the robustness
of the example ‘metrological code’ introduced in §VII F
to an i.i.d. amplitude-damping channel with local noise
parameter p. This state retains its sensitivity after a sin-
gle located error. Our numerics show that in the presence
of i.i.d. noise, the decrease in the quantum Fisher infor-
mation scales only as p2, and not linearly in p as for the
other studied states with similar sensitivity. We observe
that if we expose the interacting system to continuous
amplitude-damping noise, then the noise part and the
unitary part of the Lindblad evolution don’t commute as
superoperators; it is then possible that the advantages
of the metrological code state might not persist in the
setting of continuous noise.

B. Outlook

Our trade-off relation is perhaps most relevant in an
intermediate regime where the clock is exposed to a signal
without the possibility for intermittent quantum control.
In such cases, the noise is expected to spoil any Heisen-
berg scaling that could be achieved using quantum error
correcting schemes due to the lack of recovery operations
during the evolution (see, e.g., Refs. [22, 31]). Provided
the setting can be modeled with a single noisy channel, our
results present an alternative expression for the sensitivity
of the noisy probe in this regime where the sensitivity
is not yet dominated by the asymptotic scaling. Our
results might therefore help identify which states present
sufficient robustness to the noise to present an advantage
in sensitivity with respect to commonly used states (such
as a GHZ state or a spin-coherent state).

In the situation where the clock evolves according to a
Lindbladian master equation, and the Hamiltonian and
noise parts of the Lindbladian fail to commute as super-
operators, one might expect in certain cases to still be
able to consider time-dependent noise using the following
trick. Let us identify the system A as a full copy of the
bipartite system B ⊗ E, and let the unitary evolution
of |ψ(t)〉 cover both systems. A time-dependent channel
Et(·) can be written as Et(·) = trE

[
U(t)(·)U†(t)

]
where all

the time dependence is encoded in the unitary U(t) and
where the environment system E is chosen suitably. We
then select the noisy channel NA→B = trE that simply
performs the partial trace over E; the complementary
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channel is correspondingly N̂A→E = trB. While writing
a Markovian master equation in this form might require
a huge environment system E with rapidly mixing in-
ternal dynamics, we expect that our formalism can still
account for simple time-dependence in the noisy channel
in this way. Note also that the unitary U(t) only has to
approximate on B the noisy channel Et locally to first
order around a fixed value of the parameter (e.g., t = 0)
in order to determine the Fisher information.
A potential domain of application of our main uncer-

tainty relation is for quantum thermometry [78], where
the goal is to estimate the temperature of a quantum
system. In the simple setting of quantum thermometry
where the temperature of the system is known to some
approximation, and a measurement is performed in order
to refine that knowledge, the optimal measurement to
carry out is an energy measurement [78]. Since our main
result (1) involves the sensitivity of a party with respect
to a parameter representing the energy, which is optimally
measured using the Hamiltonian of the noiseless system,
we expect that one can leverage our main results to yield
new sensitivity bounds for quantum thermometry.
Our results are also likely to be relevant in situations

where only a restricted set of operators can be measured
on a system. Such a restriction could be imposed by
limitations in control for a given experimental platform.
Suppose we prepare a clock state vector |ψ〉 evolving
noiselessly according to a Hamiltonian H. We would like
to measure the clock at time t ≈ t0, but we are only
permitted to use a measurement from a given set of mea-
surements. What is the optimal local sensitivity that
we can achieve? Should the set of allowed measurement
operators form an algebra, then the problem is equivalent
to sending the clock through a channel that represents
the projection onto that algebra. Our results then imply
that the resulting sensitivity trades off exactly with the
sensitivity that one can achieve with the set of measure-
ments in the commutant of that algebra, with respect to
the complementary parameter η.

It might be possible to extend our results to the multi-
parameter metrology regime where more than one pa-
rameter is estimated by Bob. There are known uncer-
tainty relations that determine trade-offs between the
precision to which individual parameters can be simulta-
neously estimated by a single party [18, 68, 79–82]. In
fact, the t and η parameters form a so-called D-invariant
model [81, 83], the latter referring to a multi-parameter
quantum statistical model in which the tangent space is
invariant under taking symmetric logarithmic derivatives.
D-invariant models are interesting in multi-parameter
quantum metrology, because different sensitivity bounds,
which in general are difficult to relate, can be shown
to coincide [81]. It seems plausible that known multi-
parameter uncertainty relations can be extended to the
present bipartite setting, either where all parameters are
simultaneously estimated by Bob while Eve simultane-
ously estimates a set of complementary parameters, or
where a number of parties estimate each individual pa-

rameter, where each party might be part of the output or
the environment.
Also, our results apply locally to first order around

a given fixed value of the unknown parameter; whether
similar results can be derived in the global parameter
estimation regime [83–87] is unknown. Global parameter
estimation might be more relevant for applications to
atomic quantum clocks [88, 89].

Along a similar vein, there are settings where one seeks
to compute different variants of the quantum Fisher in-
formation. For instance, the so-called right-logarithmic
derivative (see, e.g., Ref. [82]) is often used to bound
the standard quantum Fisher information. Alternative
sensitivity measures include the truncated Fisher infor-
mation [52], which not only give useful bounds on the
standard quantum Fisher information but can be more
relevant in the regime of limited measurement data. An
interesting question would be to study whether our results
extend to such generalized sensitivity measures.
Entropic uncertainty relations play a central role in

quantum cryptography [11, 15, 16, 90], and cryptographic
schemes have been studied for quantum metrology [91].
It is possible that our parameter estimation trade-off
can similarly form the basis of cryptographic schemes in
which a parameter encoded in a quantum state is to be
shielded from a malevolent eavesdropper. Furthermore,
the Fisher information is closely related to relative en-
tropy measures [82, 92, 93]; we might expect our trade-off
relation to translate into a statement about Rényi relative
entropies.
The development of quantum atomic clocks as ultra-

precise time references [94] makes it all the more important
to achieve a thorough understanding of how noise can be
prevented from spoiling sensitivity. We also anticipate
that our results will be relevant for recently developed
atomic clocks built with a lattice of interacting atoms [9]
and correlated many-body sensing probes [6, 95], as these
platforms will offer new possibilities for metrology by
exploiting the strong interactions between the particles.
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APPENDIX

We first introduce some preliminaries and notation that will be used throughout the Appendices.
All Hilbert spaces are finite-dimensional unless otherwise indicated, and all projectors are Hermitian.
A pure quantum state is a vector |ψ〉 in the Hilbert space that is normalized to unit norm, and the
terminology pure quantum state is also used by extension for the associated density operator |ψ〉〈ψ|.
Quantum states are positive semidefinite operators ρ with unit trace, tr(ρ) = 1. A subnormalized
quantum state is a positive semidefinite operator ρ satisfying tr(ρ) 6 1. States are normalized to
unit trace unless explicitly specified as being subnormalized.

For any Hermitian operator O, we denote by PO the projector onto the support of O, and by
P⊥O = 1 − PO its complement. For any positive semi-definite operator A, we denote by A−1 its
Moore-Penrose pseudoinverse, i.e., the operator obtained by taking the inverse on the support of A.

We denote by ‖A‖ the maximal singular value of an operator A. We also define the Schatten
one-norm as ‖A‖1 = tr

√
A†A.

It will prove convenient to “vectorize” operators by viewing them as vectors in Hilbert-Schmidt
space using the following representation. The vector space of operators acting on a Hilbert space H

is isomorphic to H ⊗H . Let |1⟫ denote the element

d∑
i=1

|i〉 ⊗ |i〉 ∈H ⊗H , (207)

where {|i〉}di=1 is a fixed basis of H . We define the “vectorized” representation of any operator A
acting on H as |A⟫ = (A⊗ 1)|1⟫. Similarly, we define ⟪1| = ∑d

i=1〈i| ⊗ 〈i| and ⟪A| = ⟪1|(A† ⊗ 1).
We recall the useful identity

(X ⊗ 1)|1⟫ = (1⊗XT )|1⟫, (208)

and note that |1⟫ = |1⟫ is the vectorized operator representation of the identity matrix 1. We denote
a rank-one operator |φ〉〈ψ| in this representation as |φ, ψ⟫, with |φ, ψ⟫ = |φ〉 ⊗ (|ψ〉)∗ and ⟪φ, ψ| =
〈φ| ⊗ (〈ψ|)∗. The Hilbert-Schmidt inner product in this notation is simply tr(A†B) = ⟪A|B⟫. The
matrix elements of A in any basis {|`〉} are also simply given by 〈` |A |`′〉 = ⟪`, `′ |A⟫. A superoperator
E acting on an operator M is denoted by E|M⟫. The superoperator consisting of a left-multiplication
by A and a right-multiplication by B, i.e., M 7→ AMB, is represented by |M⟫ 7→ (A ⊗ BT )|M⟫.
The identity superoperator id is represented by 1 ⊗ 1. Also, ⟪A|E |B⟫ = ⟪B |E† |A⟫∗, where E†
is the usual superoperator adjoint defined by tr(ME†(N)) = tr(E(M)N). In the following and
unless otherwise stated, superoperators are expressed in this representation, unless they are explicitly
applied onto an operator with the notation E(·).

We now compute a few quantities that often recur throughout these appendices. Let |ψ〉 be a state
vector and consider the evolution ∂tψ = −i[H,ψ] where H is any Hermitian operator. Let M be any
Hermitian operator. We have〈(dψ

dt

)2〉
=
〈
(−i[H,ψ])2

〉
= − tr

[
ψ(HψHψ −HψH − ψH2ψ + ψHψH)

]
= tr(ψH2)− [tr(ψH)]2 ; (209)

−i[i[M,ψ], ψ] = (Mψ − ψM)ψ − ψ(Mψ − ψM) = {M,ψ} − 2〈M〉ψ
= {M − 〈M〉, ψ} . (210)
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Appendix A: Auxiliary lemmas

The notion of Schur complement will serve multiple times in these appendices, so we state it here.

Theorem 9 (Positive semi-definiteness via Schur complement). Let A ∈ Cn×n, B ∈ Cm×m be
positive semi-definite matrices. Let W ∈ Cn×m be an arbitrary complex matrix. The following
statements are equivalent:

(i)
[
A W

W † B

]
> 0 ,

(ii) WP⊥B = 0 and A >WB−1W † ,

(iii) P⊥AW = 0 and B >W †A−1W .

Moreover, (ii) implies P⊥AW = 0 and (iii) implies WP⊥B = 0.

For a proof, see, e.g., Ref. [96]. With respect to the proof of similar statements in standard
textbooks, we can see that (ii) implies P⊥AW = 0 as follows: Hitting the inequality with P⊥A (·)P⊥A
and noting that WB−1W † > 0, we see that P⊥AWB−1W †P⊥A = 0, which implies P⊥AWB−1/2 = 0.
Therefore, P⊥AW = 0 using the fact that WP⊥B = 0. Similarly, (iii) implies WP⊥B = 0.

Now we present a simple method to relate operator inequalities before and after the application of
a completely positive map.

Lemma 10 (Positive semi-definiteness of block matrices under completely positive maps). Let
A,B,W ∈ Cn×n be complex matrices and assume that[

A W

W † B

]
> 0 . (A1)

Let Φ be any completely positive map that maps operators on Cn to operators on Cm. Then[
Φ(A) Φ(W )

Φ(W †) Φ(B)

]
> 0 . (A2)

Proof. The matrix (A2) is obtained by applying the completely positive map id2⊗Φ onto (A1). �

While the above lemma is fairly trivial, paired with Theorem 9 it enables us to show less obvious
inequalities such as the following.

Corollary 11 (Image of matrix squared under a sub-unital, completely positive map). Let M
be a Hermitian operator and let Φ be any completely positive map that satisfies Φ(1) 6 1. Then
Φ(M2) > [Φ(M)]2.

Proof. Observe first that
[
M2 M
M 1

]
= [M 1 ]

†
[M 1 ] > 0. With the sub-unitality condition on Φ and

Lemma 10, we have [
Φ(M2) Φ(M)
Φ(M) 1

]
>
[

Φ(M2) Φ(M)
Φ(M) Φ(1)

]
> 0 . (A3)

Thanks to Theorem 9, this implies Φ(M2) > Φ(M)1−1 Φ(M) = [Φ(M)]2. �
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Appendix B: Solutions of the anti-commutator equation

In this appendix, we briefly review the solutions of the anti-commutator equation

1

2
{ρ,M} = N , (B1)

where M is the unknown operator, N is a fixed operator, ρ is a sub-normalized quantum state, and
{A,B} := AB +BA denotes the anti-commutator.

For any sub-normalized state ρ, it is convenient to define the Hermiticity-preserving super-operator
Rρ as

Rρ(·) =
1

2

{
ρ, (·)

}
. (B2)

Note that Rρ is neither completely positive nor trace-preserving. The operator Rρ is self-adjoint,
since tr(NRρ(M)) = 1

2 tr(N{ρ,M}) = 1
2 tr({ρ,N}M) = tr(Rρ(N)M). It is interesting to study the

superoperator Rρ as a linear operator in Hilbert-Schmidt space. In vectorized operator space, it is
represented as

Rρ =
1

2

(
ρ⊗ 1+ 1⊗ ρT

)
. (B3)

This matrix is Hermitian and positive, and it is positive definite if and only if ρ has full rank. The
fact that the vectorized matrix representing Rρ is positive is not to be confused with the usual notion
of a superoperator being positive, which means preserving the positivity of its argument. Here, Rρ
has a positive semi-definite vectorized representation, which means that ⟪M |Rρ |M⟫ > 0 for all
operators |M⟫.

Suppose for a moment that ρ has full rank. Then the superoperator Rρ can be inverted, because
its vectorized operator matrix representation has full rank, and we denote the inverse by R−1

ρ . The
operator M = R−1

ρ (N) is then the unique solution to the anti-commutator equation 1
2{ρ,M} = N .

If {|k〉} is a basis of the Hilbert space that diagonalizes ρ as ρ =
∑
k pk|k〉〈k|, then (B3) provides a

diagonal representation of Rρ, and we obtain the familiar expression of R−1
ρ as

R−1
ρ |N⟫ =

∑
k,k′

2

pk + pk′
|k, k′⟫⟪k, k′ |N⟫ , i.e., R−1

ρ (N) =
∑
k,k′

2

pk + pk′
〈k |N |k′〉 |k〉〈k′| . (B4)

If ρ is not full rank, then we define R−1
ρ as the Moore-Penrose inverse of the superoperator Rρ, i.e.,

we take the inverse on its support. From (B3) we can identify the kernel kerRρ of the superoperator
Rρ as the space spanned by operators of the form |φ, ψ⟫ where Pρ|φ〉 = Pρ|ψ〉 = 0, where Pρ is
the projector onto the support of ρ. If {|k〉} is a basis of the Hilbert space that diagonalizes ρ as
ρ =

∑
k pk|k〉〈k|, then (B3) is diagonal in the basis {|k, k′⟫} and we see that the expression (B4)

remains the correct expression for R−1
ρ , provided we only keep those terms in the sum for which

pk + pk′ 6= 0.

We may now state the following useful proposition that characterizes the full solution set of the
anti-commutator equation 1

2{ρ,M} = N for M .

Proposition 12 (Solutions to the anti-commutator equation). Let ρ be any sub-normalized quantum
state, let N be any operator, and let Rρ be given by (B2). Let Pρ denote the projector onto the
support of ρ and let P⊥ρ = 1− Pρ. Then the set S of solutions of the equation Y = Rρ(M) for the
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operator M is

S =

{
∅ if P⊥ρ NP⊥ρ 6= 0 ;{
R−1
ρ (N) + P⊥ρ M

′P⊥ρ : M ′ any operator
}

if P⊥ρ NP⊥ρ = 0 ,
(B5)

where R−1
ρ denotes as above the Moore-Penrose pseudoinverse of the superoperator Rρ. Furthermore,

if Y is Hermitian, then the set SH of Hermitian solutions of the equation N = Rρ(M) for the
operator M is

SH =

{
∅ if P⊥ρ NP⊥ρ 6= 0 ;{
R−1
ρ (N) + P⊥ρ M

′′P⊥ρ : M ′
′ any Hermitian operator

}
if P⊥ρ NP⊥ρ = 0 ,

(B6)

where R−1
ρ (Y ) is always a Hermitian operator.

This proposition is essentially obvious if we think of superoperators as linear operators in Hilbert-
Schmidt space. Indeed, it is well known that the general solution to a system of equations given in
matrix form can be expressed by the matrix pseudoinverse, plus anything that is in the matrix kernel.

Proof. Let P⊥ be the superoperator projector onto the kernel of Rρ. In the vectorized-operator
representation, we have P⊥ := P⊥ρ ⊗ (P⊥ρ )T as can be seen from (B3). Let P = id − P⊥ be the
superoperator projector onto the complementary operator subspace, which is the support of Rρ.
Observe that RρR−1

ρ = R−1
ρ Rρ = P and that RρP⊥ = 0.

The claim we want to show is that if P⊥|N⟫ 6= 0, then there is no solution to the equation
|N⟫ = Rρ|M⟫; otherwise, then the equation is satisfied if and only if

|M⟫ = R−1
ρ |N⟫+ P⊥|M ′⟫ (B7)

for some operator |M ′⟫. The condition P⊥|N⟫ = 0 is necessary for any solution to the equation
|N⟫ = Rρ|M⟫ to exist, as otherwise |N⟫ would not be in the range of Rρ. We can therefore assume
for the rest of this proof that P⊥|N⟫ = 0.

Suppose M solves Rρ|M⟫ = |N⟫. Applying R−1
ρ on both sides, we have P|M⟫ = R−1

ρ |N⟫, which
determines |M⟫ on the operator space projected onto by P . On the complementary space (associated
with P⊥), the operator |M⟫ can be arbitrary because this subspace is the kernel of Rρ. A general
operator in this subspace can be written as P⊥|M ′⟫ for some operator M ′. This proves that the
solution M must have the form given in the claim. Conversely, if

|M⟫ = R−1
ρ |N⟫+ P⊥|M ′⟫ (B8)

for some operator |M ′⟫, then we see that Rρ|M⟫ = Rρ
(
R−1
ρ |N⟫+ P⊥|X ′⟫) = P|N⟫ = |N⟫, thus

proving the claim.
If N is Hermitian, then R−1

ρ (N) is Hermitian because Rρ, and hence R−1
ρ , is Hermiticity-preserving.

Any two Hermitian solutions M0,M1, as seen above, must differ by a term P⊥ρ M
′P⊥ρ for some

arbitrary M ′; because the difference M0 −M1 is Hermitian, M ′ can be chosen to be Hermitian as
well (specifically, one can set M ′′ = (M ′ +M ′

†
)/2). �

We now compute the map R−1
ψ (·) in the case the reference state is a pure (normalized) state vector

|ψ〉.

Proposition 13 (Computing R−1
ρ when ρ is a pure state). Let |ψ〉 be a (normalized) state vector
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and let P⊥ψ = 1− |ψ〉〈ψ|. Then for any Hermitian O we have

R−1
ψ (O) = 2(O − P⊥ψ OP⊥ψ )− 〈O〉ψψ . (B9)

Proof. Define Ō := O − P⊥ψ OP⊥ψ − 〈O〉ψψ. By linearity, we have

R−1
ψ (Ō) = R−1

ψ (O)− 〈O〉ψ ψ , (B10)

noting that 1
2{ψ,ψ} = ψ and therefore R−1

ψ (ψ) = ψ. The operator Ō satisfies P⊥ψ ŌP
⊥
ψ = 0 and

〈Ō〉ψ = 0, the latter implying that Ōψ = P⊥ψ Ōψ. Then

Ō = (ψ + P⊥ψ )Ō(ψ + P⊥ψ ) = P⊥ψ Ōψ + ψŌP⊥ψ =
{
ψ, Ō

}
,

and therefore R−1
ψ (Ō) = 2Ō. From (B10) we then find

R−1
ψ (O) = 2Ō + 〈O〉ψ = 2(Z − P⊥ψ OP⊥ψ )− 〈O〉ψ . �

Appendix C: Semidefinite programming methods for the Fisher information

In this appendix, we review some methods based on semi-definite programming [97, 98] for
computing the Fisher information, and review some elementary properties of the Fisher information.
Let ρ be any sub-normalized quantum state, and let D be any Hermitian operator that satisfies
P⊥ρ DP

⊥
ρ = 0 (recall P⊥ρ is the projector onto the kernel of ρ). Define the quantity

F
(
ρ ; D

)
:= tr

(
ρR2

)
, (C1)

where R is any solution to 1
2

{
ρ,R

}
= D. For a normalized state ρ and for traceless D, the quantity

F
(
ρ ; D

)
corresponds to the Fisher information associated with a one-parameter family of states

λ 7→ ρλ taken at a value of λ where ρλ = ρ and dρλ/dλ = D. We allow sub-normalized states ρ and
operators D with nonzero trace in the definition (C1) for later technical convenience. We require
that P⊥ρ DP⊥ρ = 0 as otherwise the anti-commutator equation 1

2

{
ρ,R

}
= D has no solution for R.

The definition of F
(
ρ ; D

)
does not depend on the choice of R that solves 1

2

{
ρ,R

}
= D. Indeed,

Proposition 12 guarantees that any two solutions differ only by a term P⊥ρ M
′P⊥ρ ; such a term does

not contribute to the trace in (C1). We may therefore write, using the notation of Appendix B,

F
(
ρ ; D

)
= tr

(
ρ
[
R−1
ρ (D)

]2)
. (C2)

We now write this expression as a pair of convex optimizations. These expressions have been
derived in Refs. [26, 28]; we provide a proof using our notation for self-consistency.

Proposition 14 (Fisher information in terms of convex optimization problems). Let ρ be a sub-
normalized quantum state and D be a Hermitian operator that satisfies P⊥ρ DP⊥ρ = 0. The quantity
F
(
ρ ; D

)
defined in (C1) is equivalently expressed as the following optimizations:

F
(
ρ ; D

)
= max
S=S†

4
[
tr(DS)− tr(ρS2)

]
(C3a)

= min
{

4 tr(L†L) : ρ1/2L+ L†ρ1/2 = D
}
, (C3b)

where the first optimization ranges over all Hermitian operators S and where in the second optimization
L is an arbitrary complex matrix. Optimal choices for the variables are S = (1/2)R−1

ρ

(
D
)
and
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L = ρ1/2S, noting that {ρ, S} = D. Furthermore, alternative forms for the minimization are

F
(
ρ ; D

)
= 4 min

{
tr(N) :

[
ρ O

O† N

]
> 0 with O +O† = D , N > 0

}
(C3c)

= min
{

tr(J) :

[
ρ D + iK

D − iK J

]
> 0 with K = K† , J > 0

}
, (C3d)

in which optimal choices are O = ρS, N = S ρS, K = −i[ρ, S], and J = R−1
ρ (D) ρR−1

ρ (D).

Note that the condition in the optimization (C3d) implicitly enforces the fact that P⊥ρ (D + iK) = 0

(see Theorem 9); this can make it more complicated to guess a candidate for K in (C3d) if ρ does
not have full rank, especially if P⊥ρ D 6= 0. Also, note that if there is any feasible choice of candidates
in (C3c), then automatically P⊥ρ O = 0 and O†P⊥ρ = 0, such that P⊥ρ DP⊥ρ = P⊥ρ (O + O†)P⊥ρ = 0.
Therefore, finding feasible candidates automatically enforces the condition in the definition (C1). A
similar argument holds if feasible candidates are found in (C3b) or (C3d).

Proof. The maximization (C3a) is a quadratic optimization can be cast into a semi-definite program
using Schur complements (Theorem 9). We stick closely to the formalism of Watrous [98, 99]. We
introduce a variable Q > 0 with the constraint Q > S2 expressed as a Schur complement condition:

1

4

{
maximization in (C3a)

}
= maximize :

[
tr(DS)− tr(ρQ)

]
over variables : S = S†, Q > 0

subject to :

[
Q −S
−S 1

]
> 0 .

(C4)

(The sign of −S in the last constraint is for later convenience.) We now determine the corresponding
dual problem. Let

[
M O
O† N

]
> 0 be the Lagrange dual variable corresponding to the primal constraint,

with M,N > 0 and O arbitrary. The primal constraint can be written as[
−1 0

0 0

]
⊗Q+

[
0 1

1 0

]
⊗ S 6

[
0 0

0 1

]
⊗ 1 . (C5)

The dual objective is obtained by collecting the constant terms of the constraints and taking the
inner product with the corresponding dual variable. Here we only have the right hand side of (C5)
and we obtain the objective that is simply to minimize tr(N). There are two dual constraints, one
for each primal variable S and Q; to a Hermitian variable corresponds an equality constraint and to
a positive semi-definite variable corresponds a positive semi-definite constraint. The primal objective
gives the constant terms for each constraint, which are (. . .) = D and (. . .) > −ρ. For the left hand
side of the first constraint we obtain the term tr1

([
M O
O† N

]
[ 0 1
1 0 ]
)

= O + O†. For the left hand side
of the second constraint, we find − tr1

([
M O
O† N

] [
1 0
0 0

])
= −M . We thus obtain the following dual

problem:

(C4) = minimize tr(N)

over variables M > 0, N > 0, O ,

subject to O +O† = D ,

M 6 ρ ,[
M O

O† N

]
> 0 .

(C6)

Equality with the primal optimization problem holds thanks to strong duality, which is ensured by
the Slater conditions [98, 99]. We can further simplify the dual problem. First, the choice M = ρ is
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optimal: Indeed, for any optimal choices of variables with M 6 ρ, we can replace M by ρ while still
achieving the same value. Therefore,

(C6) = minimize tr(N)

over variables N > 0, O ,

subject to O +O† = D ,[
ρ O

O† N

]
> 0 .

(C7)

Using the Schur complement argument again (Theorem 9), we find that n > O†ρ−1O, and for the
same reason as above, there is an optimal choice of variables with Y = O†ρ−1O. Hence

(C7) = minimize : tr(O†ρ−1O)

over variables : O arb.

subject to : O +O† = D

P⊥ρ O = 0 .

(C8)

We may introduce the variable L = ρ−1/2O, which yields

(C8) = minimize : tr(L†L)

over variables : L arb.

subject to : ρ1/2L+ L†ρ1/2 = D .

(C9)

We recognize the optimization in (C3b). At this point we have shown that both optimizations in the
claim, Eqs. (C3a) and (C3b), are equal thanks to semi-definite programming duality. It remains to
show that the common optimal value is F

(
ρ ; D

)
as given by (C2).

To find optimal variables, we examine the complementary slackness conditions [99] corresponding to
the primal-dual problem pair (C4) and (C6). Namely, taking the product of an inequality constraint
with the corresponding dual variable turns the inequality into an equality for optimal primal and
dual choices of variables. For the primal constraint this gives us the equalities

QM − SO† = 0 ; QO − SN = 0 ;

−SM +O† = 0 ; −SO +N = 0 .
(C10)

From −SM + O† = 0 along with the optimal M = ρ we deduce that ρS = O and thus ρ1/2S =

ρ−1/2O = L. Plugging this into the constraint in (C9) we find

ρS + Sρ = D . (C11)

The solutions of this anti-commutator equation have been studied in Appendix B, leading us to the
primal candidate

S =
1

2
R−1
ρ

(
D
)
. (C12)

Plugging this choice into (C4), along with the choice Q = S2, we obtain

(C4) >
1

2
tr
(
DR−1

ρ (D)
)
− 1

4
tr
(
ρ
[
R−1
ρ (D)

]2)
=

1

4
F
(
ρ ; D

)
, (C13)

where we have used the fact that tr
(
DR−1

ρ (D)
)

= ⟪D |R−1
ρ |D⟫ = ⟪D |R−1

ρ RρR−1
ρ |D⟫ =
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⟪R−1
ρ (D) |Rρ |R−1

ρ (D)⟫ = tr
(
ρ
[
R−1
ρ (D)

]2).
By construction, L = ρ1/2S satisfies the constraint in (C9), noting that we have used the assumption

that P⊥ρ DP⊥ρ = 0 as in the proposition statement. The corresponding value attained in the dual
problem is

(C9) 6 tr(L†L) =
1

4
tr
(
ρ
[
R−1
ρ (D)

]2)
=

1

4
F
(
ρ ; D

)
, (C14)

noting that tr(L†L) = tr(ρS2). Combining Eqs. (C13) and (C14) with the above statement that
(C4) = (C9) proves the first part of the claim.

The alternative form (C3c) is nothing else than (C7). Now we show the alternative form (C3d).
Consider the optimization (C7). Decompose O = OR + iOI into Hermitian and anti-Hermitian parts
with OR = (O + O†)/2 = O†R, OI = −i(O − O†)/2 = O†I . The constraint on O indicates that the
Hermitian part OR of O must satisfy 2OR = D. The second constraint then becomes[

ρ D/2 + iOI
D/2− iOI N

]
> 0 . (C15)

Conjugating by [ 1 0
0 21 ], we see that this condition is equivalent to[

ρ D + 2iOI
D − 2iOI 4N

]
> 0 . (C16)

Now we set K = 2OI and J = 4N , showing that the optimization (C3d) is equivalent to (C7) (up to
a factor of 4), and therefore equal to F

(
ρ ; D

)
.

For completeness, we exhibit optimal choices for K,J . Choose K to be the anti-Hermitian part of
ρR−1

ρ (D), i.e., K = (ρR−1
ρ (D)−R−1

ρ (D)ρ)/(2i). Then

D + iK =
1

2

(
ρR−1

ρ (D) +R−1
ρ (D)ρ

)
+

1

2

(
ρR−1

ρ (D)−R−1
ρ (D)ρ

)
= ρR−1

ρ (D) , (C17)

and its Hermitian conjugate is D − iK = R−1
ρ (D)ρ. Now choose J = (D − iK)ρ−1(D + iK) =

R−1
ρ (D)ρR−1

ρ (D); the constraint in (C3d) is satisfied thanks to Theorem 9. The value reached by
this choice of candidates is then the optimal value tr(J) = F

(
ρ ; D

)
. �

The expressions in Proposition 14 lead to simple proofs of elementary properties of the Fisher
information.

Proposition 15 (Simple bounds for the Fisher information). Let ρ be a sub-normalized quantum
state and D be a Hermitian operator that satisfies P⊥ρ DP⊥ρ = 0. Then we have

‖D‖2 6 F
(
ρ ; D

)
6 tr(ρ−1D′2) , (C18)

where D′ = 2D − PρDPρ.

Proof. First we show the lower bound. Let |φ〉 be a (normalized) eigenvector associated with the
largest eigenvalue of D (in magnitude), such that 〈φ|D |φ〉 = ‖D‖. For some s ∈ R to be determined
later, we choose the optimization candidate S = s|φ〉〈φ| in (C3a). Then the corresponding objective
value is

F
(
ρ ; D

)
> 4 tr(DS)− 4 tr(ρS2) = 4s‖D‖ − 4s2〈φ|ρ |φ〉 . (C19)

The latter expression is maximal when 0 = (d/ds)( · · · ) = 4‖D‖ − 8s〈φ |ρ |φ〉, i.e., when s =
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‖D‖/(2〈φ|ρ |φ〉). We obtain the bound

F
(
ρ ; D

)
> 2

‖D‖2

〈φ|ρ |φ〉
− ‖D‖2

〈φ |ρ |φ〉
=
‖D‖2

〈φ |ρ |φ〉
> ‖D‖2 , (C20)

recalling furthermore that 〈φ |ρ |φ〉 6 1.
For the upper bound, consider the optimization problem (C3b) and choose the candidate L =

ρ−1/2D′/2. This is a feasible candidate because

ρ1/2L+ L†ρ1/2 = PρD
′ + (h.c.) = 2PρD − PρDPρ + (h.c.)

= 2PρD(Pρ + P⊥ρ )− PρDPρ + (h.c.)

= PρDPρ + 2PρDP
⊥
ρ + (h.c.)

= 2(PρDPρ + PρDP
⊥
ρ + P⊥ρ DPρ) = 2D , (C21)

where h.c. stands for the Hermitian conjugate of the entire preceding expression, and where we
furthermore recall that P⊥ρ DP⊥ρ = 0. The objective value attained by this choice of candidate is
F
(
ρ ; D

)
6 4 tr

(
L†L

)
= tr

(
ρ−1D′2

)
. �

Proposition 16 (Right logarithmic derivative (RLD) bound [83]). Let ρ be a sub-normalized quantum
state and let D be a Hermitian operator satisfying P⊥ρ DP⊥ρ = 0. Let G be any operator (possibly
non-Hermitian) that satisfies

(
ρG+G†ρ

)
/2 = D. Then

F
(
ρ ; D

)
6 tr(ρGG†) . (C22)

Proof. Use L = ρ1/2G/2 in (C3b). �

Proposition 17 (Fisher information under parameter rescaling). Let ρ be a sub-normalized quantum
state and D be a Hermitian operator that satisfies P⊥ρ DP⊥ρ = 0. Then for any α 6 1, β ∈ R,

F
(
αρ ; βD

)
=
β2

α
F
(
ρ ; D

)
. (C23)

Proof. Let S,L be optimal variables in (C3a) and (C3b) for F
(
αρ ; βD

)
. Let S′ = (α/β)S and

L′ = (
√
α/β)L. Then

1

4
F
(
αρ ; βD

)
= tr(βDS)− tr(αρS2) =

β2

α

[
tr(DS′)− tr(ρS′2)

]
6
β2

α

1

4
F
(
ρ ; D

)
; (C24a)

1

4
F
(
αρ ; βD

)
= tr(LL†) =

β2

α
tr(L′L′†) >

β2

α

1

4
F
(
ρ ; D

)
, (C24b)

noting that L′ is a valid choice of optimization candidate in (C3b) for F
(
ρ ; D

)
because ρ1/2L′ +

L′†ρ1/2 = (1/β)
(
(αρ)1/2L+ L†(αρ)1/2

)
= D. �

Proposition 18 (Fisher information bound for trace-decreasing maps). Let |ψ〉 be a (normalized)
state vector and let |ξ〉 be any vector such that 〈ψ |ξ〉 = 0. Let N be any completely positive,
trace-non-increasing map and let 0 6 α 6 1 such that N †(1) 6 α1. Then

F
(
N (|ψ〉〈ψ|) ; N (|ξ〉〈ψ|+ |ψ〉〈ξ|)

)
6 4α〈ξ |ξ〉 . (C25)
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Proof. Let O = N (|ψ〉〈ξ|) and N = N (|ξ〉〈ξ|). These choices are feasible in (C3c) because applying
the completely positive map N ⊗ id2 onto the positive semi-definite matrix[

|ψ〉〈ψ| |ψ〉〈ξ|
|ξ〉〈ψ| |ξ〉〈ξ|

]
=

[
|ψ〉
|ξ〉

] [
〈ψ| 〈ξ|

]
> 0 (C26)

gives again a positive semi-definite matrix. This choice of variables yields the objective value
tr
(
N (|ξ〉〈ξ|)

)
= tr

(
N †(1) |ξ〉〈ξ|

)
6 α〈ξ |ξ〉, proving the claim. �

Proposition 19 (Joint convexity of the Fisher information). Let {ρk} be a set of sub-normalized
states and {Dk} be a set of Hermitian operators such that P⊥ρkDkP

⊥
ρk

= 0. Let {αk} be a real positive
coefficients such that

∑
k αk tr(ρk) 6 1. Then

F

(∑
k

αkρk ;
∑
k

αkDk

)
6
∑
k

αkF
(
ρk ; Dk

)
. (C27)

Proof. For each k, let Kk, Jk be optimal choices in (C3d) for F
(
ρk ; Dk

)
. Set K =

∑
k αkKk and

J =
∑
k αkJk. Then [

ρ D + iK

D − iK J

]
=
∑
k

αk

[
ρk Dk + iKk

Dk − iKk Jk

]
> 0 , (C28)

and so K,J are feasible candidates in the problem (C3d) for F
(
ρ ; D

)
. The objective value achieved

for this choice of variables gives the bound F
(
ρ ; D

)
6 tr(J) =

∑
k αk tr(Jk) =

∑
k αkF

(
ρk ; Dk

)
. �

Proposition 20 (Additivity of independent probes). Let ρA, ρ′B be two sub-normalized quan-
tum states on two systems A,B, and let DA, D′B be two traceless Hermitian operators such that
P⊥ρADAP

⊥
ρA = 0 and P⊥ρ′BD

′
BP
⊥
ρ′B

= 0. Then

F
(
ρA ⊗ ρ′B ; DA ⊗ ρ′B + ρA ⊗D′B

)
= F

(
ρA ; DA

)
+ F

(
ρ′B ; D′B

)
. (C29)

Observe that the second argument on the left hand side corresponds to the derivative of the state of a
composite system that remains in a tensor product, (d/dt)(ρA⊗ρ′B) = (dρA/dt)⊗ρ′B+ρA⊗(dρ′B/dt).

Proof. Here we may directly guess a solution R to RρA⊗ρ′B (R) = DA ⊗ ρ′B + ρA ⊗D′B. Compute
first

RρA⊗ρ′B
(
1A ⊗MB

)
=

1

2

{
ρA ⊗ ρ′B ,1A ⊗MB

}
=

1

2
ρA ⊗

{
ρ′B ,MB

}
, (C30)

so we see that, setting

R = 1A ⊗R−1
ρ′B

(D′B) +R−1
ρA (DA)⊗ 1B , (C31)
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we have RρA⊗ρ′B (R) = ρA ⊗D′B +DA ⊗ ρ′B . Then

F
(
ρA ⊗ ρ′B ; DA ⊗ ρ′B + ρA ⊗D′B

)
= tr

(
(ρA ⊗ ρ′B)R2

)
= tr

(
(ρA ⊗ ρ′B)

(
1A ⊗

[
R−1
ρ′B

(D′B)
]2

+
[
R−1
ρA (DA)

]2 ⊗ 1B
+ 2R−1

ρA (DA)⊗R−1
ρ′B

(D′B)
))

= F
(
ρA ; DA

)
+ F

(
ρ′B ; D′B

)
, (C32)

where in the last line we have used tr
(
ρAR−1

ρA (DA)
)

= tr
(
DA − P⊥ρADAP

⊥
ρA

)
= tr(DA) = 0. �

Proposition 21 (Fisher information for pure states). Let |ψ〉 be a sub-normalized state vector and
let D be a Hermitian operator satisfying tr(D) = 0 and P⊥ψ DP

⊥
ψ = 0. Then 〈D〉ψ = 0 and

F
(
ψ ; D

)
=

1

(trψ)2

[
4 tr
(
ψD2

)]
. (C33)

Furthermore, if tr(ψ) = 1 and D = −i[H,ψ] for some Hermitian operator H, then

F
(
ψ ; D

)
= 4σ2

H = 4
(
〈H2〉ψ − 〈H〉2ψ

)
. (C34)

Proof. First of all thanks to Proposition 17 we assume without loss of generality that tr(ψ) = 1.
Then, to see that 〈D〉 = 0 we write

0 = tr(D) = tr
[
(ψ + P⊥ψ )D

]
= 〈D〉+ tr

[
P⊥ψ DP

⊥
ψ

]
= 〈D〉 . (C35)

Using (C2) and Proposition 13, we then find

F
(
ψ ; D

)
= tr

(
ψ (2D)2

)
= 4 tr(ψD2) . (C36)

If furthermore D = −i[H,ψ] for some Hermitian H, then we use (209) to see that tr(ψD2) =

〈H2〉ψ − 〈H〉2ψ. �

Proposition 22 (Data processing inequality for the Fisher information [19]). Let ρ be a sub-
normalized quantum state and D be a Hermitian operator that satisfies P⊥ρ DP⊥ρ = 0. Let E be any
completely positive, trace-non-increasing map. Then

F
(
ρ ; D

)
> F

(
E(ρ) ; E(D)

)
. (C37)

Proof. First we show that P⊥E(ρ)E(D)P⊥E(ρ) = 0, ensuring that the right-hand side in (C37) is well
defined. Decompose D = PρDPρ+P⊥ρ DPρ+PρDP

⊥
ρ = D0+D†0, defining D0 = (PρDPρ)/2+PρDP

⊥
ρ

such that P⊥ρ D0 = 0. For c > 0 large enough, we have
[
ρ D0

D†0 c1

]
> 0 thanks to Theorem 9. Applying

the completely positive map id2⊗E we obtain
[
E(ρ) E(D0)

E(D†0) cE(1)

]
> 0, and therefore thanks to Theorem 9,

P⊥E(ρ)E(D0) = 0. Then P⊥E(ρ)E(D)P⊥E(ρ) = 0 recalling D = D0 +D†0.

Let S be optimal in (C3a) for F
(
E(ρ) ; E(D)

)
, thus satisfying F

(
E(ρ) ; E(D)

)
=
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4
[
tr
(
S E(D)

)
− tr

(
E(ρ)S2

)]
. Choosing the candidate E†(S) in (C3a) for F

(
ρ ; D

)
we obtain

F
(
ρ ; D

)
> 4
[
tr
(
D E†(S)

)
− tr

(
ρ [E†(S)]2

)]
> 4
[
tr
(
E(D)S

)
− tr

(
ρ E†(S2)

)]
= 4
[
tr
(
E(D)S

)
− tr

(
E(ρ)S2

)]
= F

(
E(ρ) ; E(D)

)
, (C38)

where we have used Corollary 11 in the second inequality. �

In the case of commuting state and differential, the symmetric logarithmic derivative reduces to a
matrix inverse as described by the following proposition.

Proposition 23 (Fisher information for commuting state and derivative). Let ρ be any sub-normalized
quantum state and let D be a Hermitian operator that satisfies P⊥ρ DP⊥ρ = 0. Suppose that ρ and D
commute. Then

F
(
ρ ; D

)
= tr

(
ρ−1D2

)
. (C39)

Proof. This can be shown from the properties of the symmetric logarithmic derivative, but we give
a simple alternative proof using our convex optimizations for fun. Choose S = ρ−1D/2 in (C3a),
which we note is a Hermitian operator because ρ and D commute. This gives F

(
ρ ; D

)
> (C39).

Similarly, the choice L = ρ−1/2D/2 in (C3b) provides the opposite bound. �

The following proposition interprets the Fisher information for sub-normalized states according to
the definition (C1) as the Fisher information of a normalized state that was projected onto a smaller
subspace. This interpretation works as long as the sub-normalized state does not change trace along
its evolution, meaning that the derivative D has zero trace.

Proposition 24 (Fisher information for sub-normalized and normalized states). Let ρ be any sub-
normalized quantum state and let D be any Hermitian operator that satisfies both tr(D) = 0 and
P⊥ρ DP

⊥
ρ = 0. Define ρ′, D′, with an additional new Hilbert space dimension, as

ρ′ =

 ρ 0

0 1− tr(ρ)

 ; D′ =

 D 0

0 0

 . (C40)

Then

F
(
ρ ; D

)
= F

(
ρ′ ; D′

)
. (C41)

Proof. Let P denote the projector onto the subspace of the Hilbert space on which the upper left
block of ρ′, D′ acts. Let R = R−1

ρ (D), and define

R′ =

 R 0

0 0

 . (C42)
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Multiplying together block-diagonal matrices preserves the block-diagonal structure, hence

1

2
{ρ′, R′} =


1

2
{ρ,R} 0

0 0

 = D′ . (C43)

Then with the definition (C1),

F
(
ρ′ ; D′

)
= tr

(
ρ′R′2

)
= tr

(
ρR2

)
= F

(
ρ ; D

)
. �

We can furthermore prove a relation between the Fisher information of two different directions in
state space that might be associated with two different parametrized evolutions.

Proposition 25 (Relation between the Fisher information of two directions). Let ρ be a sub-
normalized quantum state and let D,D′ be two Hermitian operators that satisfy P⊥ρ DP

⊥
ρ =

P⊥ρ D
′P⊥ρ = 0. Then

F
(
ρ ; D

)
6 F

(
ρ ; D′

)
+
[
F
(
ρ ; D +D′

)
F
(
ρ ; D −D′

)]1/2
. (C44)

Proof. Define the shorthand ∆± = D ±D′. We compute

F
(
ρ ; D

)
= tr

(
ρ
[
R−1
ρ

(
D′
)

+R−1
ρ

(
∆−
)]2)

= F
(
ρ ; D′

)
+ tr

(
ρ
[(
R−1
ρ

(
∆−
))2

+
{
R−1
ρ

(
D′
)
, R−1

ρ

(
∆−
)}])

= F
(
ρ ; D′

)
+ tr

(
ρ
{1

2
R−1
ρ

(
∆−
)

+R−1
ρ

(
D′
)
, R−1

ρ

(
∆−
)})

, (C45)

where in the last equality we have used M2 = { 1
2M,M} for any operator M along with the linearity

of the anti-commutator in the first argument. Furthermore, we see from the definition of ∆− that

D′ +
1

2
∆− =

1

2

(
D +D′

)
=

1

2
∆+ . (C46)

Then

(C45) = F
(
ρ ; D′

)
+

1

2
tr
(
ρ
{
R−1
ρ

(
∆+

)
, R−1

ρ

(
∆−
)})

= F
(
ρ ; D′

)
+ Re tr

(
ρ R−1

ρ

(
∆+

)
R−1
ρ

(
∆−
))

=: F
(
ρ ; D′

)
+ Cρ

(
∆+,∆−

)
, (C47)

where Cρ
(
∆+,∆−

)
is defined as the second term in the above expression. From the Cauchy-Schwarz

inequality,

∣∣Cρ(∆+,∆−
)∣∣2 6 tr

(
ρ
[
R−1
ρ

(
∆+

)]2)
tr
(
ρ
[
R−1
ρ

(
∆−
)]2)

. (C48)

Hence

(C47) 6 F
(
ρ ; D

)
+
[
F
(
ρ ; ∆+

)
F
(
ρ ; ∆−

)]1/2
, (C49)
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as claimed. �

Using a similar idea, we can also prove a continuity bound on the Fisher information with respect
to its second argument.

Proposition 26 (A continuity bound of the Fisher information in its second argument). Let ρ be
any sub-normalized quantum state and let D,∆ be any Hermitian operators such that P⊥ρ DP⊥ρ =

0 = P⊥ρ ∆P⊥ρ . Then∣∣∣F (ρ ; D + ∆
)
− F

(
ρ ; D

)
− F

(
ρ ; ∆

)∣∣∣ 6 2
[
F
(
ρ ; D

)
F
(
ρ ; ∆

)]1/2
. (C50)

As a consequence,∣∣∣F (ρ ; D + ∆
)
− F

(
ρ ; D

)∣∣∣ 6 F
(
ρ ; ∆

)
+ 2
[
F
(
ρ ; D

)
F
(
ρ ; ∆

)]1/2
. (C51)

Proof. Using the formula F
(
ρ ; D′

)
= tr(D′R−1

ρ (D′)) for the Fisher information, we write

F
(
ρ ; D + ∆

)
= tr

(
(D + ∆)R−1

ρ (D + ∆)
)

= F
(
ρ ; D

)
+ F

(
ρ ; ∆

)
+ 2 tr

(
DR−1

ρ (∆)
)
, (C52)

recalling that R−1
ρ is superoperator self-adjoint. The claim follows by bounding the last term in the

above expression using the Cauchy-Schwarz inequality, to get∣∣tr(DR−1
ρ (∆)

)∣∣ 6√tr
(
DR−1

ρ (D)
)

tr
(
∆R−1

ρ (∆)
)

=
√
F
(
ρ ; D

)
F
(
ρ ; ∆

)
. �

We can consider more precisely how FBob, t behaves when seen as a function of the noise channel
N , for channels N that are close to the identity channel id. More specifically, we prove a continuity
bound for the quantum Fisher information F

(
N (ψ) ; N (∂tψ)

)
at the point N = id, when that

quantity is seen as a function of N .

Proposition 27. Let |ψ〉 be a pure state and let D be a Hermitian operator such that 〈D〉ψ = 0 and
P⊥ψ DP

⊥
ψ = 0. Let ε > 0 and let N be a channel with ‖N − id‖� 6 ε. Then

F
(
ψ,D

)
> F

(
N (ψ),N (D)

)
> F

(
ψ,D

)
− 8ε‖D‖1‖D‖∞ . (C53)

Observe that the stated conditions on D are satisfied if D = −i[H,ψ] for some Hermitian operator
H.

Proof. Let ε > 0 and let N = id + ∆ where ∆ is a Hermiticity-preserving superoperator with
‖∆‖� 6 ε. The first claimed inequality immediately follows from the data processing inequality. We
now prove the second inequality. Using Proposition 13, let S = 1

2R
−1
ψ (D) = D. Since this S is known
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to be optimal in Eq. (C3a) for F
(
ψ ; D

)
, we can compute

F
(
ψ ; D

)
= 4
{

tr
[
(D)S

]
− tr

[
ψ S2

]}
= 4
{

tr
[
N (D)S

]
− tr

[
N (ψ)S2

]}
− 4
{

tr
[
∆(D)S

]
− tr

[
∆(ψ)S2

]}
6 F

(
N (ψ),N (D)

)
+ 4
∥∥∆(D)

∥∥
1
‖S‖∞ + 4

∥∥∆(ψ)
∥∥

1
‖S‖2∞

6 F
(
N (ψ),N (D)

)
+ 8ε‖D‖1‖D‖∞ , (C54)

using ‖D‖∞ 6 ‖D‖1, and thus proving the claim. �

Appendix D: Optimal local sensing and the Cramér-Rao bound

Here we review which operators achieve the optimal variance in estimating an unknown parameter [1,
12, 23, 24, 83]. An unknown parameter t of an evolution ρt of a (normalized) quantum state is
estimated locally around t0 using an observable T , whose measurement outcomes are the estimates
of the parameter. We ask for the observable to have the correct average and first order deviation,
〈T 〉ρt0+dt

= t0 + dt + O(dt2); except in edge cases, this condition can be enforced by a suitable
scaling factor and a suitable shift by the identity. The conditions then become 〈T 〉ρt0 = t0 and
tr
{

(∂tρt|t0)T
}

= 1. We seek to minimize the operator T ’s variance 〈T 2〉ρt0 −〈T 〉
2
ρt0

. We call such an
operator with minimal variance an optimal local sensing operator, and the square root of the minimal
variance is the optimal estimation error ∆tunc(t0) locally at t0. That is, the optimal estimation
error locally at t0, along with an optimal local sensing operator at t0, are given by the following
optimization problem:

∆t2unc(t0) = min
T=T †

tr
{
ρt0(T − t01)2

}
,

s.t. tr
{
ρt0T

}
= t0 , tr

{
(∂tρt|t0)T

}
= 1 .

(D1)

In the event that ∂tρt|t0 = 0, there is no operator T that satisfies the given conditions. We
conventionally set ∆tunc =∞, since the state is locally stationary and no observable is able to detect
a first-order deviation in the parameter t.

A more general scheme would enable an agent to use a generalized measurement given by a POVM
instead of an observable T . However, as shown in e.g. Ref. [1], the optimal POVM can in fact be
chosen to be a projective measurement. Therefore one cannot sense a parameter more accurately
using a POVM instead of an observable.

The following proposition fully characterizes the locally optimal sensing observables (cf., e.g., [1]).
In the following, we write as a shorthand ρ and ∂tρ instead of ρt0 and ∂tρt|t0 .

Proposition 28 (Locally optimal sensing). Assume ∂tρ 6= 0. Then any operator T that is optimal
in (D1) is of the form

T = t1+ (∆t2unc)R−1
ρ

(
∂tρ
)

+ P⊥ρ MP⊥ρ , (D2)

for some Hermitian operator M .
If P⊥ρ (∂tρ)P⊥ρ = 0, then ∆t2unc = [F

(
ρ ; ∂tρ

)
]−1 with the Fisher information defined in (C1), and

M can be arbitrary.
If P⊥ρ (∂tρ)P⊥ρ 6= 0, then ∆t2unc = 0 and M satisfies tr

(
M P⊥ρ ∂tρP

⊥
ρ

)
= 1.

Let’s further note that if ∂tρ = 0, we have F (ρ; ∂tρ) = 0. Therefore, provided that P⊥ρ ∂tρP⊥ρ = 0,
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we can in full generality write

∆t2unc =
1

F
(
ρ ; ∂tρ

) , (D3)

along with the convention that ∆tunc = ∞ if F
(
ρ ; ∂tρ

)
= 0. In our setting, the optimal sensing

scheme always achieves the value of the Cramér-Rao bound.

Proof of Proposition 28. Without loss of generality, we assume t0 = 0 throughout this proof;
this is achieved by shifting the parameter to center it at zero, implying the corresponding shift
T → T ′ = T − t01. We thus consider the optimization problem

∆t2unc = min
T=T †

tr
{
ρt0T

2
}
,

s.t. tr
{
ρt0T

}
= 0 , tr

{
(∂tρt|t0)T

}
= 1 .

(D4)

First of all we observe that the first condition, tr(ρT ) = 0, can be ignored without changing the
optimal value of the problem. Indeed, for any T that satisfies tr

(
(∂tρ)T

)
= 1 but with tr(ρT ) 6= 0,

we can define T ′ = T − tr(ρT )1, with tr(ρT ′) = 0 and tr
(
(∂tρ)T

)
= tr

(
(∂tρ)T ′

)
since tr(∂tρ) =

∂t tr(ρ) = 0; then tr(ρT ′2) = tr(ρT 2) − [tr(ρT )]2 6 tr(ρT 2), meaning that T ′ not only satisfies
tr(ρT ′) = 0 in addition to the other condition, but it achieves a better objective function value.
We can recast this optimization as semidefinite problem, following Ref. [83, 100], by using Schur

complements (Theorem 9):

∆t2unc = min
Q>0, T=T †

tr(ρQ)

s.t. : tr
(
(∂tρ)T

)
= 1;[

Q −T
−T 1

]
> 0 .

(D5)

The associated dual problem takes the following form, noting that strong duality holds thanks to
Slater’s conditions [98, 99].

∆t2unc = max
A,C>0, B arb., µ∈R

µ− tr(C)

s.t. : A 6 ρ

B +B† = µ∂tρ[
A B

B† C

]
> 0

= max
B arb., µ∈R

µ− tr(B†ρ−1B)

s.t. : B +B† = µ∂tρ

PρB = B

(D6)

= max
L arb., µ∈R

µ− tr(L†L)

s.t. : ρ1/2L+ L†ρ1/2 = µ∂tρ ,

(D7)

using again Schur complements and where we introduced the variable L via B = ρ1/2L, and where
Pρ = 1− P⊥ρ is the projector onto the support of ρ.
A powerful characterization of the whole family of optimal solutions to a semi-definite problem

with strong duality are the complementary slackness relations. An inequality constraint multiplied
by the corresponding dual variable becomes an equality for any choice of primal and dual optimal
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solutions [98, 99]. Here, this means that[
Q −T
−T 1

] [
A B
B† C

]
= 0. (D8)

This gives us the following relations that must be satisfied for any choice of optimal variables:

Qρ = TB† ; QB = TC ; B† = Tρ ; C = TB . (D9)

The third equality (B† = Tρ) along with the dual constraint in (D6) implies that ρT + Tρ = µ∂tρ.
Proposition 12 asserts that the solutions are necessarily of the form T = (µ/2)R−1

ρ

(
∂tρ
)

+ P⊥ρ MP⊥ρ
for some Hermitian M .

Now first suppose that P⊥ρ (∂tρ)P⊥ρ = 0. The primal value achieved for a T of this form, and for
any µ and M , is

primal achieved = tr(ρT 2) =
µ2

4
F (t) , (D10)

with F (t) as in (9). From complementary slackness we have B† = Tρ and hence tr(B†ρ−1B) =

tr(ρT 2) = µ2F (t)/4. The dual problem therefore reaches the value

dual achieved = µ− µ2F (t)/4 . (D11)

Optimality implies that the primal and dual values are equal, µ2F (t)/4 = µ−µ2F (t)/4 and therefore
µ = 2/F (t) (note µ = 0 is ruled out because the primal constraint tr

(
(∂tρ)T

)
= 1 would be impossible

to satisfy). Therefore the optimal solution to the problem is

∆t2unc =
1

F (t)
. (D12)

Now suppose that P⊥ρ (∂tρ)P
⊥
ρ 6= 0. Then there cannot be any solution for L in the constraint

in (D7) unless µ = 0 (the left hand side vanishes entirely if we hit it with P⊥ρ (·)P⊥ρ but not the right
hand side if µ 6= 0). Then T = P⊥ρ XP

⊥
ρ , which implies tr(ρT 2) = 0, and furthermore M must satisfy

tr
(
(∂tρ)P⊥ρ MP⊥ρ

)
= 1 from the primal constraint. The dual candidate L = 0 yields objective value

of zero in the dual problem, and therefore the optimal value of the optimization problem is zero,
∆t2unc = 0. �

Appendix E: Proof of the sensitivity uncertainty relation

The goal of this section is to prove the statements made in § III. The setting is the one introduced in
§ II. We provide two independent proofs of the uncertainty relation. The first proof is more intuitive
and straightforward. The second proof is slightly more general and provides greater insight into
some technicalities that underpin the uncertainty relation. The second proof directly relates the
semi-definite characterizations of the quantities FBob, t and FEve,η, making it easier to analyze edge
cases, to gain insight on what choices of semi-definite variables are optimal, and to consider the more
general situation where N is a trace-non-increasing map.

1. Proof via the second order expansion of the fidelity

The strategy of our first proof of our uncertainty relation is to provide a direct proof of the
statement presented as Corollary 2; we have already seen in the main text that the statement in
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Theorem 1 is equivalent to Corollary 2.

First observe that without loss of generality, we can assume that the Hamiltonian is time-
independent. This is because the Fisher information only depends on the state and its local
time derivative at t, which is given by Eq. (42) and only depends on the value of the Hamiltonian at
the fixed value t of interest.

Our proof proceeds in a similar fashion to that of the channel-extension bound developed in
Refs. [30, 31, 73]. While our uncertainty relation could also be derived from the results in those
references, we provide a self-contained proof for completeness and consistency of notation.

A remarkable property of the Fisher information is that it is directly related to the Bures distance
and the fidelity of quantum states [1, 12, 25, 101] according to

FBob, t = −4
d2

dt′2

∣∣∣∣
t′=t

F (ρB(t), ρB(t′)) , (E1)

where F (ρ, ρ′) = ‖ρ1/2ρ′1/2‖1 = tr
[
(ρ1/2ρ′ρ1/2)1/2

]
is the root fidelity between two quantum

states [61], where ‖A‖1 denotes trace norm, i.e., the sum of the singular values of A. Note that at
t′ = t, the fidelity reaches its maximum value 1. We assume that ρ(t) is does not change rank at
t′ = t, avoiding edge cases where the expression (E1) is incomplete [32–34].

By Uhlmann’s theorem, and writing |ρ(t)〉BE = VA→BE |ψ(t)〉A in terms of the Stinespring dilation
VA→BE of N given in (43), we have that

F (ρB(t), ρB(t′)) = max
WE unitary

∣∣〈ρ(t′)|BEWE |ρ(t)〉BE
∣∣ , (E2)

where WE is a unitary operation on E. We therefore have the following equivalent expressions:

F (ρB(t), ρB(t′)) = max
WE

Re 〈ψ(t′)|A V †WE VA→BE |ψ(t)〉A (E3a)

= max
WE

Re 〈ψ(t′)|A N̂ †(WE) |ψ(t)〉A (E3b)

= max
WE

Re 〈ψ(t)|A eiH(t′−t)N̂ †(WE) |ψ(t)〉A (E3c)

= max
WE

Re tr
(
N̂
(
ψA(t) eiH(t′−t))WE

)
(E3d)

=
∥∥N̂ (ψeiH(t′−t))∥∥

1
, (E3e)

where the complementary channel N̂ is given by (44). In the above expressions, the maximization
can be taken over operators WE that are unitary, or equivalently, it can be relaxed to all operators
WE satisfying ‖WE‖ 6 1.

The optimal unitary WE is given by the polar decomposition of the operator N̂
(
ψeiH(t′−t)). For

t′ = t+ dt with a small dt, we have that the optimal WE is close to the identity, which is the optimal
for t′ = t. Let us expand WE = 1 − idtS − (1/2)dt2S2 + O(dt3) for general matrices S and S2

to be determined. The unitary constraint W †EWE = 1E for all dt implies that S = S† and that
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S2 + S†2 = 2S†S = 2S2. Starting from (E3c) and expanding up to order dt2 we find

F (ρB(t), ρB(t′))

= max
S=S†, S2

Re tr

{
ψ

(
1+ idtH − H2

2
dt2
)
N̂ †
(
1− idtS − S2

2
dt2
)}

+O(dt3)

= 1 + max
S=S†, S2

{
dtRe tr

[
iψH − iψN̂ †(S)

]
+ dt2 Re tr

[
−1

2
ψH2 − 1

2
ψN̂ †(S2) + ψHN̂ †(S)

]
+O(dt3)

}
= 1 +

dt2

2
max

S=S†, S2

Re tr
{
−ψH2 − ψN̂ †(S2) + 2ψHN̂ †(S)

}
+O(dt3) , (E4)

recalling that N̂ †(1) = 1, and where the first-order term vanishes because a product of two Hermitian
operators has a real trace; with the factor i the term is killed by taking the real part. Continuing
with only the second order term we find

d2

dt′2

∣∣∣∣
t′=t

F (ρB(t), ρB(t′))

= max
S=S†, S2

{
− tr

(
ψH2

)
− 1

2
tr
(
N̂ (ψ)

(
S2 + S†2

))
+ tr

[
{ψ,H} N̂ †(S)

]}
= max
S=S†

{
− tr

(
ψH2

)
− tr

(
N̂ (ψ)S2

)
+ tr

[
N̂
(
{ψ,H}

)
S
]}

, (E5)

where we have used the identity 2 Re tr(AO) = tr(A(O + O†)) for Hermitian A, the identity
2 Re tr(ABC) = tr({A,B}C) for Hermitian A,B,C, as well as the condition S2 + S†2 = 2S2 that
came from enforcing the unitarity of WE .

It is instructive to briefly comment on the situation of a time-dependent Hamiltonian. The
derivation of the above expression, especially (E3c) and the expansion of the time evolution operator
leading up to (E4), looks like it necessitated the assumption of time independence of the Hamiltonian
and that a time-dependent Hamiltonian might have led to a different result. In fact, we obtain the
same result with a time-dependent Hamiltonian, which can be seen as follows. Write

H(t) = H + tH ′ +O(t2) (E6)

and expand the time evolution operator via the time-ordered exponential as U†(t′ − t) =

T ei
∫ t′
t
dt′′H(t′′) = 1 + i

∫ t′
t
dt′′H(t′′) −

∫ t′
t
dt′′H(t′′)

∫ t′′
t
dt′′′H(t′′′) + O(t′3) = 1 + idtH +

(dt2/2)
(
iH ′ −H2

)
+ O(dt3), then we see that the only difference in the expressions leading up

to (E4) is an additional term Re tr
{
ψiH ′dt2

}
which is equal to zero.

Now, we proceed to prove the uncertainty relation. With the definition ∆FBob, t = FAlice, t−FBob, t,
we have

∆FBob, t = 4
(
tr(ψH2)−

(
tr(ψH)

)2)
+ 4

d2

dt′2

∣∣∣∣
t′=t

F (ρB(t), ρB(t′))

= max
S=S†

{
4 tr
[
N̂
(
{ψ,H}

)
S
]
− 4 tr

[
N̂ (ψ)S2

]
− 4
(
tr(ψH)

)2}
, (E7)

recalling that FAlice, t = 4σ2
H = 4

(
〈H2〉 − 〈H〉2

)
and using the expression (E5). Observe that ∆FBob, t

is necessarily invariant under a constant shift of the Hamiltonian H 7→ H + c1, because such a
shift does not influence the evolution ψ(t) and therefore both FAlice, t and FBob, t are invariant
under such shifts. [This invariance can also be checked explicitly by carrying out the corresponding
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transformations H 7→ H + c1 and S → S + c1 in (E7).] Applying the shift H 7→ H − 〈H〉ψ yields

(E7) = max
S=S†

{
4 tr
[
N̂
(
{ψ, H̄}

)
S
]
− 4 tr

[
N̂ (ψ)S2

]}
, (E8)

using the shorthand H̄ := H −〈H〉ψ. At this point we recognize the expression of the Fisher informa-
tion from Proposition 14, with ρ = N̂ (ψ) and D = N̂

(
{ψ, H̄}

)
. Let’s briefly check that the require-

ment P⊥ρ DP⊥ρ = 0 in Proposition 14 and in the definition of the Fisher information (C1) is satisfied.

Thanks to Theorem 9, we have
[
ψ ψH̄
H̄ψ H̄ψH̄

]
> 0, and furthermore, by Lemma 10,

[
N̂ (ψ) N̂ (ψH̄)

N̂ (H̄ψ) N̂ (H̄ψH̄)

]
> 0;

by Theorem 9 again, this implies that P⊥ρ N̂
(
ψH̄

)
= 0. Therefore P⊥ρ N̂

(
{ψ, H̄}

)
P⊥ρ = 0. It follows

that

∆FBob, t = (E8) = F
(
N̂ (ψ) ; N̂

(
{ψ, H̄}

))
, (E9)

as claimed.

2. Direct proof using the semi-definite characterization of the Fisher information

For this section, we fix |ψ〉, |ξ〉 be such that 〈ψ |ψ〉 = 1 and 〈ψ |ξ〉 = 0, and let N be a completely
positive, trace non-increasing map. Let VA→BE be a Stinespring dilation of N , i.e., N (·) =

trE
(
V (·)V †

)
, and let N̂ (·) = trB

(
V (·)V †

)
. Let

DY
A = −i

(
|ξ〉〈ψ| − |ψ〉〈ξ|

)
; DZ

A = |ξ〉〈ψ|+ |ψ〉〈ξ| . (E10)

Suppose that |ΦB:E〉 is a maximally entangled ket between two suitable sub-spaces of B and E
that are sufficiently large to ensure that there exist M,Λ matrices on B satisfying

V |φ〉 = (Λ⊗ 1)|ΦB:E〉 ; V |ξ〉 = (M ⊗ 1)|ΦB:E〉 . (E11)

(Alternatively, one can embed both B and E into larger systems B′, E′ with B′ ' E′, on which
one can consider the canonical maximally entangled ket |Φ′B′:E′〉 =

∑
|k〉B′ |k〉E′ with respect to

the canonical bases of B′, E′. We then define |ΦB:E〉 by projecting down |Φ′B′:E′〉 onto B ⊗ E.)
Throughout the following, we only ever consider operators that are in the support of the reduced
operators of ΦB:E on B and E.

We define the operation tB→E(·) := trB
{

ΦB:E [(·)⊗ 1E ]
}
which is the partial transpose oper-

ation with respect to the bases used to define |ΦB:E〉. Equivalently, a defining property of this
operation is that for any operator XB , we have (XB ⊗ 1E)|ΦB:E〉 = (1B ⊗ tB→E(XB))|ΦB:E〉. Fur-
thermore, for any M , we have tB→E(M†) =

[
tB→E(M)

]† and for any X,Y we have tB→E(MN) =

tB→E(N) tB→E(M). Similarly, we define the inverse operation tE→B(·) = tr
{

ΦB:E [1B ⊗ (·)]
}
which

has the same properties.

Observe that ΛΛ† = N (|ψ〉〈ψ|) = ρB and MM† = N (|ξ〉〈ξ|). Furthermore, we define W via the
polar decomposition of Λ = ρ1/2W , with

Λ = ρ1/2W ; Λ† = W †ρ1/2 ; Λ−1 = W †ρ−1/2 ; Λ−† = ρ−1/2W . (E12)

The operators Λ−1 and Λ−† are the Moore-Penrose pseudo-inverses of Λ and Λ†, respectively, as
can be seen by computing ΛΛ−1 = Pρ and Λ−1Λ = W †PρW as well as Λ†Λ−† = W †PρW and
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Λ−†Λ† = Pρ. Furthermore, we have

N (DY
A ) = −i(MΛ† − ΛM†) , (E13a)

N̂ (DZ
A) = trB

{
MBΦB:EΛ†B + ΛBΦB:EM

†
B

}
= tB→E

[
Λ†M +M†Λ

]
. (E13b)

We may also relate these objects to the state on Eve’s system, via the partial transpose operation tB→E .
Observe that V |ψ〉 = (Λ ⊗ 1)|ΦB:E〉 = (1 ⊗ tB→E(Λ))|ΦB:E〉, and therefore ρE = trB(V ψV †) =[
tB→E(Λ)

][
tB→E(Λ)

]†
= tB→E(Λ†Λ) = tB→E(W †ρBW ). Then PρE = tB→E(W †PρBW ) and P⊥ρE =

tB→E(W †P⊥ρBW ). We begin with a characterization of when our uncertainty relation holds with
equality.

Proposition 29 (Conditions for uncertainty relation equality). The following statements are equiv-
alent:

(i) (P⊥ρB ⊗ P
⊥
ρE )V |ξ〉 = 0 .

(ii) We have P⊥ρBMW †P⊥ρB = 0 .

(iii) We have P⊥ρBN (|ξ〉〈ξ|)P⊥ρB = P⊥ρBN (|ξ〉〈ψ|)ρ−1
B N (|ψ〉〈ξ|)P⊥ρB .

(iv) We have P⊥ρE N̂ (|ξ〉〈ξ|)P⊥ρE = P⊥ρE N̂ (|ξ〉〈ψ|)ρ−1
E N̂ (|ψ〉〈ξ|)P⊥ρE .

(v) Let {Ek} are Kraus operators for N . For any linear combination E =
∑
k ckEk with ck ∈ C

and such that E|ψ〉 = 0, we have P⊥ρBE|ξ〉 = 0.

Furthermore, consider the setting of Theorem 1 and suppose that |ξ〉 is defined as |ξ〉 = (H −〈H〉)|ψ〉.
Then (i)–(v) are furthermore equivalent to

(vi) For any eigenvalue pk(t) of N (ψ(t)) such that pk(t0) = 0, we have ∂2
t pk (t0) = 0 .

Observe that all the conditions above do not depend on the choice of Stinespring dilation and/or
on the choice of the Kraus operator representation, as all such choices differ by a partial isometry on
the E system. In other words, if the conditions above hold for particular choices of V , N̂ and {Ek},
they hold for all other choices as well.

Proof of Proposition 29. We have the following implications.
(i)⇔ (ii): Consider

(P⊥ρB ⊗ P
⊥
ρE )V |ξ〉 =

(
(P⊥ρBM)⊗ P⊥ρE

)
|Φ〉BE =

(
(P⊥ρBM tE→B(P⊥ρE ))⊗ 1

)
|Φ〉BE . (E14)

Since V |ψ〉 = (Λ⊗ 1)|Φ〉 = (1⊗ tB→E(Λ))|Φ〉, we have ρE = tB→E(Λ) tB→E(Λ)† = tB→E(Λ†Λ) =

tB→E(W †ρBW ). Then PρE = tB→E(W †PρBW ) and P⊥ρE = tB→E(W †P⊥ρBW ) = tB→E(P̃⊥ρB ), and

(E14) =
(
(P⊥ρBM P̃⊥ρB )⊗ 1

)
|Φ〉BE . (E15)

Therefore we have that (P⊥ρB ⊗ P
⊥
ρE )V |ξ〉 = 0 is equivalent to 0 = P⊥ρBMP̃⊥ρB .

(ii)⇒ (iii): Let K = P⊥ρ N (|ξ〉〈ψ|)ρ−1/2
B = P⊥ρ trE

(
MΦBEΛ†

)
ρ
−1/2
B = P⊥ρ MW †Pρ. Now assume

that (ii) holds; then K = P⊥ρ MW † and we have KK† = P⊥ρ MM†P⊥ρ = P⊥ρ N (|ξ〉〈ξ|)P⊥ρ , show-
ing (iii).
(iii)⇒ (ii): Conversely, assuming (iii) and if K = P⊥ρBN (|ξ〉〈ψ|)ρ−1/2

B = P⊥ρ MW †Pρ, we have by
assumption that KK† = P⊥ρ MM†P⊥ρ = (P⊥ρ MW †Pρ)(PρMW †Pρ)

† + P⊥ρ MW †P⊥ρ WM†P⊥ρ . This
means that 0 = (P⊥ρ MW †P⊥ρ )(P⊥ρ WM†P⊥ρ ). The latter equation can only hold if P⊥ρ MW †P⊥ρ = 0,
showing (ii).
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(i)⇔ (iv): Condition (i) is symmetric if we replace B ↔ E (and correspondingly N ↔ N̂ ), meaning
that the condition holds if and only if the condition with B and E swapped also holds. Therefore, we
can swap B ↔ E in the other conditions and those will also hold if and only if (i) holds. Condition (iv)
is obtained by performing this transformation on (iii).
(i)⇒ (v): We choose the representation V =

∑
Ek ⊗ |k〉E and assume (i), i.e., that we have

(P⊥ρB ⊗ P
⊥
ρE )V |ξ〉 = 0. (E16)

Let {ck} with ck ∈ C such that
∑
k ckEk|ψ〉 = 0 and let E =

∑
k ckEk. Define |e〉E =

∑
c∗k|k〉E . We

have

〈e |N̂ (ψ) |e〉 =
∑
k,k′

〈e |k〉 tr
(
EkψE

†
k′

)
〈k′ |e〉 = tr

[(∑
ckEk

)
ψ
(∑

ckEk

)
†
]

=
∥∥E|ψ〉∥∥2

= 0 , (E17)

which implies that |e〉E ∈ ker N̂ (ψ), i.e., P⊥ρE |e〉E = |e〉E . Applying
(
1⊗ 〈e|

)
onto (E16) we find

0 =
(
P⊥ρB ⊗ 〈e|P

⊥
ρE

)
V |ξ〉 =

∑
k

(
P⊥ρBEk|ξ〉

)
〈e |k〉 = P⊥ρBE|ξ〉 , (E18)

showing that (v) holds.
(i)⇐ (v): We now suppose that condition (v) holds. Let |χj〉E be a set of orthonormal states that
span the support of P⊥ρE , i.e., P

⊥
ρE =

∑
j |χj〉〈χj |E . Fix any such |χj〉 and define E(j) =

∑
〈χj |k〉Ek.

We repeat (E17) by replacing |e〉 → |χj〉, ck → 〈χj |k〉 to find

0 = 〈χj |N̂ (ψ) |χj〉 = . . . =
∥∥E(j)|ψ〉

∥∥2
, (E19)

which implies that E(j)|ψ〉 = 0. We use the assumption that (v) holds to deduce that P⊥ρBE
(j)|ξ〉 = 0;

we note the latter expression holds for all j by repeating this argument for each j individually. Then(
P⊥ρB ⊗ P

⊥
ρE

)
V |ξ〉 =

(
P⊥ρB ⊗

∑
|χj〉〈χj |

)
V |ξ〉 =

∑
k,j

(P⊥ρBEk|ξ〉)⊗ (|χj〉〈χj |k〉)

=
∑
j

(P⊥ρBE
(j)|ξ〉)⊗ |χj〉 = 0 , (E20)

showing that (i) holds.
(iii)⇔ (vi): Now consider the setting of Theorem 1 and suppose that |ξ〉 is defined as |ξ〉 =

(H − 〈H〉)|ψ〉. We invoke Ref. [33, Eq. (B15)], which in the present context reads

tr
(
P⊥ρ ∂2

t ρ
)

=
∑

k: pk=0

∂2
t pk + 2

∑
k,`:
pk>0
p`=0

|〈λk |∂tρ |λ`〉|2

pk
, (E21)

where {|λk〉} is a complete eigenbasis of ρ with eigenvalues pk. Using Eq. (11) one can check that
the second term on the right hand side satisfies

2
∑
k,`:
pk>0
p`=0

|〈λk |∂tρ |λ`〉|2

pk
= 2 tr

{
ρ−1 (∂tρ)P⊥ρ (∂tρ)

}
= 2 tr

{
ρ−1N (|ψ〉〈ξ|)P⊥ρ N (|ξ〉〈ψ|)

}
, (E22)

using the fact that ∂tρ = N (−i[H,ψ]) = N (−i|ξ〉〈ψ| + i|ψ〉〈ξ|) and that N (Xψ)P⊥ρ = 0 for any
X. On the other hand we can see that ∂2

t ρ = ∂tN (−i[H,ψ]) = N
(
−i[∂tH,ψ]− [H, [H,ψ]]

)
, and
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recalling that N (Xψ)P⊥ρ = 0 for any X we obtain

tr
(
P⊥ρ ∂2

t ρ
)

= tr
(
P⊥ρ N (2HψH)

)
= 2 tr

(
P⊥ρ N (H̄ψH̄)

)
= 2 tr

(
P⊥ρ N (|ξ〉〈ξ|)

)
, (E23)

writing H̄ = H − 〈H〉ψ and where |ξ〉 = H̄|ψ〉.
Now suppose that (iii) holds. Then

(E23) = 2 tr
(
P⊥ρ N (|ξ〉〈ψ|) ρ−1N (|ψ〉〈ξ|)

)
= (E22) , (E24)

and therefore the first term on the right hand side of (E21) must vanish, and since ∂2
t pk > 0 for all k

for which pk = 0 as pk reaches a minimum at that point, we must necessarily have that ∂2
t pk = 0 for

all those k.

Conversely, if the first term on the right hand side of (E21) vanishes, then we have

tr
(
P⊥ρ N (|ξ〉〈ψ|) ρ−1N (|ψ〉〈ξ|)

)
= tr

(
P⊥ρ N (|ξ〉〈ξ|)

)
. (E25)

By applying the completely positive map id2⊗N onto the matrix
(
|ψ〉〈ψ| |ψ〉〈ξ|
|ξ〉〈ψ| |ξ〉〈ξ|

)
and further conju-

gating by
(
1

P⊥ρ

)
we find that

[
ρ N (|ψ〉〈ξ|)P⊥ρ

P⊥ρ N (|ξ〉〈ψ|) P⊥ρ N (|ξ〉〈ξ|)P⊥ρ

]
> 0 . (E26)

From the Schur complement (Theorem 9) we find that

P⊥ρ

[
N (|ξ〉〈ξ|)−N (|ξ〉〈ψ|) ρ−1 N (|ψ〉〈ξ|)

]
P⊥ρ > 0 . (E27)

But a positive semi-definite operator has trace zero if and only if it is identically equal to zero, so
with (E25) we find that P⊥ρ

[
N (|ξ〉〈ξ|)−N (|ξ〉〈ψ|) ρ−1N (|ψ〉〈ξ|)

]
P⊥ρ = 0, showing that (iii) holds. �

Our main technical theorem is the following.

Theorem 30 (Time-energy uncertainty relation in the virtual metrological qubit picture). Let
A, B and E be finite-dimensional quantum systems. Let NA→B be a completely positive, trace-
non-increasing map. Let VA→BE be such that NA→B(·) = trE

(
V (·)V †

)
and V †V 6 1, i.e., V is

a Stinespring dilation of N . Let N̂A→E(·) = trB
(
V (·)V †

)
. Let |ψ〉 be any sub-normalized state

on A, and let |ξ〉 be any vector on A such that 〈ψ |ξ〉 = 0. Define DY
A = −i

(
|ξ〉〈ψ| − |ψ〉〈ξ|

)
and

DZ
A = |ξ〉〈ψ|+ |ψ〉〈ξ|. Then

F
(
N (ψ) ; N (DY

A )
)

+ F
(
N̂ (ψ) ; N̂ (DZ

A)
)
6 4〈ξ |N †(1)|ξ〉 . (E28)

Furthermore, if (P⊥ρB ⊗ P
⊥
ρE )V |ξ〉 = 0, then equality holds.

First, we remark that both Fisher information expressions in (E28) are well-defined in that we
always have P⊥N (ψ)N (DY

A )P⊥N (ψ) = 0 and P⊥
N̂ (ψ)
N̂ (DZ

A)P⊥
N̂ (ψ)

= 0 as required in the definition (C1).
These conditions can be verified by first noting that the following matrix is positive semi-definite,[

|ψ〉〈ψ| |ψ〉〈ξ|
|ξ〉〈ψ| |ξ〉〈ξ|

]
=

[
|ψ〉
|ξ〉

] [
〈ψ| 〈ξ|

]
> 0 , (E29)
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and applying either completely positive map id2⊗N or id2⊗N̂ to obtain[
N (|ψ〉〈ψ|) N (|ψ〉〈ξ|)
N (|ξ〉〈ψ|) N (|ξ〉〈ξ|)

]
> 0 ;

[
N̂ (|ψ〉〈ψ|) N̂ (|ψ〉〈ξ|)
N̂ (|ξ〉〈ψ|) N̂ (|ξ〉〈ξ|)

]
> 0 . (E30)

Then, Theorem 9 ensures that P⊥N (ψ)N (|ψ〉〈ξ|) = 0 and therefore P⊥N (ψ)N (DY
A )P⊥N (ψ) = 0; likewise

P⊥
N̂ (ψ)
N̂ (DZ

A)P⊥
N̂ (ψ)

= 0.

Proof of Theorem 30. Let Λ,M be operators acting on B such that V |ψ〉 = (Λ ⊗ 1)|Φ〉 and
V |ξ〉 = (M ⊗ 1)|Φ〉. We can write

DB = N (DY
A ) = trE

(
−i
(
V |ξ〉〈ψ|V † − V |ψ〉〈ξ|V †

))
= −i

(
MΛ† − ΛM†

)
, (E31a)

D̂E = N̂ (DZ
A) = trB(V |ξ〉〈ψ|V † + V |ψ〉〈ξ|V †) = trB(MΦΛ† + ΛΦM†) ; (E31b)

where in (E31b) the operators M,Λ act only on B with a tensor product with the identity on E
implied but Φ = ΦBE = |Φ〉〈Φ|BE . Now consider

1

4

{
4〈ξ |N †(1) |ξ〉 − F

(
ρE ; D̂E

)}
= tr(MM†)− max

SE=S†E

{
tr(D̂ESE)− tr(ρES

2
E)
}
, (E32)

using Eq. (C3a) and noting that 〈ξ |N †(1) |ξ〉 = tr(N (|ξ〉〈ξ|)) = tr(MM†). Then, using (E31b), and
writing t(·) = tE→B(·) as a shorthand,

(E32) = min
SE=S†E

{
tr(MM†)− tr

(
(MΦΛ† + ΛΦM†)SE

)
+ tr

(
SEΛΦΛ†SE

)}
= min
SE=S†E

{
tr(MM†)− tr

(
M t(SE) Λ† + Λ t(SE)M†

)
+ tr

(
Λ(t(SE))2Λ†

)}
= min
S′=S′†

{
tr(MM†)− tr

(
MS′Λ† + ΛS′M†

)
+ tr

(
ΛS′2Λ†

)}
,

= min
S′=S′†

tr
(

(M − ΛS′)(M − ΛS′)†
)
, (E33)

where the optimization now ranges over all Hermitian operators S′ acting on B. On the other hand,
using Eq. (C3b),

1

4
F
(
ρ ; D

)
= min

{
tr(L†L) : ρ1/2L+ L†ρ1/2 = D

}
, (E34)

where ρ,D refer to operators on B. To prove the inequality (E28), which is the first part of our main
theorem claim, our strategy is to show that for any candidate S′ in (E33), there is a valid candidate
L in (E34) that achieves the same value. This statement then implies that (E34) 6 (E33) as desired.

Recall that ΛΛ† = ρ (where ρ ≡ ρB for short in this proof), and therefore the polar decomposition
of Λ can be written as Λ = ρ1/2W for some unitary matrix W . Let S′ be any Hermitian operator
that is candidate in the optimization (E33), and let L = iW (M† − S′Λ†). Then one can verify that

ρ1/2L+ L†ρ1/2 = iΛ(M† − S′Λ†)− i(M − ΛS′)Λ† = −i
(
MΛ† − ΛM†

)
= D , (E35)

and thus L is a feasible candidate in (E34). Furthermore it holds that tr(L†L) =

tr
(
(M − ΛS′)(M − ΛS′)†

)
, thus proving the inequality (E28).

We now show that, assuming (P⊥ρB ⊗ P
⊥
ρE )V |ξ〉 = 0, the inequality becomes an equality. The proof

strategy is to go in reverse direction above, starting with an optimal candidate L in (E34), and
constructing a candidate S′ in (E33) that achieves the same value. From Proposition 29 we see that
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(P⊥ρB ⊗ P
⊥
ρE )V |ξ〉 = 0 is equivalent to

P⊥ρ MW †P⊥ρ = 0 . (E36)

Let L be an optimal candidate in (E34), i.e., such that ρ1/2L+L†ρ1/2 = D and F
(
ρ ; D

)
= 4 tr(L†L).

Without loss of generality, we may assume that PρL = L, since otherwise PρL would yield a better
optimization candidate in (E34). Denoting by P supp

X and P rng
X the projectors onto the support and

the range of an operator X, and defining P̃ρ = W †PρW , we have

P rng
Λ = P supp

Λ†
= Pρ , P supp

Λ = P rng
Λ†

= W †PρW = P̃ρ ,

P⊥ρ = 1− Pρ , P̃⊥ρ = 1− P̃ρ .
(E37)

Let us compute the object LP⊥ρ :

LP⊥ρ = PρLP
⊥
ρ = ρ−1/2

(
ρ1/2L+ L†ρ1/2

)
P⊥ρ

= ρ−1/2
(
−i(MΛ† − ΛM†)

)
P⊥ρ

= iρ−1/2
(
ΛM†

)
P⊥ρ = iPρWM†P⊥ρ = iWP̃ρM

†P⊥ρ = iWM†P⊥ρ , (E38)

where we have employed (E36) in the last equality.

Now let’s get started with constructing S′. Our goal is to find a Hermitian matrix S′ such that

L
!
= iW (M† − S′Λ†) . (E39)

Indeed, this would ensure a valid candidate in (E33) reaching the same value as tr(L†L). The
equality (E39) is equivalent to both simultaneous conditions

LPρ
!
= iW (M† − S′Λ†)Pρ ; LP⊥ρ

!
= iW (M† − S′Λ†)P⊥ρ . (E40)

The latter follows immediately from (E38), noting that Λ†P⊥ρ = 0. It suffices, therefore, to find a
Hermitian matrix S′ such that the first equality in (E40) is satisfied.

Let Λ−1 = W †ρ−1/2 noting that Λ−1Λ = P̃ρ and ΛΛ−1 = Pρ. Define

S′ = Λ−1
[
ΛM† + iΛW †L

]
(Λ−1)† + P̃⊥ρ M

†(Λ−1)† + Λ−1MP̃⊥ρ . (E41)

First we show that S′ is Hermitian by proving that the term in brackets in the first term above is, in
fact, Hermitian. Using ΛW † = ρ1/2 we can compute

[
ΛM† + iΛW †L

]
−
[
ΛM† + iΛW †L

]†
=
(
ΛM† −MΛ†

)
+ i
(
ρ1/2L+ L†ρ1/2

)
= −iD + iD = 0 , (E42)

using properties of L noted above and using (E31a). Therefore S′ is Hermitian. Then

iW (M† − S′Λ†)Pρ = iWM†Pρ − iWP̃ρM
†Pρ + PρLPρ − iWP̃⊥ρ M

†Pρ = LPρ , (E43)

noting that P̃⊥ρ Λ† = 0, (Λ−1)†Λ† = (ΛΛ−1)† = Pρ, and recalling that PρL = L. With this choice of
S′, the first equality in (E40) is thus also satisfied, thereby completing the proof. �
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3. Additional equivalent conditions for zero sensitivity loss

The following theorem provides additional conditions under which zero sensitivity loss is achieved
(see §VII), leading to an explicit form of Bob’s optimal sensing observable whenever these conditions
are satisfied.

Theorem 31. We use the notation of Appendix E 2. Suppose that the conditions for our uncertainty
relation equality (Proposition 29) hold. Then the following statements are equivalent:

(i) We have F
(
N (ψ) ; N (DY

A )
)

= 4〈ξ |N †(1)|ξ〉.

(ii) We have tr
(
E†k′EkD

Z
A

)
= 0 for all k, k′, where {Ek} is any set of Kraus operators for N .

(iii) We have N̂ (DZ
A) = 0.

(iv) We have Λ†M +M†Λ = 0.

(v) The operator iρ1/2MW † is Hermitian.

(vi) The operator iρN (|ξ〉〈ψ|) is Hermitian and N (|ξ〉〈ξ|) = N (|ξ〉〈ψ|)ρ−1N (|ψ〉〈ξ|).

(vii) The operator iρN (|ξ〉〈ψ|) is Hermitian and 〈ξ |N †(1) |ξ〉 = tr
[
N (|ξ〉〈ψ|)ρ−1N (|ψ〉〈ξ|)

]
.

Furthermore, if these conditions are satisfied then

R−1
ρB

(
N (DY

A )
)

= −2iN (|ξ〉〈ψ|)ρ−1 + 2iρ−1N (|ψ〉〈ξ|)P⊥ρ . (E44)

Proof. The proof of (i)⇔(ii)⇔(iii) is presented in the main text (§VII).
(iii) ⇒ (iv): Write 0 = N̂ (DZ

A) = trB
{

ΦB:E

[
Λ†M +M†Λ

]}
. Observe that trB

{
ΦB:E (·)

}
is the

partial transpose map with respect to the bases used to define ΦB:E ; therefore Λ†M +M†Λ = 0.
(iv) ⇔ (v): We compute

iρ1/2MW † − (iρ1/2MW †)† = iW
(
Λ†M +M†Λ

)
W † , (E45)

which vanishes thanks to the assumption that (iv) holds. Conversely, because W is unitary we may
only have (E45) = 0 if Λ†M +M†Λ = 0.
(iv) ⇒ (vi): Recall that ρ = ΛΛ† and N (|ξ〉〈ψ|) = trE

(
V |ξ〉〈ψ|V †

)
= MΛ†. Then iρN (|ξ〉〈ψ|) =

iΛΛ†MΛ†. To check that iρN (|ξ〉〈ψ|) is Hermitian we compute

iρN (|ξ〉〈ψ|)− (iρN (|ξ〉〈ψ|))† = iΛ
(
Λ†M +M†Λ

)
Λ† = 0 , (E46)

using our assumption that (iv) holds. Furthermore, we have

0 = ρ−1/2W
(
Λ†M +M†Λ

)
W †P⊥ρ = PρMW †P⊥ρ ; (E47)

recalling point (ii) of Proposition 29, we find that

MW †P⊥ρ = 0 . (E48)

Then

N (|ξ〉〈ξ|) = MM† = MW †(Pρ + P⊥ρ )WM† = N (|ξ〉〈ψ|)ρ−1N (|ψ〉〈ξ|) . (E49)

(vi) ⇒ (vii): This implication follows immediately from 〈ξ |N †(1)|ξ〉 = tr(N (|ξ〉〈ξ|)).
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(vii) ⇒ (i): Our proof strategy for this implication is to show that the expression of the symmetric
logarithmic derivative in (E44) is correct, and that the corresponding Fisher information at Bob’s
end has no sensitivity loss. Let

R = −2iN (|ξ〉〈ψ|)ρ−1 + 2iρ−1N (|ψ〉〈ξ|)P⊥ρ . (E50)

We can see that R is Hermitian by writing

R = −2i (Pρ + P⊥ρ )N (|ξ〉〈ψ|)ρ−1 + 2iρ−1N (|ψ〉〈ξ|)P⊥ρ
= −2iρ−1

[
ρN (|ξ〉〈ψ|)

]
ρ−1 +

(
−2iP⊥ρ N (|ξ〉〈ψ|)ρ−1 + h.c.

)
. (E51)

The first term is Hermitian by assumption and the second term is manifestly Hermitian. We note for
convenience that RPρ = −2iN (|ξ〉〈ψ|)ρ−1 and PρR = 2iρ−1N (|ψ〉〈ξ|). We can compute

1

2

(
ρR+Rρ

)
= iN (|ψ〉〈ξ|)− iN (|ξ〉〈ψ|) = N (DY

A ) . (E52)

Combining with the fact that P⊥ρ RP⊥ρ = 0 we have that R−1
ρ (N (DY )) = R (see also Proposition 12),

thus proving (E44). The Fisher information at the output of the mapping N is therefore

F
(
N (ψ) ; N (DY

A )
)

= tr(ρR2) = tr
[
ρ
(
2iρ−1N (|ψ〉〈ξ|)

)(
−2iN (|ξ〉〈ψ|)ρ−1

)]
= 4 tr

(
N (|ξ〉〈ψ|)ρ−1N (|ψ〉〈ξ|)

)
= 4〈ξ |N †(1)|ξ〉 . (E53)

We conclude that (i) holds. �

4. Proof of the generalized bipartite Fisher information uncertainty relation for any two
parameters

In this appendix, we prove the generalized uncertainty relation (68) that applies to any two
parameters generated by unitary evolutions.

Proposition 32 (Uncertainty relation for any two parameters with associated generators). Let |ψ〉
be a state vector on Alice’s system, and let A,B be two Hermitian operators. The latter generate two
respective parametrized evolutions

∂aψ = −i[A,ψ] ; ∂bψ = −i[B,ψ] . (E54)

Consider the setting depicted in Fig. 1, where N can be any completely positive, trace-non-increasing
map. Then

FBob,a

FAlice,a
+

FEve, b

FAlice, b
6 1 + 2

√
1−

〈
i[A,B]

〉2
4σ2

Aσ
2
B

. (E55)
(Proof on
page 71.)

Corollary 33 (Uncertainty relation for any two parameters). Let |ψ(a, b)〉 be any state vector
depending on parameters a, b. Then

FBob,a

FAlice,a
+

FEve, b

FAlice, b
6 1 + 2

√√√√1−
〈
i[∂aψ, ∂bψ]

〉2
4
〈
(∂aψ)2

〉〈
(∂bψ)2

〉 . (E56)
(Proof on
page 71.)
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We first prove the following lemma.

Lemma 34. Let |ψ〉 be any state vector and letM be any completely positive, trace-non-increasing
map. Consider two Hermitian operators C,B generating respective evolutions

∂cψ = −i[C,ψ] , ∂bψ = −i[B,ψ] . (E57)

We write ρ =M(ψ), ∂cρ =M(−i[C,ψ]) and ∂bρ =M(−i[B,ψ]). Then for any x, y > 0,

y

σ2
B

F
(
ρ ; ∂tρ

)
6

x

σ2
C

F
(
ρ ; ∂cρ

)
+ 4(x+ y)

√
1− xy

(x+ y)2

4
[
Re〈C̄B̄〉

]2
σ2
Cσ

2
B

, (E58)

where C̄ = C − 〈C〉1 and B̄ = B − 〈B〉1. In addition, suppose that C can be written as C = iα[A,ψ]

for some Hermitian operator A and some α ∈ R. Then the above inequality takes the form

y

σ2
B

F
(
ρ ; ∂bρ

)
6

x

α2σ2
A

F
(
ρ ; ∂cρ

)
+ 4(x+ y)

√
1− xy

(x+ y)2

〈
i[A,B]

〉2
σ2
Aσ

2
B

. (E59)

Proof of Lemma 34. For any x, y > 0, define the shorthands

C̃ =

√
x

σC

(
C − 〈C〉

)
, B̃ =

√
y

σB

(
B − 〈B〉

)
. (E60)

Observe that σ2
C̃

= x and σ2
B̃

= y. Furthermore, we define for convenience DX = M(−i[X,ψ]),
observing that DC = ∂cρ and DB = ∂bρ. Then using Proposition 17 we see that

F
(
ρ ; DC̃

)
=

x

σ2
C

F
(
ρ ; DC

)
; F

(
ρ ; DB̃

)
=

y

σ2
B

F
(
ρ ; DB

)
. (E61)

Invoking Proposition 25,

F
(
ρ ; DB̃

)
6 F

(
ρ ; DC̃

)
+
[
F
(
ρ ; ∆+

)
F
(
ρ ; ∆−

)]1/2
, (E62)

where ∆± = DC̃ ±DB̃ = DC̃±B̃ . We proceed to compute the second term on the right hand side of
this inequality. The data processing inequality (Proposition 22), along with Proposition 21, gives us

F
(
ρ ; ∆±

)
6 F

(
ψ ; −i[C̃ ± B̃, ψ]

)
= 4 Varψ

(
C̃ ± B̃

)
, (E63)

where we write Varρ(X) = 〈X2〉ρ − (〈X〉ρ)2. We find

4 Varψ
(
C̃ ± B̃

)
= 4 〈(C̃ ± B̃)2〉 = 4 〈C̃2 + B̃2 ± {C̃, B̃}〉 = 4

(
x+ y

)
± 8 Re 〈C̃B̃〉 . (E64)

Then

42 Varψ
(
C̃ + B̃

)
Varψ

(
C̃ − B̃

)
= 42

(
x+ y

)2 − 82 xy

σ2
Cσ

2
B

[
Re 〈C̄B̄〉

]2
, (E65)

where C̄ = C − 〈C〉 and B̄ = B − 〈B〉. Combining the above,

[
F
(
ρ ; ∆+

)
F
(
ρ ; ∆−

)]1/2
6 4(x+ y)

√
1− xy

(x+ y)2

4
[
Re 〈C̄B̄〉

]2
σ2
Cσ

2
B

. (E66)

Plugging this expression back into (E62), along with (E61), proves (E58). Now suppose that
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C = iα[A,ψ] for some Hermitian operator A and for a real number α. Then 〈C〉 = 0 so C̄ = C and

Re 〈C̄B̄〉 = αRe
〈
i[A,ψ] B̄

〉
= αRe

(
〈ψ |iH|ψ〉〈ψ|B̄ |ψ〉 − 〈ψ |iAB̄ |ψ〉

)
= αRe

(
−i〈AB̄〉

)
=
α

2

(
−i〈AB̄〉+ i〈B̄A〉

)
=
α

2

〈
i[A, B̄]

〉
=
α

2

〈
i[A,B]

〉
. (E67)

Equation (E59) follows from this and using the fact that σ2
C = 〈C̄2〉 = α2〈−(Aψ − ψA)2〉 =

α2
(
〈A2〉 − 〈A〉2

)
= α2σ2

A. �

Proof of Proposition 32. Consider the evolution ψ(a, c), where the parameter a is generated by
the first given Hermitian operator A and where the parameter c is generated by the complementary
generator C (as per Fig. 5 in the main text) given by

∂cψ = i[C,ψ] , C =
1

2 Varψ(A)

(
−i[A,ψ]

)
. (E68)

Recall FAlice, c = 4σ2
C = σ−2

A from (27) with H → A and T → C. Our time-energy uncertainty
relation, in its form of Theorem 30, asserts that

1

4σ2
A

FBob,a + σ2
A FEve, c 6 1 . (E69)

Now we invoke Lemma 34, withM = N̂ , c, b, C = iα[A,ψ], α = −(2σ2
A)−1, B, and x = y = 1/4.

From (E59) we find

1

4σ2
B

FEve, b 6 σ2
AFEve, c + 2

√
1−

〈
i[A,B]

〉2
4σ2

Aσ
2
B

. (E70)

We find, applying (E69) and (E70) in succession,

1

4σ2
A

FBob,a +
1

4σ2
B

FEve, b 6 1− σ2
AFEve, c +

1

4σ2
B

FEve, b

6 1 + 2

√
1−

〈
i[A,B]

〉2
4σ2

Aσ
2
B

. (E71)

This shows the desired uncertainty relation. �

Proof of Corollary 33. The main idea of this corollary is to note that the Fisher information only
depends on the state and its first derivative with respect to the parameter, and that any derivative
∂aψ can be written in the form ∂aψ = −i[A,ψ] for some Hermitian generator A. Therefore we seek
Hermitian operators A,B such that ∂aψ = −i[A,ψ] and ∂bψ = −i[B,ψ], such that we can apply
Proposition 32. We let A = i

[
∂aψ,ψ

]
and B = i

[
∂bψ,ψ

]
, and we compute

−i[A,ψ] = −i
[
i[∂aψ,ψ], ψ

]
=
{
∂aψ,ψ

}
= ∂a(ψ2) = ∂aψ , (E72)

using (210) and the fact that 〈∂aψ〉 = tr[∂aψ] = ∂a tr(ψ) = 0. Similarly,

−i[B,ψ] = ∂bψ . (E73)

We can therefore apply Proposition 32. It remains to compute the quantities appearing in the right
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hand side of (E55). We have

〈i[A,B]〉 = i tr
{
ψ
[
i[∂aψ,ψ], i[∂bψ,ψ]

]}
= i tr

{[
ψ , i[∂aψ,ψ]

] (
i[∂bψ,ψ]

)}
= tr

{
−i
[
i[∂aψ,ψ] , ψ

] (
i[∂bψ,ψ]

)}
= tr

{
(∂aψ)

(
i[∂bψ,ψ]

)}
=
〈
i[∂aψ, ∂bψ]

〉
, (E74)

using the cyclicity of the trace and invoking (E72) for the fourth equality. Furthermore

σ2
A = 〈A2〉 − 〈A〉2 =

〈
(i[∂aψ,ψ])2

〉
−
〈
i[∂aψ,ψ]

〉2
= −

〈(
(∂aψ)ψ − ψ (∂aψ)

)(
(∂aψ)ψ − ψ (∂aψ)

)〉
=
〈
ψ (∂aψ) (∂aψ)ψ

〉
=
〈
(∂aψ)2

〉
, (E75)

where we have made use of ψ (∂aψ)ψ = 0. Similarly σ2
B =

〈
(∂bψ)2

〉
, which ends the proof. �

Appendix F: Generalizations to infinite-dimensional Hilbert spaces

While the main text has put an emphasis on discussing notions of quantum metrology making use
of finite-dimensional quantum systems, in this section, we generalize the above findings to the setting
of infinite-dimensional Hilbert spaces. A specific attention is given to unbounded operators, as many
physical systems of practical use fall under this category.

1. Uncertainty relation for any two parameters

We start with a generalisation of Theorem 5 to infinite dimensions (c.f. Proposition 32 ).

Theorem 35 (Uncertainty relation for infinite-dimensional systems). Let A, B be two self-adjoint
operators (possibly unbounded) on a separable Hilbert space HA with domains D(A) and D(B),
respectively. Let |ψ〉 ∈ D(A) ∩ D(B) and |ψ(a)〉 ∈ D(A), |ψ(b)〉 ∈ D(B) for some b, a ∈ R where
|ψ(a)〉 := e−iaA|ψ〉, |ψ(b)〉 := e−ibB|ψ〉. Let VA→BE be any isometry HA → HB ⊗ HE, where
the Hilbert spaces HB ,HE associated with Bob and Eve are also separable and possibly of infinite
dimensions. Consider the two pure state evolutions given by (E54). Then (E55) holds, with the
following quantities defined by 〈

i[A, B]
〉

:= i
〈
Aψ, Bψ

〉
− i
〈
Bψ, Aψ

〉
, (F1)〈

A2
〉

:=
〈
Aψ, Aψ

〉
(F2)

and

FM (y) := lim inf
l→∞

tr
[
ρ

(l)
M (y)R2

]
∈ R, (F3)

where M ∈ {B,E}, y ∈ {a, b} and ρ
(l)
X is an l-dimensional sub-normalised density operator and
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R = R(l) is defined in Eq. (11) on an l-dimensional Hilbert space for ρ(l)
M . Specifically,

ρ
(l)
M (y) := tr\M

[
P

(l)
BEVA→BEρA(y)V †A→BEP

(l)
BE

]
, (F4)

where \E := B, \B := E, and P (l)
BE is the orthogonal projection onto the first l basis elements of a

basis for HB ⊗HE. Furthermore, the derivative of ρ(l)
M (y) is defined via

d

dy
ρ

(l)
M (y) := tr\M

[
P

(l)
BEVA→BE

d

dy
ρA(y)V †A→BEP

(l)
BE

]
, (F5)

where

d

da
ρA(a) := i|ψ(a)〉〈ψ(a)|A− iA|ψ(a)〉〈ψ(a)|, (F6)

d

db
ρA(b) := i|ψ(b)〉〈ψ(b)|B− iB|ψ(b)〉〈ψ(b)|. (F7)

Proof of Theorem 35. The proof will proceed in two steps. First we will approximate B and A

by bounded operators (if they are already bounded, then this first step is not necessary, although
the approximation will nevertheless be well defined). Second, we will approximate these bounded
operators by finite dimensional operators. Then we will apply Eq. (E55) before taking a sequence of
limits in which the approximations vanish. We start with a few elementary definitions and results
which will be necessary for our proof.

Let A, (An)n, be bounded operators on a Hilbert space H . We define all bounded operators we
consider to have domain equal to the entire Hilbert space. We say that An converges (as n→∞) to
A in the strong limit if AnΨ→ AΨ as n→∞ for any Ψ ∈H . We denote this as An

s→ A. Some
properties are the following.

i) Let A, (An)n, B, (Bn)n, C, (Cn)n, be bounded operators on a Hilbert space H . An
s→ A,

Bn
s→ B and Cn

s→ C imply AnBn
s→ AB and AnBnCn

s→ ABC.

Proof. (AnBn−AB)Ψ = An(Bn−B)Ψ + (An−A)BΨ. By the uniform boundedness principle,
An

s→ A implies ‖An‖ 6 c for some c ∈ R for all n. Therefore,

‖(AnBn −AB)Ψ‖ 6 c‖(Bn −B)Ψ‖+ ‖(An −A)BΨ‖, (F8)

where the r.h.s. tends to zero as n→∞. This proves the first claim. For the second, simply
define Ān := AnBn. Hence Ān

s→ AB and thus ĀnCn
s→ (AB)C, hence proving the second

claim.

ii) An
s→ A implies e−iAnt s→ e−iAt for t ∈ R.

Proof. e−iAnt − e−iAt = e−iAnse−iA(t−s)
∣∣∣s=t
s=0

= −i
∫ t

0
dse−iAns(An −A)e−iA(t−s). But we have

(An −A)e−iA(t−s) s→ 0̄ point-wise in s, where 0̄ is the bounded operator mapping all vectors in
H to the zero vector in H . Thus via i), e−iAs(An −A)e−iA(t−s) s→ 0̄ point-wise in s and the
result follows by dominated convergence.

iii) Let A be self-adjoint and possibly unbounded. Let f , (fn)n : R → C be uniformly bounded
functions with fn → f as n→∞ point-wise. Then fn(A)

s→ f(A).
Proof. See Ref. [102].
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We can now prove the theorem. Let (P
(n)
N )n be the orthogonal projections onto the span of the first

n basis elements of a separable Hilbert space HN . Consider two bounded operators Ã and B̃ on HA

and define Ãn, B̃n by

Ãn := P
(n)
A ÃP

(n)
A , B̃n := P

(n)
A B̃P

(n)
A . (F9)

Furthermore, consider the sequence of states (ρ
(n,l)
B )n,l on HB , and (ρ

(n,l)
E )n,l on HE , where

ρ
(n,l)
B (a) := trE

[
P

(l)
BEVA→BEP

(n)
A (|ψn(a)〉〈ψn(a)|)P (n)

A V †A→BEP
(l)
BE

]
,

ρ
(n,l)
E (b) := trB

[
P

(l)
BEVA→BEP

(n)
A (|ψn(b)〉〈ψn(b)|)P (n)

A V †A→BEP
(l)
BE

]
.

(F10)

where |ψn(a)〉 := e−iaÃn |ψ〉, |ψn(b)〉 := e−ibB̃n |ψ〉 and the sequences of derivatives, ( ddaρ
(n,l)
B (t))n,l on

HB , and ( ddaρ
(n,l)
E (a))n,l on HE are

d

da
ρ

(n,l)
B (a) = trE

[
P

(l)
BEVA→BEP

(n)
A

(
i|ψn(a)〉〈ψn(a)|Ãn − iÃn|ψn(a)〉〈ψn(a)|

)
P

(n)
A V †A→BEP

(l)
BE

]
,

d

db
ρ

(n,l)
E (b) = trB

[
P

(l)
BEVA→BEP

(n)
A

(
i|ψn(b)〉〈ψn(b)|B̃n − iB̃n|ψn(b)〉〈ψn(b)|

)
P

(n)
A V †A→BEP

(l)
BE

]
.

(F11)

We can use Eqs. (F10) and (F11) to construct the Fisher information for these states. Since
VA→BEV

†
A→BE = 1BE , where 1BE is the identity operator on HBE , it follows that

P
(n)
A −

(
P

(l)
BEVA→BEP

(n)
A

)† (
P

(l)
BEVA→BEP

(n)
A

)
> 0 (F12)

for all l, n. Hence, by Kraus’ Theorem, Eq. (F10) are completely positive and trace non-increasing
maps evaluated on inputs |ψn(a)〉〈ψn(a)|. Since Proposition 32 holds for any completely positive,
trace non-increasing map, we can apply it to our setup. This yields

F
(
ρ

(n,l)
B (a)

)
F
(
ρ

(n)
A (a)

) +
F
(
ρ

(n,l)
E (b)

)
F
(
ρ

(n)
A (b)

) 6 1 + 2

√√√√1−
〈
i[Ãn, B̃n]

〉2
4 σ̃2

A,nσ̃
2
B,n

, (F13)

recalling that the uncertainty relation also applies to sub-normalized positive operators, and where

F
(
ρ

(n)
A (a)

)
= 4 σ̃2

A,n, (F14)

F
(
ρ

(n)
A (b)

)
= 4 σ̃2

B,n, (F15)

σ̃A,n :=
(〈

Ãnψ, Ãnψ
〉
−
〈
ψ, Ãnψ

〉2)1/2

, (F16)

σ̃B,n :=
(〈

B̃nψ, B̃nψ
〉
−
〈
ψ, B̃nψ

〉2)1/2

. (F17)

We can now take the limit n→∞ on both side of Eq. (F13). Due to property i), it follows

limn→∞ F
(
ρ

(n,l)
B (a)

)
F
(
ρ

(∞)
A (a)

) +
limn→∞ F

(
ρ

(n,l)
E (b)

)
F
(
ρ

(∞)
A (b)

) 6 1 + 2

√
1−

〈
i[Ã, B̃]

〉2
4 σ̃2

A σ̃
2
B

, (F18)
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where

F
(
ρ

(∞)
A (a)

)
:= 4 σ̃2

A , (F19)

F
(
ρ

(∞)
A (b)

)
:= 4 σ̃2

B , (F20)

σ̃A :=
(〈

Ãψ, Ãψ
〉
−
〈
ψ, Ãψ

〉2)1/2

, (F21)

σ̃B :=
(〈

B̃ψ, B̃ψ
〉
−
〈
ψ, B̃ψ

〉2)1/2

. (F22)

Observe that the quantities limn→∞ F (ρ
(n,l)
B (a)), limn→∞ F (ρ

(n,l)
E (b)) cannot diverge, since it would

contradict the inequality (since the Fisher information is non-negative). This observation follows
alternatively from applying the data processing inequality (108) to bound Bob’s Fisher information
in terms of Alice’s, followed by talking the n→∞ limit. Similarly for Eve’s Fisher information. By
direct calculation, we observe that the Fisher information F of a state ρ on a d dimensional Hilbert
space, according to Eqs. (9) and (11), is given by

F =

d∑
k,k′=1

s.t. pk+pk′>0

pk
(pk + pk′)2

∣∣∣∣〈k ∣∣ dρda ∣∣k′〉
∣∣∣∣2 , (F23)

where ρ =
∑d
k=1 pk|k〉〈k|. Hence

lim
n→∞

F
(
ρ

(n,l)
B (a)

)
= lim
n→∞

dB(l)∑
k,k′=1

s.t. p(n,l)k +p
(n,l)

k′ >0

p
(n,l)
k

(p
(n,l)
k + p

(n,l)
k′ )2

∣∣∣∣∣〈k, n, l ∣∣ dρ(n,l)
B (a)

da

∣∣k′, n, l〉∣∣∣∣∣
2

, (F24)

where dB(l) is the dimension of Bob’s reduced system, which is l independent, and ρ
(n,l)
B (a) =∑dB(l)

k=1 p
(n,l)
k |k, n, l〉〈k, n, l|. Observe that all terms in the summation must be finite in the limit,

since they are all non negative and we are guaranteed that the r.h.s. of Eq. (F24) does not diverge.
Observe that for terms in the summation for which limn→∞ p

(n,l)
k + p

(n,l)
k′ > 0, the summation can

be interchanged with the limit. However, while for terms such that p(n,l)
k + p

(n,l)
k′ > 0 for all n, but

limn→∞ p
(n,l)
k + p

(n,l)
k′ = 0, the summation and integration cannot be interchanged, the interchange

of the limit and summation will result in the lower bound

lim
n→∞

F
(
ρ

(n,l)
B (a)

)
>

dB(l)∑
k,k′=1

s.t. p(∞,l)k +p
(∞,l)
k′ >0

p
(∞,l)
k

(p
(∞,l)
k + p

(∞,l)
k′ )2

∣∣∣∣∣〈k,∞, l ∣∣ dρ(∞,l)
B (a)

da

∣∣k′,∞, l〉∣∣∣∣∣
2

, (F25)

where ρ(∞,l)
B (a) =

∑dB(l)
k=1 p

(∞,l)
k |k,∞, l〉〈k,∞, l|, with

ρ
(∞,l)
B (a) := lim

n→∞
trE

[
P

(l)
BEVA→BEP

(n)
A (|ψn(a)〉〈ψn(a)|)P (n)

A V †A→BEP
(l)
BE

]
(F26)

= trE

[
P

(l)
BEVA→BE

(
|ψ̃(a)〉〈ψ̃(a)|

)
V †A→BEP

(l)
BE

]
, (F27)

where |ψ̃(a)〉 := e−iÃa|ψ〉 and using properties i) and ii). Similarly, use properties i) and ii) again to
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obtain

d

da
ρ

(∞,l)
B (a) := lim

n→∞
trE

[
P

(l)
BEVA→BEP

(n)
A

(
i|ψn(a)〉〈ψn(a)|Ãn − iÃn|ψn(a)〉〈ψn(a)|

)
P

(n)
A V †A→BEP

(l)
BE

]
(F28)

= trE

[
P

(l)
BEVA→BE

(
i|ψ̃(a)〉〈ψ̃(a)|Ã− iÃ|ψ̃(a)〉〈ψ̃(a)|

)
V †A→BEP

(l)
BE

]
. (F29)

Likewise, we obtain the same expression for limn→∞ F (ρ
(n,l)
E (b)) that we have achieved for

lim
n→∞

F
(
ρ

(n,l)
B (a)

)
, (F30)

but interchanging a 7→ b, Ã 7→ B̃ and trE 7→ trB .

Now that we have an expression for the bound which holds for bounded operators Ã and B̃, our
next step is to move to unbounded operators. For this task, we define sequences of bounded operators
(Am)m and (Bm)m as

Am :=
A

1 + A2/m
, Bm :=

B

1 + B2/m
. (F31)

We now evaluate Eq. (F18) choosing Ã equal to Ãm and Ã equal to Ãm, followed by taking the
limit m → ∞ on both sides of the equation. Since by iii), it follows that 1/(1 + A2/m)

s→ 1A
and 1/(1 + B2/m)

s→ 1A, where 1A is the identity operator on HA, we have that Amψ → Aψ and
Bmψ → Bψ for all ψ ∈ D(A) ∩ D(B), and we find

limm→∞ limn→∞ F
(
ρ

(n,l)
B (a)

)
F
(
ρ

(∞,∞)
A (a)

) +
limm→∞ limn→∞ F

(
ρ

(n,l)
E (b)

)
F
(
ρ

(∞,∞)
A (b)

) 6 1 + 2

√
1−

〈
i[A, B]

〉2
4σA2σB2

, (F32)

where

F
(
ρ

(∞,∞)
A (a)

)
:= 4σ2

A , (F33)

F
(
ρ

(∞,∞)
A (b)

)
:= 4σ2

O, (F34)

σA :=
(〈

Aψ, Aψ
〉
−
〈
ψ, Aψ

〉2)1/2

, (F35)

σB :=
(〈

Bψ, Bψ
〉
−
〈
ψ, Bψ

〉2)1/2

. (F36)

The r.h.s. of this inequality is now of the form in the corollary statement. We continue with the l.h.s.
First observe that

lim
m→∞

lim
n→∞

F
(
ρ

(n,l)
B (a)

)
> (F37)

dB(l)∑
k,k′=1

s.t. p(∞,∞,l)k +p
(∞,∞,l)
k′ >0

p
(∞,∞,l)
k

(p
(∞,∞,l)
k + p

(∞,∞,l)
k′ )2

∣∣∣∣∣〈k,∞,∞, l ∣∣ dρ(∞,∞,l)
B (a)

da

∣∣k′,∞,∞, l〉∣∣∣∣∣
2

, (F38)



77

where ρ(∞,∞,l)
B (a) =

∑dB(l)
k=1 p

(∞,∞,l)
k |k,∞,∞, l〉〈k,∞,∞, l|, with

ρ
(∞,∞,l)
B (a) := lim

m→∞
trE

[
P

(l)
BEVA→BE

(
|ψ̃m(a)〉〈ψ̃m(a)|

)
V †A→BEP

(l)
BE

]
, (F39)

d

da
ρ

(∞,∞,l)
B (a) := lim

m→∞
trE

[
P

(l)
BEVA→BE

(
i|ψ̃m(a)〉〈ψ̃m(a)|Am − iAm|ψ̃m(a)〉〈ψ̃m(a)|

)
V †A→BEP

(l)
BE

]
,

(F40)

and |ψ̃m(a)〉 = e−iaAm |ψ〉. To see that Eq. (F38) holds, observe that the same reasoning to why
the limit and summation could be interchanged going from Eq. (F23) to Eq. (F24), holds for the
limit m→∞ also. Now define fm(x) = e−iax/(1+x2/m) and f(x) = e−iax. Assumptions in iii) hold,
thus e−iaAm s→ e−iaA, hence using ii) 1/(1 + A2/m)e−iaAm

s→ e−iaA. Furthermore, since, by definition
e−iaA|ψ〉 ∈ D(A), we have H|ψ(a)〉 ∈HA. Taking all these things into account, we conclude that

ρ
(∞,∞,l)
B (a) = trE

[
P

(l)
BEVA→BE (|ψ(a)〉〈ψ(a)|)V †A→BEP

(l)
BE

]
, (F41)

d

da
ρ

(∞,∞,l)
B (a) = trE

[
P

(l)
BEVA→BE (i|ψ(a)〉〈ψ(a)|A− iA|ψ(a)〉〈ψ(a)|)V †A→BEP

(l)
BE

]
. (F42)

Likewise, we obtain the same expression for limm→∞ limn→∞ F (ρ
(n,l)
E (b)) that we have achieved for

limm→∞ limn→∞ F (ρ
(n,l)
B (a)), but interchanging a 7→ b, A 7→ B and trE 7→ trB . Lastly, by comparing

the r.h.s. of Eq. (F38) with the r.h.s. of Eq. (F23), one sees that limm→∞ limn→∞ F (ρ
(n,l)
B (a)) is

given by evaluating the Fisher information for ρ(∞,∞,l)
B (a) (defined by Eq. (F41)) with derivative

d
daρ

(∞,∞,l)
B (a) (defined by Eq. (F41)) according to Eqs. (9) and (11). The same observation holds

for Eve’s Fisher information. Hence to conclude the proof, we take lim inf l→∞ on both sides of the
equation. �

2. Time-energy uncertainty equality in infinite dimensions

In fact, building on the previous result, we get the following statement in the case where the
commutator in the previous theorem vanishes. This can be viewed as a generalisation of Theorem 1
to the unbounded operator case.

Theorem 36 (Time-energy uncertainty relation for infinite-dimensional systems). Let |ψ〉 be a state
vector in a separable Hilbert space HA of possibly infinite dimensions, let H,X be self-adjoint operators
(possibly unbounded) with domains D(H) and D(X), respectively, so that |ψ〉 ∈ D(H)∩D(X). Define
σH := [〈Hψ,Hψ〉 − 〈ψ,Hψ〉2]1/2, which is finite due to |ψ〉 ∈ D(H), and P⊥ρ := 1− Pρ, where Pρ
denotes the projector onto the support of ρ. Define analogously as before

T := t0 −
i[H,ψ]

2σ2
H

+ P⊥ψ XP
⊥
ψ , (F43)

where X captures the freedom left when defining the optimal local time sensing observable, and consider
for real t, η and t0, η0 the two-parameter family |ψ(t, η)〉 with |ψ(t0, η0)〉 = |ψ〉, again ψ = |ψ〉〈ψ| and

|ψ(t, η)〉 = exp
{
−i[(t− t0)H − (η − η0)T ]

}
|ψ〉 . (F44)

Let, as in Theorem 35, VA→BE be any isometry HA →HB ⊗HE, where the Hilbert spaces HB ,HE

associated with Bob and Eve are also separable and possibly of infinite dimensions, and define
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FA, FB , FE analogously as in Theorem 35. Then the uncertainty principle

FB(t)

FA(t)
+
FE(η)

FA(η)
6 1 (F45)

holds.

Indeed, even in the infinite dimensional setting for unbounded operators, the uncertainty principle
can be attained with equality, so that

FB(t)

FA(t)
+
FE(η)

FA(η)
= 1 (F46)

still holds true.

Proof of Theorem 36. The proof follows the same line of thought as that of Theorem 35, with some
differences. To start with, consider the bounded operators H̃ and X̃ on HA and define for a positive
integer n the truncated operators H̃n as

H̃n := P
(n)
A H̃P

(n)
A . (F47)

and

T̃n := P
(n)
A T̃P

(n)
A , (F48)

with T̃ being defined as in Eq. (F43) with T being replaced by T̃ and X by X̃. As above, one can
define the time evolved states as

|ψn(t, η)〉 = exp
{
−i[(t− t0)H̃n − (η − η0)T̃n]

}
|ψ〉 , (F49)

with |ψn〉 := |ψn(t0, η0)〉. In the same way as before, for positive integers l (and n), we can consider
the sequence of positive operators (ρ

(n,l)
B )n,l on HB defined as

ρ
(n,l)
B (t, η) := trE

[
P

(l)
BEVA→BEP

(n)
A (|ψn(t, η)〉〈ψn(t, η)|)P (n)

A V †A→BEP
(l)
BE

]
, (F50)

and

ρ
(n,l)
E (t, η) := trB

[
P

(l)
BEVA→BEP

(n)
A (|ψn(t, η)〉〈ψn(t, η)|)P (n)

A V †A→BEP
(l)
BE

]
. (F51)

Using these quantities, and proceeding as in the proof of Theorem 35, since this is a valid finite-
dimensional setting in which the above proof in terms of a semi-definite program holds true, one
has

FBob, t

4〈H̃ψn, H̃nψn〉 − 〈ψn, H̃nψn〉2
+ 〈H̃nψn, H̃nψn〉 − 〈ψn, H̃nψn〉2 FEve,η = 1 , (F52)

with equality, since |ψ〉 ∈ D(H) ∩ D(X) and hence the state vector is in the domains of H and X.
Here,

FBob, t := F
(
ρ

(n,l)
B (t0) ; ∂tρ

(n,l)
B (t0)

)
. (F53)

with

ρ
(n,l)
B (.) := ρ

(n,l)
B (., η0), (F54)
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and FEve,η defined analogously based on ρ
(n,l)
E (η) with ρ

(n,l)
E (.) := ρ

(n,l)
E (t0, .). The limit to the

infinite-dimensional setting involving the suitable limit of n→∞ and l→∞ can be performed as in
Theorem 35, while maintaining equality for each n and l. �

Appendix G: Calculations for the case of continuous Lindbladian noise

1. Sensing an unknown parameter in the Hamiltonian

Consider a probe initialized in the state vector |ψinit〉 and subject to the Lindblad dyanmics

ρ̇ = L(ω)
tot (ρ) , (G1)

with

L(ω)
tot = L(ω)

sig + Lrest ; L(ω)
sig (ρ) = −i[ωG, ρ] ;

Lrest(ρ) = −i[Hrest, ρ] +
∑
j

[
LjρL

†
j −

1

2

{
L†jLj , ρ

}]
. (G2)

Here, ω is the unknown parameter to be estimated. The overall evolution up to some total time T is
given by

E(ω)
T = eT [L(ω)

sig +Lrest] . (G3)

As we did earlier, we can decompose the overall evolution into the unitary evolution driven by the
signal (which depends on the unknown parameter ω), followed by an effective instantaneous noisy
channel NT,ω:

E(ω)
T = NT,ω eTL

(ω)
sig , (G4)

where NT,ω is given by

NT,ω = E(ω)
T e−TL

(ω)
sig . (G5)

We are interested in the sensitivity of the probe to the parameter ω, locally around ω0, after letting
the probe evolve for some fixed time T . The sensitivity is given in terms of the Fisher information

FT,ω(ω0) = F
(
ρT,ω0

; (∂ωρT,ω) (ω0)
)
. (G6)

Defining the (fictituous) family of states

ψT,ω = e−iTωG ψinit e
iTωG ;

∂ωψT,ω = −iT [G,ψT,ω] ,
(G7)

we may write

FT,ω(ω0) = F
(
ρT ; NT

(
∂ωψT,ω

)
+ (∂ωNT,ω)

(
ψT
))
, (G8)

where we omit the subscript (·)ω0 on all objects which are ultimately evaluated at ω = ω0.
Again as earlier we assume that we can neglect the second term in the derivative in (G8), and
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carry on with the approximation

FT,ω ≈ F
(
NT,ω0

(
ψT,ω0

)
; NT,ω0

(
∂ωψT,ω

))
=: F unit.

T,ω . (G9)

As above we are now in the setting of our main uncertainty relation; we can identify the above
quantity with FBob, t in Theorem 1, where now the relevant evolution generator is TG. Theorem 1
then implies that

F unit.
T,ω = 4T 2σ2

G −∆F unit.
T,ω ;

∆F unit.
T,ω = T 2F

(
N̂T,ω0

(
ψT,ω0

)
; N̂T,ω0

({
Ḡ, ψT,ω0

}))
, (G10)

where N̂T,ω0 is a channel that is complementary to NT,ω0 , and where Ḡ = G − 〈G〉 with 〈G〉 =

tr[GψT,ω0 ]. As earlier, the complementary channel can be written N̂T,ω0 = ÊT,ω0 e
−TL(ω)

sig .
The absolute error δ in the approximation (G9) can be bounded as earlier using Proposition 26 in

Appendix C as

|δ| 6 F
(
ρ ; (∂ωNT,ω)(ψT,ω0)

)
+
[
F
(
ρ ; (∂ωNT,ω)(ψT,ω0)

)
F unit.
T,ω

]1/2
. (G11)

Similar arguments to those presented earlier apply when computing ∂ωNT,ω in order to bound δ; we
have (

∂ωNT,ω
)
(ψT,ω) = ∂ωρ− E(ω)

T (−iT [G,ψ0]) . (G12)

Any numerical or analytical upper bound on F
(
ρ ; (∂ωNT,ω)(ψT,ω0

)
)
then directly gives an upper

bound to |δ| in (G11).

2. Example: Continuous dephasing noise along the Z axis

A qubit is initialized in the state vector

|ψinit〉 = |+〉 =
1√
2

[
|↑〉+ |↓〉

]
, (G13)

and evolves according to the Hamiltonian H = ωZ/2. Suppose that the qubit is subject to continuous
dephasing along the Z axis. This noise is represented by the Lindbladian jump operators

L0 =
√
γ|↑〉〈↑| , L1 =

√
γ|↓〉〈↓| . (G14)

In vectorized operator notation (same conventions as in the appendices of our work, i.e., row-major
convention), we have

L1 =
∑[

Lj ⊗ LTj −
1

2

[
L†jLj ⊗ 1+ 1⊗ (L†jLj)

T
]]

=


0

−γ
−γ

0

 ;

L0 = (. . .) =


0

−iω
iω

0

 , Et = et(L0+L1) =


1

e−γt−itω

e−γt+itω

1

 .
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Fig. 14: Top view of the Bloch sphere for a single qubit prepared in the +X eigenstate, evolving under
the Hamiltonian H = ωZ/2 and subject to continuous dephasing along the Z axis. The derivative of the
state can be decomposed into a “longitudinal part” along σY (t) associated with the Hamiltonian dynamics,
and a “radial part” along −X(t) associated with the noise terms. The assumption that enables the mapping
from the Lindblad setting to our bipartite uncertainty relation setting is that the noise component (“radial”
component) contributes negligibly to the overall time sensitivity of the clock.

The full evolution map, represented as an operator in terms of matrix elements ρij = 〈i |ρ |j〉, is

Et(ρ) =

[
ρ00 ρ01e

−itω−γt

ρ10e
itω−γt ρ11

]
. (G15)

The next steps for this example are: (a) a direct computation of Bob’s sensitivity; (b) a calculation
of Eve’s sensitivity to energy via our effective picture; and (c) an assessment of the error made in the
approximation (138).
a. Direct compuation of the sensitivity of the noisy probe. At a time t, the state is

ρ(t) =
1

2

[
1 e−itω−γt

eitω−γt 1

]
= Ut

[
1 e−γt

e−γt 1

]
U†t = Ut

1+ e−γtX

2
U†t

=
1 + e−γt

2
Ut|+〉〈+|U†t +

1− e−γt

2
Ut|−〉〈−|U†t , (G16)

where we use the shorthand Ut = e−iHt. The last expression in (G16) provides a diagonal form for ρ
which will serve in the calculation of the Fisher information. The derivative of the state is

Ltot[ρ(t)] = ρ̇(t) =
1

2

[
0 (−iω − γ)e−itω−γt

(iω − γ)eitω−γt 0

]
=
e−γt

2

[
−γ UtXU†t + ω UtY U

†
t

]
, (G17)

noting that UtXU
†
t =

[
0 e−itω

eitω 0

]
and UtY U

†
t =

[
0 −ie−itω

ieitω 0

]
. We can interpret this derivative in

terms of two different dynamics: One ∝ ω UtY U†t which drives the rotation around the Bloch sphere
and one ∝ −γUtXU†t which drives decoherence (Fig. 14). The matrix elements of the derivative in
the eigenbasis {Ut|±〉} of ρ are

〈+|U†t ρ̇ Ut|+〉 = −γ e
−γt

2
, 〈+|U†t ρ̇ Ut|−〉 = iω

e−γt

2
,

〈−|U†t ρ̇ Ut|+〉 = −iω e
−γt

2
, 〈−|U†t ρ̇ Ut|−〉 = γ

e−γt

2
. (G18)
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where 〈+|Y |−〉 = 〈+|Y Z |+〉 = i〈+|X |+〉 = i. Now we compute the Fisher information using
Eq. (12) as

Fclock, t = F
(
ρ(t0) ; ρ̇(t0)

)
=

2

1 + e−γt0

∣∣∣∣γ e−γt02

∣∣∣∣2 + 2

∣∣∣∣iω e−γt02

∣∣∣∣2 + 2

∣∣∣∣iω e−γt02

∣∣∣∣2 +
2

1− e−γt0

∣∣∣∣γ e−γt02

∣∣∣∣2
= ω2e−2γt0 + γ2 2e−2γt0

1− e−2γt0
. (G19)

b. Eve’s Fisher information w.r.t. energy. Now we turn to using the methods of our manuscript
to characterize the sensitivity of the noisy probe. As described in §VIA, we turn to computing

Fclock,U, t = F
(
ρ(t0) ; Nt0(∂tψ(t0))

)
, (G20)

for the instantaneous effective noisy channel Nt and fictitious unitary evolution ψ(t) defined in §VIA.
We will then later discuss how good of an approximation Fclock,U, t is to the original desired quantity
Fclock, t.

We decompose the full evolution Et as in (134). Since [H,Lj ] = 0, we have

Nt = etL1 =


1

e−γt

e−γt

1

 → Nt(ρ) =

[
ρ00 ρ01 e

−γt

ρ10 e
−γt ρ11

]
. (G21)

This channel can be described by the two Kraus operators

E
(t)
0 =

√
1 + e−tγ

2
1 ; E

(t)
1 =

√
1− e−tγ

2
Z. (G22)

The (fictitious) pure unitary evolution of the initial state vector |ψinit〉 = |+〉 is

ψ(t) = Ut ψinit U
†
t =

1

2

[
1 e−itω

eitω 1

]
. (G23)

We compute Eve’s Fisher information with respect to energy, which characterizes the sensitivity
loss of the noisy probe. For any t, a complementary channel to (G21) is given by

N̂t(ρ) =

[
1+e−γt

2 tr(ρ)
√

1−e−2γt

2 tr(Zρ)√
1−e−2γt

2 tr(Zρ) 1−e−γt
2 tr(ρ)

]
. (G24)

We would like to compute

F
(
N̂t(ψ) ; N̂t({H − 〈H〉, ψ})

)
. (G25)

Noting that 〈H〉ψ(t) = 0 for all t and that ψinit = (1+X)/2, we can compute

{H − 〈H〉, ψ} =
{ω

2
Z,Ut ψinit U

†
t

}
=
ω

2
Ut

{
Z,

1 +X

2

}
U†t =

ω

2
Z . (G26)
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We then see that

N̂t(ψ) =

[
1+e−γt

2 0

0 1−e−γt
2

]
; N̂t

(ω
2
Z
)

=
ω

2

[
0

√
1− e−2γt

√
1− e−2γt 0

]
. (G27)

Then using Eq. (12) we find

F
(
N̂ (ψ) ; N̂ ({H − 〈H〉, ψ})

)
= 0 + 2

[
ω2

4

(
1− e−2γt0

)]
+ (same term) + 0

= ω2
(
1− e−2γt0

)
. (G28)

In the present picture of the effective noisy channel being applied instantly after unitary evolution of
duration t0, we see that Eve obtains no information about the energy direction for t ≈ 0. However,
for large t Eve obtains near-perfect information which hinders Bob’s sensitivity. Since the noiseless
Fisher information is ω2, we have via our uncertainty relation that

FBob, t = ω2e−2γt0 . (G29)

Our method therefore correctly gives us the first term in (G19). We can also check by direct
calculation that the first term in (G19) is indeed the Fisher information of the noisy clock state if we
neglect the term in the derivative that is associated with the time derivative of the effective noise
channel itself. First observe that

∂tψ =
1

2

[
0 −iωe−itω

iωeitω 0

]
, (G30)

N (∂tψ) =
1

2

[
0 −iωe−itω−γt

iωeitω−γt 0

]
=
ωe−γt

2
Ut Y U

†
t . (G31)

We see that the object N (∂tψ) is exactly the part of the derivative ρ̇ with respect to the full dynamics
that is associated with the Hamiltonian evolution of ρ, i.e., it is the “longitudinal” component of the
derivative depicted in Fig. 14.

We use again Eq. (12) of our manuscript, recalling the diagonal form for ρ given in (G16):

Fclock,U, t = F
(
ρ ; N (∂tψ)

)
= 0 + 2

∣∣∣∣ωe−γt02

∣∣∣∣+ 2

∣∣∣∣ωe−γt02

∣∣∣∣+ 0 = ω2e−2γt0 . (G32)

The difference between Fclock,U, t and Fclock, t is

δ = Fclock, t − Fclock,U, t = γ2 2e−2γt0

1− e−2γt0
. (G33)

The relative error of the approximation is

δ

Fclock,U, t
=
γ2

ω2

1

1− e−2γt0
. (G34)

(We computed the relative error with respect to Fclock,U, t because it is simpler.) We can see that δ is
small relative to Fclock,U, t if the ratio γ/ω of the loss rate to the qubit’s energy gap is small.

Numerical plots for ω = 1, γ = 0.1 are presented in Fig. 15.
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Fig. 15: Fisher information (F.I.) of a single qubit prepared in a +X eigenstate evolving according to the
Hamiltonian H = ωZ/2 and subject to continuous dephasing along the Z axis. The horizontal axis represents
the time t0 at which we consider the clock sensitivity, and the vertical axis is the value of the different
versions of the Fisher information (top plot) and relative Fisher information (bottom plot). The relative
Fisher information is the Fisher information times t20, which is relevant if we are interested in the relative
sensitivity to time. In these plots we have set ω = 1 and γ = 0.1 (see main text). We verify from these plots
that the time dependency ∂tNt of the effective lnoisy channel contributes negligibly to the overall Fisher
information; this example in the setting of continuous noise can therefore be reduced to a setting as in Fig. 1.

c. Error bound for the mapping from the Lindblad master equation to our setting. As a sanity
check we compute the error bound (144). We have

∂tN =


0

−γe−γt
−γe−γt

0

 , (G35)

and thus

(∂tN )(ψ(t)) =
1

2

[
0 −γe−γte−iωt

−γe−γteiωt 0

]
= −γe−γtUtXU†t . (G36)

The matrix elements in the state’s eigenbasis are

〈+|U†t (∂tN )Ut|+〉 = −γe−γt , 〈+|U†t (∂tN )Ut|−〉 = 0 ,

〈−|U†t (∂tN )Ut|+〉 = 0 , 〈−|U†t (∂tN )Ut|−〉 = γe−γt . (G37)
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Then we can compute

F
(
ρ ; ∂tN (ψ)

)
=

2

1 + e−γt0

∣∣γe−γt0∣∣2 +
2

1− e−γt0
∣∣γe−γt0 ∣∣2 = 4γ2 e−2γt0

1− e−2γt0
. (G38)

Our bound (144) on the error δ becomes

δ 6 4γ2 e−2γt0

1− e−2γt0
+ 2γω

e−2γt0

√
1− e−2γt0

. (G39)

The bound is consistent with our computed value of δ. However, in this case our bound is loose: The
second term in our bound would suggest that the relative error with respect to Fclock,U, t0 behaves
only as γ/ω (if γ � ω), whereas we know from our explicit calculation of δ that the behavior of this
relative error is γ2/ω2.

3. Example: Continuous dephasing noise along the transversal X axis

Consider the qubit state vector

|ψ〉 = |+〉 =
1√
2

[
|↑〉+ |↓〉

]
. (G40)

Suppose that the evolution of the qubit is given by the Lindbladian (130) with

H =
ω

2
Z, L0 =

√
γ|+〉〈+| , L1 =

√
γ|−〉〈−| . (G41)

One checks that the action of Ltot on the Pauli operators and the identity are

Ltot(1) = 0 , Ltot(X) = ωY , Ltot(Y ) = −ωX − γY , Ltot(Z) = −γZ . (G42)

Therefore, Ltot can be represented in the orthonormal basis {|1⟫/√2, |X⟫/√2, |Y ⟫/√2, |Z⟫/√2} of
Pauli operators (denoted with subscript P) as

[
Ltot

]
P =


0 0 0 0

0 0 −ω 0

0 ω −γ 0

0 0 0 −γ


P

(G43)

One can verify that this matrix is diagonalized as

[
Ltot

]
P = S


0

λ+

λ−
−γ

 S−1 , (G44)

λ± = −γ
2
± iα , α =

1

2

√
4ω2 − γ2 , λ+λ− = ω2 , λ+ + λ− = −γ ,

S =


1 0 0 0

0 −λ−ω −λ+

ω 0

0 1 1 0

0 0 0 1

 , S−1 =


1 0 0 0

0 −iω
2α

−iλ+

2α 0

0 iω
2α

iλ−
2α 0

0 0 0 1

 . (G45)
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Fig. 16: Trajectory on the equatorial slice of the Bloch sphere of the state of a qubit initialized in the state
vector |+〉, evolving under the Hamiltonian H = (ω/2)Z and subject to continuous dephasing along the X
axis. Here ω = 1 and γ = 0.1.

We can solve the dynamics analytically using this diagonal representation to compute the matrix
exponential as

Et =
[
etLtot

]
P = S


1

etλ+

etλ−

e−γt

S−1 =


1 0 0 0

0 exx exy 0

0 eyx eyy 0

0 0 0 e−γt


P

,

exx = e−
γt
2

[
cos(αt) +

γ

2α
sin(αt)

]
, exy = −eyx ,

eyx =
ω

α
e−

γt
2 sin(αt) , eyy = exx .

(G46)

This gives us a useful expression of the linear operator Et acting on the operator basis of Pauli
operators. If we let the initial state ψinit = |+〉〈+| evolve for a time t, we obtain

ρ(t) = Et(ψinit) = Et
(

1 +X

2

)
=
1

2
+
e−

γt
2

2

[(
cos(αt) +

γ

2α
sin(αt)

)
X +

ω

α
sin(αt)Y

]
. (G47)

See Fig. 16 for a plot of the trajectory of the state ρ(t) in the X-Y plane of the Bloch sphere.

We can compute the derivative ∂tρ by directly differentiating the expression (G47) or by simply
applying the Lindbladian since we have determined its action in the Pauli basis:

∂tρ =
e−

γt
2

2

[(
cos(αt) +

γ

2α
sin(αt)

)
ωY +

ω

α
sin(αt)

(
−ωX − γY

)]
=
ω

2
e−

γt
2

[
−ω
α

sin(αt)X +
(

cos(αt)− γ

2α
sin(αt)

)
Y
]
. (G48)
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Fig. 17: Relative Fisher information with respect to time of a single qubit prepared in |+〉 and evolving
according to the Hamiltonian (ω/2)Z and exposed to continuous dephasing along the X axis at a rate γ.
The blue curve shows the sensitivity as a function of time t0 of the probe to the signal if we turn off the
noise. In orange, the exact Fisher information F

(
ρ ; ∂ωρ

)
is computed directly. In green, an approximation

to the desired Fisher information ignores the contribution of the time dependency ∂tNt of the effective noisy
channel. This approximation is the quantity that appears in our trade-off relation in the alternative setting
where Alice sends a noiseless quantum clock over a noisy channel to Bob. Because the unitary and noise
parts of the Lindbladian do not commute as superoperators, invoking our the trade-off relation requires the
channel Nt to be determined via (133). Here ω = 1, γ = 0.1.

The approximation we make to apply our uncertainty relation is to replace this expression for ∂tρ by

Et(−i[H,ψinit]) = Et
(
−i
[
ω

2
Z,

1 +X

2

])
=
ω

2
Et(Y )

=
ω

2
e−

γt
2

[
−ω
α

sin(αt)X +
(

cos(αt) +
γ

2α
sin(αt)

)
Y
]
. (G49)

We see that the two expressions (G48) and (G49) differ by a term (2α)−1γωe−γt/2 sin(αt)Y , which
is small as long as γ � ω.

The Fisher information Fclock, t given by (132) and Fclock,U, t given by (138) are plotted in Fig. 17
as a function of t0. Our approximation matches the exact Fisher information well, except for an
out-of-phase oscillation of relatively small amplitude. This error to the contribution of the phase
damping is expected to be attributable to the difference in sign of the smaller terms in Eqs. (G48)
and (G49).

Appendix H: Perturbing the noisy channel to restore equality in the uncertainty relation for
metrological codes

In this appendix, we study how to perturb a noisy channel N in order to restore uncertainty
relation equality for a metrological code. We prove Proposition 6 of the main text, which shows that
equality in the uncertainty relation can be restored by an infinitesimal perturbation of the Stinespring
isometry, all while preserving the zero sensitivity loss conditions (146) (it might be necessary to
enlarge Bob’s system with an auxiliary qubit). The proposition is slightly reformulated to emphasize
the fact that we can apply the same construction also without regards to the zero sensitivity loss
condition.
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Proposition 37. Let VA→BE be an isometry, let |ψ〉A, |ξ〉A with 〈ψ |ξ〉A = 0 and let N (·) =

trE
(
V (·)V †

)
, N̂ (·) = trB

(
V (·)V †

)
. For any ε > 0, there exists an isometry V ′A→BE with

‖V ′ − V ‖ 6 ε and such that
(
P⊥ρ′B
⊗ P⊥ρ′E

)
V ′|ξ〉 = 0, where ρ′B = trE

{
V ′ψV ′†

}
and ρ′E =

trB
{
V ′ψV ′†

}
.

Furthermore, assume that N̂ (|ξ〉〈ψ|+ |ψ〉〈ξ|) = 0 and assume that there exists a unitary operator
GB acting on the system B with the properties that PρBGBPρB = 0, PζBGBPζB = 0, PρBGBPζB = 0,
and PζBGBPρB = 0, where ζB = N (|ξ〉〈ξ|) and ζE = N̂ (|ξ〉〈ξ|). Then the perturbed isometry V ′ can
be chosen to also satisfy N̂ ′

(
|ξ〉〈ψ|+ |ψ〉〈ξ|

)
= 0, where N̂ ′(·) = trB

{
V ′ (·)V ′†

}
.

Proof. Write N (·) = trE
(
V (·)V †

)
and let

ρB = N (ψ) ; ρE = N̂ (ψ) . (H1)

The strategy to perturb V is to include an infinitesimal rotation that rotates the state V |ψ〉 into
the direction of another suitably chosen state |χ〉BE . We first compute some properties of a general
such rotation, and then we will prove the stated claims.
Let ε > 0. Let α > 0 such that 4 sin2(α/2) 6 ε. Let |χ〉BE be a state with the property that

the reduced state on B lies in a subspace that is orthogonal to the reduced state ρB of V |ψ〉, i.e.,
PρB |χ〉 = 0, or equivalently, |χ〉BE lies in the support of P⊥ρB ⊗ 1. The state |χ〉BE will be fixed later.
Let

{
|µ(j)〉

}
j
be a basis of BE with |µ(1)〉BE = V |ψ〉 and |µ(2)〉BE = |χ〉BE . Let

WBE→BE =
(

cos(α)|µ(1)〉+ sin(α)|µ(2)〉
)
〈µ(1)|+

(
cos(α)|µ(2)〉 − sin(α)|µ(1)〉

)
〈µ(2)|

+
∑
j=3,...

|µ(j)〉〈µ(j)| , (H2)

and note that WBE→BE is a unitary close to the identity, effecting the rotation W0 =
[

cos(α) − sin(α)
sin(α) cos(α)

]
between |µ(1)〉BE and |µ(2)〉BE . The eigenvalues θ1, θ2 of W0 are determined from θ1 +θ2 = tr(W0) =

2 cos(α) and θ1θ2 = det(W0) = 1 as θ1 = θ∗2 = eiα. As the operator norm is the maximal singular
value, we find ‖W0 − 1‖∞ = max

{
|eiα − 1|, |e−iα − 1|

}
= (1 − cosα)2 + (sinα)2 = 2 − 2 cos(α) =

4 sin2(α/2) 6 ε, and
∥∥W − 1∥∥∞ 6 ε. Now let V ′ = WBEV , with

‖V ′ − V ‖∞ 6 ‖W − 1‖∞‖V ‖∞ 6 ε . (H3)

We find

ρ′E = trB
(
V ′ψV ′†

)
= trB

[
cos2(α) |µ1〉〈µ1|+ cos(α) sin(α)

(
|µ1〉〈µ2|+ |µ2〉〈µ1|

)
+ sin2(α) |µ2〉〈µ2|

]
= cos2(α) ρE + cos(α) sin(α) trB

[
V |ψ〉〈χ|+ |χ〉〈ψ|V †

]
+ sin2(α)χE .

= cos2(α) ρE + sin2(α)χE . (H4)

The last equality holds thanks to our assumption that PρB |χ〉 = 0.
We now prove the first part of the proposition. We can assume without loss of generality that

rank(P⊥ρE ) 6 rank(P⊥ρB ), by exchanging the roles of the B and E systems if necessary. Let {|χk〉B}Kk=1,
{|χ′k〉E}Kk=1 be two orthonormal families of states lying in the support of P⊥ρB and P⊥ρE respectively,
with K = min

{
rank(P⊥ρB ), rank(P⊥ρE )

}
= rank(P⊥ρE ). Define |χ〉BE = (1/

√
K)

∑
k|χk〉B ⊗ |χk〉E . By

construction, we have that χE = (1/K)
∑K
k=1|k〉〈k|E = P⊥ρE/ tr(P⊥ρE ). It follows that the state (H4)

has full rank, and therefore our conditions for our uncertainty relation equality are fulfilled.
Now we prove the second part of the proposition, and we assume that N̂ (DZ

A) = 0, with DZ
A =
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|ξ〉〈ψ| + |ψ〉〈ξ|. The proof strategy is similar to above, to introduce a small “rotation” to fix the
support of the state ρE all while preserving the zero sensitivity loss conditions (146).

Without loss of generality, we may assume that
∥∥|ξ〉∥∥ = 1. We define for later convenience

ZL = |ξ〉〈ψ|+ |ψ〉〈ξ| ; ΠL = |ψ〉〈ψ|+ |ξ〉〈ξ| ; Z̃L = ZL + (1−ΠL) , (H5)

noting that Z̃L is the unitary operator that flips the normalized states |ψ〉 and |ξ〉 and acts as the
identity on the subspace that is orthogonal to |ψ〉, |ξ〉.

As stated in the claim, we assume that there exists a unitary operator GB with the properties
that PρBGBPρB = 0, PζBGBPζB = 0, PρBGBPζB = 0, and PζBGBPρB = 0.

Let 0 < ε 6 1. Let α = ε/2 with 0 < α 6 1/2 and let

V ′ =
(
cos(α)V + sin(α)GB V Z̃L

)
. (H6)

Then

‖V ′ − V ‖ =
∥∥(cos(α)− 1)V + sin(α)GBV Z̃

∥∥
6 (1− cos(α))

∥∥V ∥∥+ sin(α)
∥∥GBV Z̃∥∥

6 2 sin2(α/2) + sin(α) 6 2|α| , (H7)

using sin(α) 6 |α| and with |α| 6 1/2.

We first show that the perturbed isometry V ′ also satisfies the zero sensitivity loss conditions. Let
N̂ ′(·) = trB

{
V ′ (·)V ′†

}
and we compute

N̂ ′(ZL) = trB

{
V ′ ZL V

′†
}

= trB

{
cos2(α)V ZL V

†

+ cos(α) sin(α)
[
V ZL Z̃L V

†G†B +GBV Z̃L ZL V
†
]

+ sin2(α)GBV Z̃LZLZ̃L V
†G†B

}
= 0 , (H8)

using trB
{
V ZLV

†} = N̂ (ZL) = 0 and Z̃LZLZ̃L = ZL, as well as the fact that

trB
[
GBV Z̃LZLV

†] = trB
[
GBV [|ψ〉〈ψ|+ |ξ〉〈ξ|]V †

]
= trB

[
GBPρBV ψV

†PρB +GBPζBV ξV
†PζB

]
= 0 , (H9)

using the fact that PρBGBPρB = 0 = PζBGBPζB .

We then have

ρ′E = trB

{
V ′ ψ V ′†

}
= trB

{
cos2(α)V ψV † + cos(α) sin(α)

[
V |ψ〉〈ξ|V †G†B +GBV |ξ〉〈ψ|V †

]
+ sin2(α)GBV ξV G

†
B

}
= cos2(α) ρE + sin2(α) ζE , (H10)

where the two middle terms in the long expression vanish because trB
{
GBV |ξ〉〈ψ|V †

}
=

trB
{
PρBGBPζBV |ξ〉〈ψ|V †

}
= 0.
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Similarly,

ζ ′E = trB

{
V ′ ξ V ′†

}
= trB

{
cos2(α)V ξV † + cos(α) sin(α)

[
V |ξ〉〈ψ|V †G†B +GBV |ψ〉〈ξ|V †

]
+ sin2(α)GBV ψV

†G†B

}
= cos2(α) ζE + sin2(α) ρE . (H11)

Any state |c〉E that lies in the kernel of ρ′E must satisfy

0 = 〈c|ρ′E |c〉 = cos2(α) 〈c|ρE |c〉+ sin2(α) 〈c|ζE |c〉 , (H12)

which in turn implies 0 = 〈c|ρE |c〉 = 〈c|ζE |c〉. We then find∥∥(1B ⊗ 〈c|E)V ′|ξ〉
∥∥2

= 〈c|E trB
(
V ′ξV ′†

)
|c〉E

= 〈c|ζ ′E |c〉

= 〈c|E
[
cos2(α) ζE + sin2(α) ρE

]
|c〉E

= 0 . (H13)

Therefore
(
1B ⊗ P⊥ρ′E

)
V ′|ξ〉 = 0, implying that

(
P⊥ρ′B
⊗ P⊥ρ′E

)
V ′|ξ〉 = 0 and our uncertainty relation

equality conditions are satisfied. �

Appendix J: Behavior of metrological codes for weak i.i.d. noise; metrological codes,
uncertainty relation equality, and discontinuities of the quantum Fisher information

In this appendix, we consider a metrological code (|ψ〉, |ξ〉) on n qubits, with a metrological
distance dm > 1. For any noise channel that acts on fewer than dm qubits, we have seen in §VII
that ∆FBob, t = 0. Instead of noise acting on few qubits, we now consider examples of i.i.d. noise
channels [N (p)

1 ]⊗n, where each channel N (p)
1 acts on a single qubit and depends on a noise parameter

p such that N (p=0)
1 = id. We ask: For constant n, to what order in p is the loss in quantum Fisher

information ∆FBob, t suppressed?
Let us first consider a similar question in the conventional setting of quantum error correction,

where a logical state is encoded into a physical state, is exposed to a noise channel, and is subsequently
decoded to attempt to recover the initial state. If a state |ψ〉, encoded with a distance-d quantum
error-correcting code, is exposed to a weak i.i.d. noise channel in which a single-site error happens
with probability p, then after a subsequent decoding operation, the fidelity of the state with respect
to the original state differs with the ideal value one by at most O(pd/2). I.e., the fidelity loss is
suppressed by the quantum error correction procedure to an order in the noise parameter that is
proportional to the distance of the code. This suppressed fidelity loss is explained by a fundamental
principle in quantum information: Two states (respectively two channels) that are ε-close in trace
distance (respectively diamond distance) may not be distinguished by any physical operation, except
with probability of the order at most O(ε). In the case of weak i.i.d. noise, any error operator
whose weight is larger than (d− 1)/2 only occurs with probability at most O(pd/2). Consequently,
no experiment should be able to distinguish the weak i.i.d. noise from a noise operator with only
weight-[(d − 1)/2] operators with probability better than O(pd/2), for which the quantum error
correction scheme enables perfect recovery.

By analogy, it is natural to expect that the quantum Fisher information loss ∆FBob, t should scale as
∼ pcdm , where dm is the metrological distance of the metrological code, and where c is some constant.
However, this is not the case, as we will see in the remainder of this appendix. While ∆FBob, t exhibits
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the expected behavior for certain examples of metrological codes, we can find counter-examples
in which the quantum Fisher information loss scales as ∆FBob, t ∼ p despite the state forming a
metrological code of an arbitrarily large, but fixed, metrological distance dm. This counter-example
shows that when measuring the accuracy of Bob’s estimate to the time parameter in terms of the
quantum Fisher information, the code distance is not necessarily related to the loss in sensitivity of
the state. This might be worrying, since the metrological distance of the metrological code wouldn’t
be related to the degree of protection offered by such codes in suppressing the sensitivity loss. We
argue, however, that the quantum Fisher information might not be the relevant sensitivity measure to
study in such regimes. More specifically, we know that there are regimes in which we should question
the operational relevance of the quantum Fisher information, because infinitesimal perturbations
in the state or the noise channel result in observable consequences in the purported sensitivity as
reported by the quantum Fisher information. We attribute this behavior to the fact that it ignores
the error associated with the estimation of the expectation value of the optimal sensing observable
from a finite number of measurement repetitions. Based on our examples, we hypothesize that the
settings where ∆FBob, t 66 O(pdm/2) fall into this regime. While confirming this hypothesis would
invalidate known counterexamples in which a high metrological distance can still lead to a high
accuracy loss, a full proof of the protection offered by metrological codes in the general setting
remains elusive. Such a result would further require (a) establishing a measure of sensitivity that is
robust to perturbations of the physical setting by accounting for limits on the number of available
measurement repetitions and (b) showing that its loss is suppressed as a function of the metrological
distance of the metrological code.

In the following, we first compute the quantum Fisher information loss of some states that form
metrological codes after exposure to weak i.i.d. noise. In order to explore the cause of the behavior
of some examples that appear problematic, we study more closely some properties of the quantum
Fisher information: We argue that there are regimes in which the quantum Fisher information, being
discontinuous, cannot be a representative measure of sensitivity, and we attribute this problematic
behavior to the failure to account for the number of finite available measurement repetitions. Finally,
we consider a restricted setting with additional assumptions on the state and the noise channel, in
which we prove the expected bound on the quantum Fisher information loss ∆FBob, t 6 O(pdm/2).

1. Examples of metrological codes exposed to weak i.i.d. noise

We now consider three single-site noise channels: the amplitude-damping channel, the dephasing
channel in the Z basis, and the bit-flip channel. In the basis {|↑〉, |↓〉}, the single-qubit amplitude-
damping channel has Kraus operators

E
(p)
a.d., 0 =

(√
1− p 0

0 1

)
; E

(p)
a.d., 1 =

(
0 0√
p 0

)
. (J1)

The second noise channel we consider is the dephasing channel in the Z basis, described by the Kraus
operators

E
(p)
dephas., 0 =

√
1− p

2

(
1 0

0 1

)
; E

(p)
dephas., 1 =

√
p

2

(
1 0

0 −1

)
. (J2)

Finally, the bit-flip channel is described by the Kraus operators

E
(p)
bit-flip, 0 =

√
1− p

2

(
1 0

0 1

)
; E

(p)
bit-flip, 1 =

√
p

2

(
0 1

1 0

)
. (J3)
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Fig. 18: Quantum Fisher information loss ∆FBob, t after exposure of |ψcode〉 [cf. Eq. (J4)] to i.i.d. amplitude-
damping or dephasing noise in the Z basis, as a function of the noise parameter p. Based on our intuition of
standard error-correcting codes, we might have expected that ∆FBob, t only depends on an order in p (for
p→ 0) that is directly related to dm (or dm/2). In case of either noise model, we fit the data points where
p < 0.1 to ln(y) = a ln(p) + b (which corresponds to a power law y ∝ pa) to obtain the order in p to which
∆FBob, t is affected. We see that for amplitude-damping noise, the loss in quantum Fisher information is
suppressed to only depend on p to second order; for dephasing noise, the loss is affected to first order in p.
The quantum Fisher information loss due to an i.i.d. bit-flip noise channel (not shown) behaves very similarly
to the dephasing noise.

a. Four-qubit code state based on the [[4, 2, 2]] code

Consider the state vector introduced in §VII E and §VII F,

|ψcode〉 =
1

2

[
|↑↑↑↑〉+ |↓↓↓↓〉+ |↑↓↑↓〉+ |↓↑↓↑〉

]
. (J4)

Consider the Hamiltonian consisting of ZZ terms on the edges connecting the four qubits when they
are arranged in a square, as in Fig. 9a; with a suitable normalization we obtain

|ξcode〉 =
1

2

[
|↑↑↑↑〉+ |↓↓↓↓〉 − |↑↓↑↓〉 − |↓↑↓↑〉

]
. (J5)

We’ve seen that (|ψcode〉, |ξcode〉) forms a metrological code of metrological distance 2.

Let us consider how the quantum Fisher information of this state drops when exposed to i.i.d.
amplitude-damping noise and to i.i.d. dephasing noise. The quantum Fisher information loss ∆FBob, t

is plotted in a log-log plot as a function of p in Fig. 18. We fit the computed values for points with
p < 0.1 to the model ln(y) = a ln(p) + b in order to determine the quantum Fisher information loss
order (as y ∝ pa). We observe that while the quantum Fisher information loss is indeed only affected
to second order in p for amplitude-damping noise, it is directly affected to first order for dephasing
noise. The behavior of this small-scale example is not necessarily surprising, although it rules out an
optimistic conjecture that states of the form (J4) could have their loss in quantum Fisher information
be protected to second order in p against any i.i.d. noise channel, as could have been suggested from
Fig. 13.
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b. Repetition code in the +/− basis

Now we investigate a larger example that shows that the metrological distance is not always
indicative of the order of quantum Fisher information loss in the noise parameter. On n qubits, let

|ψ〉 = |+〉⊗n , |ξ〉 = |−〉⊗n . (J6)

Here, the Hamiltonian corresponding to these states is the nonlocal operator H = Z⊗n. (Note that
this example differs starkly from a standard ensemble of n spins where the Hamiltonian is as a sum
of Z terms on each site. In that case, |ξ〉 would be a superposition of strings that consist of all |+〉
state vectors and a single |−〉 state vector.) The (|ψ〉, |ξ〉) given above form a metrological code of
distance dm = n. Indeed, any operator O with wgt(O) < n cannot make |ψ〉 non-orthogonal to |ξ〉,
and the conditions (153) are satisfied.

We show that if we expose this state to i.i.d. dephasing noise along the Z axis, the quantum Fisher
information loss is indeed suppressed to the order O(pn/2), as we would expect. On the other hand,
if we expose the state to i.i.d. bit-flip noise, which can be seen as dephasing noise along the X axis,
then the quantum Fisher information loss is not suppressed as expected and we find ∆FBob, t ∼ p.

Let us first consider i.i.d. dephasing noise along the Z axis. We show that the quantum Fisher
information loss is indeed suppressed to order O(pn/2) for this noise channel. We now prove this
statement. We may choose for the noise channel N (p)

dephas(·) = (1−p/2)(·)+(p/2)Z(·)Z the Stinespring
isometry

VA→BE =

√
1− p

2
1⊗ |0〉E +

√
p

2
Z ⊗ |1〉E

= |p+〉E〈↑|A ⊗ |↑〉B + |p−〉E〈↓|A ⊗ |↓〉B , (J7)

with respect to some basis |0〉, |1〉 on E, and with

|p±〉 =

√
1− p

2
|0〉 ±

√
p

2
|1〉 . (J8)

This choice leads to the complementary channel

N̂ (p)
dephas(·) = 〈↑|·|↑〉A |p+〉〈p+|E + 〈↓|·|↓〉A |p−〉〈p−|E . (J9)

We find

ρE1 = N̂ (p)
dephas(|+〉〈+|) =

1

2

[
|p+〉〈p+|E + |p−〉〈p−|E

]
=

(
1− p 0

0 p

)
;

N̂ (p)
dephas(|+〉〈−|) =

1

2

[
|p+〉〈p+|E − |p−〉〈p−|E

]
=

√
p

2

(
1− p

2

)(0 1

1 0

)
. (J10)
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We can then compute

∆FBob, t = F
([
N̂ (p)

dephas(|+〉〈+|)
]⊗n

;
[
N̂ (p)

dephas

]⊗n(
[|+〉〈−|]⊗n + [|−〉〈+|]⊗n

))
= F

((
1− p 0

0 p

)⊗n
;
[√p

2

(
1− p

2

)(0 1

1 0

)]⊗n
+ h.c.

)
= 4
[p

2

(
1− p

2

)]n
F

((
1− p 0

0 p

)⊗n
; X⊗n

)
= 4 pn 2−n

(
1− p

2

)n ∑
x,x′

2

λx + λx′

∣∣∣〈x |X⊗n |x′〉∣∣∣2 , (J11)

where x,x′ are bit strings and where λx = (1− p)|x|pn−|x| is the eigenvalue of ρ⊗nE1
associated with

the eigenvector |x〉. Observe that 〈x |X⊗n |x′〉 = δx̃,x′ , where x̃ is the bit string obtained by flipping
all the bits of x. Then

λx + λx̃ = (1− p)|x|pn−|x| + (1− p)n−|x|p|x| = Ω(pmin(|x|,n−|x|)) = Ω(pn/2) , (J12)

noting that min(|x|, n− |x|) 6 n/2. Therefore,

(J11) = pn
∑
x

O
(
p−n/2

)
= O(pn/2) . (J13)

I.e., the quantum Fisher information on Bob’s end after exposure of the state to i.i.d. dephasing
noise along the Z axis is well protected, in that the loss is suppressed to the order O(pn/2). Observe
that ρE is full rank, and therefore our uncertainty relation holds with equality in this setting.

Consider now the i.i.d. bit-flip noise channel [N (p)
bit-flip]⊗n determined by the single-site Kraus

operators E(p)
bit-flip, 0 and E(p)

bit-flip, 1. We find

N (p)
bit-flip(|+〉〈+|) = |+〉〈+| , N (p)

bit-flip(|+〉〈−|) = (1− p)|+〉〈−| . (J14)

We would like to compute

FBob, t = F
(

[N (p)
bit-flip]⊗n

(
|+〉〈+|⊗n

)
; [N (p)

bit-flip]⊗n
(
−i[|−〉〈+|]⊗n + i[|+〉〈−|]⊗n

))
= F

(
|+〉〈+|⊗n ; −i[(1− p)|−〉〈+|]⊗n + h.c.

)
= 4 〈+n |

[
−i[(1− p)|−〉〈+|]⊗n + h.c.

]2
|+n〉 , (J15)

where the last equality follows from Proposition 21. With

〈+n|
[
−i[(1− p)|−〉〈+|]⊗n + h.c.

]
= i(1− p)n〈−n| , (J16)

we find

(J15) = 4(1− p)2n = 4− 8np+O(p2) . (J17)

Therefore, for bit-flip i.i.d. noise, we have

∆FBob, t[bit-flip] = 8np+O(p2) , (J18)

meaning that the quantum Fisher information loss is linear in p despite the high metrological distance
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dm.

Note that, in the case of i.i.d. bit-flip noise, our uncertainty relation equality conditions are not
satisfied, since the rank of ρB changes locally as a function of time. I.e., we should not expect
our uncertainty relation to hold with equality. This fact does not impact our calculation of the
quantum Fisher information loss (J18), since we determined this value by direct computation on
Bob’s side. However, based on this example, we are tempted to hypothesize that settings in which a
high metrological distance does not inhibit a high accuracy loss under weak i.i.d. noise coincide with
the settings in which our uncertainty relation does not hold with equality. In the remainder of this
appendix, we provide additional indications in favor of this hypothesis.

2. Discontinuities of the quantum Fisher and uncertainty relation equality conditions

We briefly return to study the behavior of the quantum Fisher information in a simple example in
which our uncertainty relation equality conditions are not satisfied. In such cases, the state on Bob’s
side changes rank, and it is known that the quantum Fisher information can be discontinuous [33,
34, 103].

The definition of the quantum Fisher information that we use [Eq. (9)], which can differ from
the expression stemming from the second-order expansion of the Bures metric [33, 34, 103], directly
expresses the accuracy to which one can sense an unknown parameter via an observable that reveals
the true value of the parameter locally in expectation value (see Proposition 28 in Appendix D).

It is a fundamental principle in quantum information that a quantity that is measurable in a
physical setting should be robust to infinitesimal perturbations of the quantum state. Yet, how
is possible that the quantum Fisher information is discontinuous, if it directly corresponds to the
physically operational sensitivity to which one can estimate an unknown parameter locally? We
attribute this discontinuity to the assumption, in Proposition 28 in Appendix D, that the sensing
observable reveals the true parameter value in expectation value. An expectation value needs to be
estimated using multiple rounds of measurements, and depending on the outcome distribution of the
observable, an arbitrary large number of measurements might be required to accurately estimate its
expectation value. In the following example, we study how the optimal sensing observable diverges
close to discontinuity points of the quantum Fisher information; namely, the discontinuity can be
associated with diverging eigenvalues of the observable associated with eigenstates that are outside
the support of the state at the discontinuity point.

Overall, this example indicates that the operational relevance of the quantum Fisher information
might break down in certain regimes where it is not possible to accurately estimate the expectation
value of the optimal sensing observable.

The following example is based on Refs. [33, 34, 103]. Consider the example of § IVB: A qubit
state evolving along the equator of the Bloch sphere is collapsed by the noise channel along the X
axis of the Bloch sphere. Bob’s quantum Fisher information is constant and equal to ω2 almost all
the time, except when the state is exactly a ±X eigenstate, in which case Bob’s quantum Fisher
information is equal to zero. The state on Bob’s end is given by Eq. (87) as

ρB = p+|+〉〈+|+ p−|−〉〈−| , p+ = cos2
(ωt0

2

)
, p− = sin2

(ωt0
2

)
. (J19)

When Bob’s quantum Fisher information FBob, t is nonzero, there is always an observable O whose
expectation value reveals the true parameter value locally, i.e. 〈O〉ρ(t0+dt) = t0 + dt+O(dt2), and
whose variance is 〈O2〉 − 〈O〉2 = 1/ω2 (cf. Appendix D). The optimal sensing observable is given by
the suitably normalized symmetric logarithmic derivative (Proposition 28) and can be computed,
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when ωt0 is not a multiple of π, to be:

O − t01 =
1

ω2
R−1
ρt0

(
∂tρ
)

=
1

ω2

∑
k,k′=±

2

pk + pk′
〈k |(∂tρ)|k′〉|k〉〈k′|

=
2

2ω2 cos2(ωt02 )
〈+|(∂tρ)|+〉|+〉〈+|+ 2

2ω2 sin2(ωt02 )
〈−|(∂tρ) |−〉|−〉〈−|

= − 1

ω
tan
(ωt0

2

)
|+〉〈+|+ 1

ω

[
tan
(ωt0

2

)]−1

|−〉〈−| , (J20)

where we used that (∂tρ) = −(ω/2) sin(ωt0)X [cf. Eq. (89)], and therefore that 〈±|(∂tρ)|±〉 =

∓(ω/2) sin(ωt0) = ∓ω sin(ωt0/2) cos(ωt0/2).
As a sanity check, we can verify that O satisfies

〈O〉ρ(t0+dt) = t0 + dt+O(dt2) , (J21)

as well as

σ2
O = 〈O2〉ρt0 − 〈O〉

2
ρt0

=
1

ω2
. (J22)

As the state gets closer to a discontinuity (for instance at t0 = 0), this optimal sensing observable
has one eigenvalue that diverges (for t0 = 0, this eigenvalue is associated with the eigenvector |−〉).
At the discontinuous point, the derivative is zero locally, so no observable will ever be able to correctly
reveal the true value of the parameter to first order locally. The state doesn’t change to first order in
t at all! We can attribute the discontinuity to the fact that an optimal sensing observable for one
state might turn out to no longer be an acceptable sensing observable for a neighboring point. In
other words, while the variance of an observable is continuous both as a function of the state and
of the observable, the optimal variance in the local sensing scenario is discontinuous because the
conditions of the optimization (D1) are discontinuous.
At the discontinuity t0 = 0, the derivative ∂tρ vanishes locally, and it is impossible to find an

observable O such that 〈O〉ρ(t0+dt) = t0 + dt + O(dt2). By convention we set the corresponding
quantum Fisher information to be zero; first, it’s convenient because we don’t have to modify the
definition of the quantum Fisher information, and second, it expresses the fact that we cannot
have any sensitivity locally to first order in the parameter by measuring the expectation value of
an observable. If the quantum Fisher information is defined starting from the Bures distance, a
mismatch will be observed; this mismatch could be interpreted as a failure of the Cramér-Rao bound.

Operationally, even for t0 not at one of the discontinuities, the use of the expectation value as the
way of reading out the parameter in the estimation process might be problematic. Estimating the
expectation value of O to good accuracy, for t0 ≈ 0, requires that we observe sufficiently many times
the |−〉 outcome, even though the latter only appears with the vanishing probability sin2(ω(t0 +dt)/2).
If we do not repeat the measurement on enough copies, we would only empirically observe |+〉 events
and we would erroneously estimate the expectation value of O to be equal to −

[
tan(ωt0/2)

]
/ω, and

that its variance is zero. Not only this result would be wrong as it doesn’t depend on the actual
value dt that we wanted to measure, but the variance is certainly incorrect since the optimal variance
when an infinite number of measurements is available is 1/ω2. There might be opportunities for
defining and investigating refined measures of sensitivity that can account for the finite amount of
measurement outcomes that can be collected in the estimation process.

The above example illustrates that the quantum Fisher information can be problematic to interpret
in certain regimes close to points where the rank of the state can change. This type of regime can
occur for metrological codes, if the noise happens to fix the state vector |ψ〉 while not fixing other
states that are infinitesimally close to |ψ〉, resulting in a rank change for Bob and Eve’s states. We
observe that in the context of metrological codes exposed to weak i.i.d. noise, the quantum Fisher
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information is not actually discontinuous as a function of the noise parameter; rather, it is the
order in p of the Fisher information loss that can behave unexpectedly. That the quantum Fisher
information loss must be suppressed at least to the order O(p) follows from our continuity bound
Proposition 27, noting that the weak i.i.d. noise channel is O(p)-close to the identity channel.

3. Suppression of quantum Fisher information loss in a restricted setting

Here we show that, when considering a metrological code exposed to weak i.i.d. noise in a restricted
setting with additional assumptions, the quantum Fisher information loss ∆FBob, t is suppressed to
the expected order O(pdm/2), where dm is the metrological distance of the metrological code.

Proposition 38. Let |ψ〉, |ξ〉 define a metrological code of metrological distance dm. Let N1 be a
single-site noise operator with a Kraus representation {E(k)

1 }Kk=1 that is such that ‖E(k′)
1 ‖∞ = O

(√
p
)

for k′ 6= 1. Furthermore, if x denotes a string of Kraus operator labels with xi ∈ {1, . . . ,K}, and if
Ex =

(⊗n
i=1E

(xi)
1

)
, we assume that the states

{
Ex|ψ〉

}
x
are all nonzero and orthogonal, and that

‖Ex|ψ〉‖ > Ω(p|x|/2). Then ∆FBob,t = O
(
pdm/2

)
.

This result follows fairly straightforwardly from Eq. (128) in §VE.

Proof. Using the notation in Eq. (128), with ε = p, we have that ∆FBob,t = O(pm) with

m = min
x,x′

{
2qx,x′ −min

(
rx, rx′

)}
, (J23)

where rx and qx,x′ are defined via

〈ψ |E†xEx |ψ〉 = Ω
(
prx
)

; tr
{
E†x′Ex

(
|ξ〉〈ψ|+ |ψ〉〈ξ|

)}
= O

(
pqx,x′

)
, (J24)

setting by convention qx,x′ = ∞ whenever we have tr
{
E†x′Ex

(
|ξ〉〈ψ|+ |ψ〉〈ξ|

)}
= 0. From our

assumption that Ex|ψ〉 6= 0, we see that rx is always finite.
We now consider different cases for x,x′. Suppose first that |x|+ |x′| < dm. Then, since |ψ〉, |ξ〉

form a metrological code of metrological distance dm, we have qx,x′ =∞. Now suppose instead that
|x|+ |x′| > dm, implying that either |x| > dm/2 or |x′| > dm/2. Then, since ‖Ex|ψ〉‖ = Ω

(
p|x|/2

)
,

we find

〈ψ |E†xEx |ψ〉 = ‖Ex|ψ〉‖2 = Ω
(
p|x|
)
, (J25)

so we can pick rx = |x|. Since E(xi)
1 = O(

√
p) for each xi 6= 0, we have

tr
{
E†x′Ex

(
|ξ〉〈ψ|+ |ψ〉〈ξ|

)}
= 〈ξ |E†x′Ex |ψ〉+ 〈ψ |E†x′Ex |ξ〉

= (
√
p)|x

′|+|x|O(1) = O
(
p(|x′|+|x|)/2) , (J26)

so we can pick qx,x′ = (|x′|+ |x|)/2. Then

2qx,x′ −min{rx, rx′} = |x|+ |x′| −min{|x|, |x′|} = max{|x|, |x′|} > dm/2 . (J27)

In all cases, we have 2qx,x′ −min{rx, rx′} > dm/2 and thus

∆FBob, t 6 O
(
pdm/2

)
, (J28)

as claimed. �
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There are two strong assumptions made in the above proposition. First, we assume that the Kraus
operator representation satisfies tr{E†x′Ex ψ} ∝ δx,x′ , or equivalently, that ρE is diagonal; such a
representation always exists but might be difficult to find. Second, the state on Eve must not be
rank-deficient, or equivalently, there is no Kraus operator Ex that has zero probability of occurring
when the channel is applied onto the state ψ. It is not immediately clear to us how to generalize the
above proposition to weaken either of these assumptions.
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