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Lea Popovic1, Amandine Véber2

December 18, 2022

Abstract

We propose a novel measure valued process which models the behaviour of chemical reaction
networks in spatially heterogeneous systems. It models reaction dynamics between different
molecular species and continuous movement of molecules in space. Reactions rates at a
spatial location are proportional to the mass of different species present locally and to a
location specific chemical rate, which may be a function of the local or global species mass
as well. We obtain asymptotic limits for the process, with appropriate rescaling depending
on the abundance of different molecular types. In particular, when the mass of some species
in the scaling limit is discrete while the mass of the others is continuous, we obtain a new
type of spatial random evolution process. This process can be shown, in some situations, to
correspond to a measure-valued piecewise deterministic Markov process in which the discrete
mass of the process evolves stochastically, and the continuous mass evolves in a deterministic
way between consecutive jump times of the discrete part.
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1 Introduction

The goal of our work is to establish a mathematical framework for the dynamics of molecules of
different types interacting and moving in continuous heterogeneous space. The model represents
interactions that depend on both spatial location and amounts of other species, and the frame-
work allows us to obtain results for scaling limits in scenarii of different species abundances.
Our work is motivated by models for intracellular mechanisms in terms of biochemical reaction
networks, but can easily be used in many other applications.

Spatial location of biochemical species within a cell plays a pivotal role in the dynamics of
many key intracellular mechanisms. For example, protein movement between the nucleus and
cytoplasm affects cellular responses (proteins must be present in the nucleus to regulate their
target genes). Signalling proteins need to shuttle from the plasma membrane to cytoplasm and
the nucleus to turn genes on or off and ultimately induce a response (spatial movement and
organization is paramount to signal transduction processes).

Modelling frameworks combining spatial dynamics and biochemical reaction networks have
been made at different levels of detail using deterministic and stochastic objects. The reaction-
diffusion framework uses partial differential equations to model concentrations of species where
reactions and movement produce deterministic changes continuously in both time and space.
This framework is not appropriate for reaction dynamics which rely on changes due to molecular
types in low abundances which may be localized, since it assumes the same rate of motion for
all species and the same concentration scaling for all species.

The compartment framework (also referred to as the reaction-diffusion master equation,
RDME) counts the number of molecules of different species in subdivided partitions of space,
and in each subdivision (compartment) reactions and movement produce stochastic changes
based on a Markov chain whose rates depend on the species counts in the compartment. Reac-
tions are allowed only between species within the same compartment, and movement can occur
only between different compartments. This framework is useful for speeding up simulations
of stochastic dynamics (see [2, 26] for examples of variants of algorithms using RDME). The
problem with this framework is that it assumes homogeneity of reaction dynamics within each
compartment hence their size cannot be too large, and since reactions are allowed only within a
compartment their size can also not be too small (isolating molecules). This makes the choice of
partition size a challenge in many situations, in particular if the orders of abundances of different
species vary.

The Brownian dynamics framework keeps track of individual molecules where each moves by
an independent Brownian diffusion and participates in reactions if molecules of other source types
are at close enough binding distance from it. This framework gives a more detailed account of the
stochastic behaviour. Consequently, simulations in this framework are more intensive (see [3, 36]
for examples of algorithms using Brownian dynamics (BD), in reaction models), and often an
RDME approximation is used to simulate it (see [19] for references on multi-scale approximation
simulation approaches). The BD framework can also be used to analyze the effects on the motion
of molecules due to macromolecular crowding or confined geometries [9]. See the surveys [24, 49]
for a discussion of appropriateness and shortcomings of different reaction modelling frameworks,
as well as for examples of specific intracellular mechanisms whose size and abundance scalings
are varied and for which a careful choice of framework is essential. See also the survey [18] of
stochastic algorithms for reaction network dynamics with a spatial component.

This individual based model of BD motion and reaction dynamics is naturally related to
the deterministic models described by reaction-diffusion partial integro-differential and reaction-
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diffusion partial differential equations (in the same way that the non-spatial Markov chain model
for reaction dynamics is related to the deterministic reaction dynamics described by ordinary
differential equations). Some very recent works ([27, 28, 34]) have shown that for systems
involving only bimolecular reactions one can obtain rigorous approximation limits connecting
the BD and RD-PIDEs/RD-PDEs, under the assumptions of a single uniform scaling of all
molecules and of all reaction rates. Although one can capture the behaviour of many interesting
examples (see [28] for one on the trade-off between the effects of diffusion speed and interaction
range), these recent results are still limited by the number of molecules involved in each reaction
(and by the restriction of conservation of mass in the entropy approach of [34]). In addition to
allowing for more general reactions, our representation of the Brownian dynamics also allows one
to establish rigorous approximation results for varying scenarii of abundance and reaction rate
scalings. The feature of flexibility to different scalings is particularly important in intracellular
settings.

Current experimental evidence shows that stochasticity of reaction mechanisms in a cellular
environment plays a key role in many intracellular systems (see [17, 39, 43] for gene expression
experiments and a discussion of other examples). The modelling of chemical reaction networks
for cellular processes requires different scalings than usual, both in terms of orders of magnitude
for the abundances of different species, and in terms of orders of magnitude for reaction rates. For
this reason, general multi-scale models have been developed for rigorous mathematical analysis
of multi-scale stochastic reaction networks, firstly in the context of non-spatial and well-mixed
(spatially homogeneous) systems (see [5, 29, 30, 12, 42, 46] for functional law of large numbers,
central limit theorem and large deviation results for such models, and [10, 38] for additional
scenarii with time-scale separations). Many applications use a model reduction based on some
form of these results.

Spatial heterogeneity and movement of different species within it may also require different
orders of magnitude for their speeds (for example small secondary messengers are faster than
large complex proteins). The movement of some molecules can even be zero if a species is
localized in a part of the space (for example, genes in nucleus, members of signaling pathways via
anchor or scaffolding, see [8, 32]). Analytic consequences of these have been investigated within
the context of compartment models (see [40, 41] for reduction limits in multi-scale compartment
models), in particular reduction or increase in nonlinearity in responses can be the result of
spatial heterogeneity. Many important features in applications, such as cellular adaptive ability
and signal processing, rely on shaping nonlinearity in this way (see e.g. [25] for the role that
movement and localization can play in generating different cellular states).

Since taking into account stochasticity may lead to qualitatively different physiological pre-
dictions, our task is to provide a representation within which one can model movement and
reactions at the individual molecule level in a stochastic and heterogeneous manner. The main
criterion for it is to enable macroscopic approximations of its behaviour under a diverse set of
abundance and rate scalings. Using the most appropriate scalings of different molecular types,
on a case by case basis, such limits will capture all of the essential reaction dynamics as well as
the essential stochasticity, and provide a rigorous model reduction technique.

The applications of such models can extend beyond the molecular intracellular dynamics
to processes at the organism and population levels. In recent years, tractable continuous space
stochastic models of movement and interaction of different types of individuals in a heterogeneous
environment have been developed in evolution and ecology (see [6, 7, 13, 22, 33] and references
therein). In these models, the distribution of the population in type and space is represented
by a random measure evolving by birth and death processes whose rates are linear or at most
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pairwise (due to competition for resources, or fecundity selection with two types of individuals).
Our framework includes such models, and extends them to more general rates as we allow
any finite number of source and product species. Technically, in our framework Gronwall-type
arguments are no longer sufficient to control the total interaction rates, and obtain bounds on
appropriate moments of the total or local mass at any given time. Consequently, we need to
assume appropriate moment conditions are satisfied (and discuss how they can be proved by
other kinds of methods, such as coupling or comparison arguments).

Given our representation of the individual-based interaction and movement framework, we
first show the set of assumptions on its dynamics under which this measure-valued Markov
process is well defined (Theorem 2.6). We then turn to a multi-scale analysis of the process in
the particular case where some species diffuse in space and others are localized (i.e., can only be
found at one spatial location), assuming that there are two different orders of species abundances.
Letting our scaling parameter N tend to infinity, we derive the asymptotic limit in terms of the
solution to a given martingale problem (Theorem 2.11). Under additional assumptions, we argue
that this process is in fact a measure-valued piecewise deterministic process (PDMP), in which
the unscaled mass (i.e., counts) of species in lower abundances follows a Markov jump process,
while the scaled mass (i.e., concentration) of species in higher abundances in between these
jumps evolves deterministically according to a flow that can be described as the weak solution
to a system of partial integro-differential equations (Proposition 2.13). In the special case where
there are no low abundance species, we recover the expected law of large number result in
which the limiting process is deterministic and only given in terms of a system of nonlinear
partial integro-differential equations (similar to reaction-diffusion equation results in [27, 34],
see Section 4). In this case, we also focus on the qualitative effects of the localization of some
molecular species, and investigate the assumptions needed to ensure regularity of limits for the
subset of moving species (Proposition 4.4).

The original class of PDMPs (as defined by [16]) encompasses strong Markov processes
with two types of coordinates, taking values in a subset of Nd × Rc, in which the deterministic
dynamics of the continuous coordinates and the stochastic Markov dynamics of the discrete
coordinates of the processes are fully coupled. The stochastic dynamics is prescribed by jump
rates and the deterministic dynamics is prescribed by a continuous flow. The appearance of
infinite-dimensional PDMPs in the literature has been recent, and mostly motivated by biological
applications (predominantly neuroscience models), with the continuous component taking values
in a separable Hilbert space (see [4, 11, 14, 23, 45] for a possibly complete set of results to date).
Since our approach derives the infinite-dimensional PDMP as a limit of a sequence of measure-
valued Markov processes, some useful properties of the process are inherited from the pre-limiting
sequence, and could potentially be used in devising simulation algorithms.

The rest of the paper is organised as follows. We introduce our model for chemical reaction
networks in heterogeneous space in Section 2.1. We provide an algorithmic construction of the
corresponding stochastic measure-valued process which we show is well-defined in Theorem 2.6
of Section 2.2, and prove in Appendix A. We then turn to a multi-scale analysis of this process
in the case when some molecular species diffuse in space while others are localized, and among
the set of localized species, some remain in low abundances (as our scaling parameter N tends to
infinity) while the others have abundances of order O(N). The multi-scale limit is Theorem 2.11
of Section 2.3, which we prove in Section 3. We complement our convergence results by showing
regularity properties of the limit in Proposition 4.4 of Section 4, when there are no low abundance
species (and therefore the limit is deterministic and characterized by a set of partial integro-
differential equations). For convenience, the notation for the different types of reactions and of
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molecular species is summarised in Table 1 in Section 2.3.

2 A Spatial Measure-Valued Reaction Process – Definition and Multi-
scale Analysis

2.1 The model

Let T be a finite set of molecular species, and let E be a compact subset of Rd of possible
spatial locations common for all species, with a smooth boundary and a non-empty interior (the
specific assumptions on E will depend on the type of motion that will model the movement of
molecules). We define the underlying space for the process to be

P = T × E,

each molecule being described by its characteristics p = (x, y) ∈ P. The measure-valued process
describing the composition of molecular species in space is given, at any time t ≥ 0, by the
counting measure (with a finite indexing set It)

Mt =
∑
i∈It

δ(xi,yi) (2.1)

in the spaceMp of all finite point measures on P. For any M ∈Mp and any function f : P → R,
we set 〈M,f〉 :=

∑
i f(xi, yi). Also, for a counting measure M and n ∈ N, we write

M⊗↓n(dp1, . . . , dpn) := M(dp1)(M − δp1)(dp2) · · · (M − δp1 − · · · − δpn−1)(dpn) (2.2)

for the measure describing the sampling of n points without replacement according to M . By
convention, M⊗↓n is the null measure when n = 0 or n > 〈M, 1〉.

Let the reaction network consist of a finite set of reactions R, where (for convenience of
notation in our model) a reaction r ∈ R is of the form

Ar1 + · · ·+Arkr 7→ Br
1 + · · ·+Br

k′r

with source reactants of types Ari and product reactants of type Br
i , both of which are allowed to

repeat. The usual notation for reaction networks by stoichiometric vectors and a stoichiometric
matrix can be determined as

νr,x =

kr∑
j=1

1x(Arj), ν ′r,x =

k′r∑
j=1

1x(Br
j ), S = [ν ′r,x − νr,x]. (2.3)

In our model, we shall consider two kinds of reactions. In a non-localized reaction r, close-by
molecules react and are consumed or created continuously in space (with a rate dependent on
the region in space where the reaction takes place, this rate being potentially equal to zero in
some parts of E – see below). In contrast, a localized reaction takes place at a given point in
space, usually where some of the species involved are attached (e.g., the nucleus membrane, or
the extra-cellular membrane of a cell). We shall denote the set of non-localized reactions by
RNL and the set of localized reactions by RL, so that R = RNL ∪ RL (a disjoint union). For
simplicity we shall not formally consider reactions happening continuously in some part of E and
in a localized way in other parts of E, since they may be encoded as the sum of several purely
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continuous or purely localized reactions in our framework (note however that this generalisation
would simply consist in taking a measure %r(dȳ) of a mixed form in (2.7)).

Non-localized reactions. The dynamics of a non-localized reaction r ∈ RNL at any location
ȳ ∈ E is specified by a spatially-dependent chemical reaction factor h̄r(ȳ,M) and a mass-action-
kinetics reaction function that is based on availability of source reactants in a neighbourhood
of ȳ as determined by a proximity (probability) kernel Γε centred at ȳ and with support in the
ball B(0, ε) ⊂ Rd for some ε > 0 (for simplicity, we take the same kernel Γε for all reactions,
but this can be easily generalised to reaction-dependent kernels). Specifically, given a set of kr
source reactants (pi = (xi, yi))i=1,...,kr of the appropriate types, the rate of the reaction r which
produces molecules of type Br

1, . . . , B
r
k′r

at location ȳ ∈ E is

λr(ȳ,M ; p1, . . . , pkr) := h̄r(ȳ,M)

(
kr∏
i=1

1Ari (xi)Γε(yi − ȳ)

)
. (2.4)

The overall rate of reaction r at location ȳ ∈ E is then obtained by sampling the kr source
reactants, without replacement, from the current state Mt of the measure-valued process:∫

Pkr
M⊗↓krt (dp1, . . . , dpkr)λr(ȳ,Mt; p1, . . . , pkr)

= h̄r(ȳ,Mt)

∫
Pkr

M⊗↓krt (dp1, . . . , dpkr)

(
kr∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))
. (2.5)

The dependence of the chemical reaction factor h̄r(ȳ,Mt) on the current state of the global
species composition is included in order to allow the presence of chemical reaction rates that
are not simply of “mass-action” form (see [12] for examples of where elimination of extremely
fast intermediate subnetworks appear in the reaction factors of the reduced network reactions).
Such reactions allow the mass of some species, which is unchanged by that particular reaction,
to affect the reaction rate indirectly through a role of a promoter or inhibitor. This dependence
on M is of the form

h̄r(ȳ,M) = hr(ȳ, 〈M,Ψr,ȳ〉), (2.6)

for some nonnegative functions hr, Ψr,ȳ. For instance, we may want to take Ψr,ȳ(x, y) =
1B(ȳ,ε)(y) when the reaction rate is affected only by nearby mass. The assumptions we make
on hr and Ψr,ȳ are detailed in Assumption (A1) below (in particular, for technical reasons we
shall need to replace the indicator function 1B(ȳ,ε)(y) by a continuous approximation to it in the
above example).

Localized reactions. Suppose that reaction r ∈ RL occurs at a single location ȳr ∈ E. We
use the same kernel Γε to check the availability of source reactants in the neighbourhood of ȳr.
Hence, equation (2.4) with ȳ = ȳr still describes the rate at which a given set of kr molecules
(pi = (xi, yi))i=1,...,kr of the appropriate types react at ȳr and equation (2.5) now describes the
total rate at which reaction r occurs (in contrast with non-localized reactions, whose local rates
have to be integrated over ȳ ∈ E to obtain their global reaction rates).

Remark 2.1. Taking Γε and hr to be constant over the range of possible values for their argu-
ments, we recover the mass-action form for reaction rates. Molecules still have spatial locations
but the latter play no role in the dynamics of the reactions. We can also recover compartment
dynamics by making all reactions localized at centres of the compartments and by taking Γε and
hr to be constant (with ε = half the compartment size).
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To unify the notation, let us write `E for Lebesgue measure on E and let us define the
measures

%r(dȳ) = `E(dȳ) if r ∈ RNL and %r(dȳ) = δȳr(dȳ) if r ∈ RL. (2.7)

Hence, in both the localized and non-localized case, the total rate at which reaction r occurs
when the current state of the system is described by the counting measure M is given by

Λr(M) :=

∫
E×Pkr

%r(dȳ)M⊗↓kr(dp1, . . . , dpkr)λr(ȳ,M ; p1, . . . , pkr). (2.8)

We shall rigorously construct the measure-valued process (Mt)t≥0 in an algorithmic way in
Section 2.2. For now we just keep introducing the key ingredients to describe its dynamics. The
weak topology on the space M of all finite measures on the compact space P is determined
by 〈M,f〉 :=

∫
fdM over a sufficiently large class of functions f in C(P), the space of all

continuous (hence bounded) functions on P. Note that for a point measure M ∈ Mp, we
recover 〈M,f〉 =

∑
i f(xi, yi).

Most of our analysis of the process (Mt)t≥0 will rely on the martingale problem that we
now introduce. First, the operator describing the change due to reactions in R, acting on test
functions of the form

Ff = F (〈·, f〉), (2.9)

with F ∈ Cb(R) (i.e., continuous and bounded on R) and f ∈ C(P), will be given by
∑

r∈RGr,
where for all r ∈ R we have

GrFf (M) =

∫
E×Pkr

%r(dȳ)M⊗↓kr(dp1, . . . , dpkr)λr(ȳ,M ; p1, . . . , pkr) (2.10)

[
F

(
〈M,f〉 −

kr∑
i=1

f(xi, yi) +

k′r∑
i=1

f(Br
i , ȳ)

)
− Ff (M)

]
.

Recalling the definition of λr given in (2.4), we see that a reaction r at location ȳ occurs if
the needed types Ari of reactants sampled from the measure M exist in sufficient numbers in the
neighbourhood of ȳ described by the kernel Γε. When it occurs, it removes the source reactants
from M and produces molecules of types Br

i , all at location ȳ. Note that in case kr = 0 (creation
of product molecules from an external source), the rate is determined by h̄r (which may still be
a function of the measure M).

Example 2.2. Suppose the network consists of one (r = 1) localized and three (r = 2, 3, 4)
non-localized reactions on two molecular species (S, S′):

∅ h̄1(S′)7→
1ȳ1=0

S, S
h̄27→S + S′, S′

h̄37→ ∅, S
h̄47→ ∅ (2.11)

This is a simplified version of the transcription-translation mechanism of a protein: here S is the
mRNA and S′ is the protein, the creation of mRNA occurs only in the nucleus at ȳ1 = 0 ∈ E
and is given by the transcription rate h̄1(ȳ1,M) = h1(ȳ1, 〈M,ΨS′,ε〉), where ΨS′,ε is a continuous
approximation to 1{S′}×B(0,ε). In the unregulated case the function h̄1 = h1(0) is constant,
while in the self-regulated case h̄1(ȳ1,M) = h1(0, a) is a function of the mass a = 〈M,ΨS′,ε〉 of
produced protein that diffuses back to the neighbourhood of the nucleus. To ensure h̄1 satisfies
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our Assumption (A1) (see below) we ask that h1 should be Lipschitz in a and uniformly bounded
on compact sets for a. For example, we can take h1(ȳ1, a) = c1/(1 + (c2a)k) if the mechanism
is repressed by S′, or h1(ȳ1, a) = (1 + c1a

k)/(ck2 + ak) if the mechanism is activated by S′ (see
[37]), for some k ≥ 1 (also referred to as Hill function coefficient). For reactions r = 2, 3, 4,
the reaction rate factor h̄r is taken to depend on the spatial coordinate but not on the mass
coordinate and we ask that each should be uniformly bounded over ȳ ∈ E. The operators
encoding these reactions are

G1Ff (M) = h1(ȳ1, 〈M,ΨS′,ε〉)
[
F
(
〈M,f〉+ f(S, ȳ1)

)
− Ff (M)

]
(2.12)

G2Ff (M) =

∫
E×P

`E(dȳ)M(dp)1S(x)Γε(y − ȳ)h2(ȳ)
[
F
(
〈M,f〉+ f(S′, ȳ)

)
− Ff (M)

]
G3Ff (M) =

∫
E×P

`E(dȳ)M(dp)1S′(x)Γε(y − ȳ)h3(ȳ)
[
F
(
〈M,f〉 − f(S′, y)

)
− Ff (M)

]
G4Ff (M) =

∫
E×P

`E(dȳ)M(dp)1S(x)Γε(y − ȳ)h4(ȳ)
[
F
(
〈M,f〉 − f(S, y)

)
− Ff (M)

]
.

Note that in the second reaction, for simplicity we chose to consider that the species S involved
was not at all modified by the reaction. Another option, in line with the description of the
model given above, would have been to consider that the source reactant (S, y) appearing in
the expression for G2Ff (M) should be withdrawn and replaced by some new molecule (S, ȳ) at
location ȳ. This choice of formulation is left to the modeller. This simple example will be used
later to illustrate the effects of reaction localization, and multi-scaling of abundance of molecular
types, see Examples 2.14 and 2.15 in Section 2.3.

The change due to the movement of molecules in the spatial domain E will be given by an
Mp-valued Markov process M̃ that we can take to be fairly general, provided that it can be
described by means of an operator D well-defined on a large enough class of functions of the
form (2.9), over which it is bounded by some power of the total mass function (see Assumption
(A0’) and Remark 2.5 below). In particular, we may be interested in situations where the local
concentration in molecules of some species influences the propensity of other species to visit or
avoid the corresponding region of space. A much simpler example, on which we shall concentrate
in the multi-scale analysis expounded in Section 2.3, is to suppose that molecules of type x move
in E independently of each other and of molecules of the other types, following a diffusion with
locally bounded Lipschitz drift coefficient bx : E → Rd and locally bounded Lipschitz dispersion
matrix Σx : E → Rd×d such that the diffusion matrix Σ2

x := Σx(Σx)t is uniformly elliptic, this
diffusion being normally reflected at the boundary of E. When the interior E̊ of E is non-empty,
bounded and either convex, or smooth (C3), both with a piecewise-smooth boundary and only a
finite number of convex corners, this reflected movement is well posed ([35], [50] give solutions to
stochastic differential equations with reflection; [31] equates them to solutions of submartingle
problems). In this particular case, for every x ∈ T and every sufficiently regular function f , we
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define the functions bx · ∇yf , Σ2
x ◦∆yf , and Σ2

x ◦
(
(∇yf)(∇yf)t

)
by

bx · ∇yf : (x′, y′) 7→ 1x(x′)

d∑
i=1

bx(y′)i
∂f

yi
(x′, y′) (2.13)

Σ2
x ◦∆yf : (x′, y′) 7→ 1x(x′)

2

d∑
i=1

d∑
j=1

Σ2
x(y′)ij

∂2f

∂yi∂yj
(x′, y′)

Σ2
x ◦
(
(∇yf)(∇yf)t

)
: (x′, y′) 7→ 1x(x′)

2

d∑
i=1

d∑
j=1

Σ2
x(y′)ij

∂f

∂yi
(x′, y′)

∂f

∂yj
(x′, y′),

where zi denotes the i-th coordinate of the vector z and Zij denotes the (i, j)-coordinate of the
matrix Z (and the notation ◦ is inspired by the Hadamard product of matrices). Still in this
particular example, we consider test functions of the form Ff = F (〈·, f〉) with

(a) F ∈ C2
b (R), i.e., bounded and of classe C2 on R, and

(b) f ∈ C0,2(T × E) (i.e., measurable in the first coordinate, and of class C2 in the second
coordinate) satisfying ∇yf(x′, y′) · n(y′) = 0 for all (x′, y′) ∈ T × ∂E, where n(y′) denotes
the outward normal to the boundary of E at y′ ∈ ∂E and · denotes scalar product in Rd,

and the operator D applied to such a test function can be written (see Theorem 3.1 in [48])

DFf (M) = F ′(〈M,f〉)
∑
x∈T
〈M, bx · ∇yf + Σ2

x ◦∆yf〉 (2.14)

+ F ′′(〈M,f〉)
∑
x∈T

〈
M,Σ2

x ◦
(
(∇yf)(∇yf)t

)〉
.

Coming back to the general case for the movement of species and summing up the above, the
operator that will serve as a basis for the martingale problem describing the overall dynamics
of the measure-valued Markov process (Mt)t≥0 is the following:

LFf (M) =
∑
r∈R

GrFf (M) +DFf (M). (2.15)

For ease of reference, let us give a name to the martingale problem associated to L.

Definition 2.3. Let F be the set of test functions defined in Assumption (A0’) below. We say
that anMp-valued process (Mt)t≥0 satisfies the martingale problem MP(L) if for every function
Ff ∈ F, the process (

Ff (Mt)− Ff (M0)−
∫ t

0
dsLFf (Ms)

)
t≥0

is a martingale (for the natural filtration associated to (Mt)t≥0).

Let us introduce the following Assumptions on the Markov process M̃ describing the motion
of molecules between two jumps due to reactions in R and on the operators Gr. By convention,
for every localized reaction r ∈ RL we set hr(y, ·) ≡ 0 for all y 6= ȳr. We write DMp [0,∞) for
the space of all càdlàg paths with values in Mp.
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(A0) The Mp-valued Markov process (M̃t)t≥0 is well-defined for any distribution of the initial

value M̃0 belonging to the set of probability measures on Mp and it has càdlàg path a.s.
Furthermore, it satisfies that the total number of atoms and their first coordinates xi ∈ T
are left unchanged by the dynamics (in other words, only the spatial locations in E of the
atoms evolve in time).

This assumption is the minimal requirement on M̃ for the process constructed in Section 2.2 to
be well-defined (possibly until explosion). In order to derive the semi-martingale decompositions

of the processes of interest, we shall need to impose some additional conditions on M̃ :

(A0’) There exist an operator D and a set F = {Ff : F ∈ Φ1, f ∈ Φ2} of functions of the
form (2.9), where Φ1 is dense in C(R) for the topology of uniform convergence over compact
sets, and Φ2 is dense in C(P) for the topology of uniform convergence, satisfying

(i) D is well-defined over the set F and for every Ff ∈ F, there exists a constant cF,f > 0
such that

|DFf (M)| ≤ cF,f 〈M, 1〉 for every M ∈Mp.

(ii) For every Ff ∈ F, (
Ff
(
M̃t

)
− Ff

(
M̃0

)
−
∫ t

0
dsDFf

(
M̃s

))
t≥0

is a martingale with respect to the natural filtration associated to M̃ .

As concerns the operators describing the changes due to reactions, we shall need the following
assumptions.

(A1) For each r ∈ R, the reaction factor hr : E×R+ → R+ is uniformly bounded over compact
subsets of E ×R+: for every ` ≥ 0,

sup
ȳ∈E

sup
a∈[0,`]

hr(ȳ, a) = ‖hr‖∞,` <∞.

It is also Lipschitz in the second coordinate, with Lipschitz constant Lr independent of
the first coordinate ȳ. Finally, for every ȳ ∈ E the function Ψr,ȳ : P → R+ is continuous
and

sup
ȳ∈E

sup
p∈P

Ψr,ȳ(p) = ‖Ψr‖∞ <∞.

(A2) For some fixed ε > 0, the function Γε ≥ 0 is a continuous probability density with support
contained in the closed ball B(0, ε) ⊂ Rd: in particular,

sup
y∈Rd

Γε(y) = ‖Γε‖∞ <∞,
∫
Rd

Γε(y)dy = 1.

Remark 2.4. Assumption (A0’) is satisfied in our previous example of independent inhomo-
geneous diffusions if we restrict our attention to F ∈ C2

b (R) with bounded first and second
derivatives, since the set of all f ∈ C0,2(T ×E) with vanishing normal derivative on ∂E is dense
in C(P) for the supremum norm – see Remark 1.1 in [13].
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Remark 2.5. (a) We may generalise the bound stated in Assumption (A0’)-(i) into the existence
of K ∈ N such that

|DFf (M)| ≤ cF,f 〈M, 1〉K for every M ∈Mp, (2.16)

for instance if we wanted to include some density-dependence in the movement of species. For
our existence result, Theorem 2.6, to hold true, we would then have to replace Assumption (A3)
stated in the theorem by the stronger condition that we can control the supremum over any
finite time interval of the (K ∨ (1 + maxr kr))-th moment of the total mass of the process. See
Remark A.3 at the end of Appendix A.
(b) We may also relax the assumption that M̃ should have càdlàg paths (at the expense of
(Mt)t≥0 itself not having càdlàg paths), but since it is a natural assumption in view of the
applications and since our multi-scale analysis of the particular case of diffusing molecules in
Section 2.3 will rely on it, we keep the simpler framework of continuously moving particles with
mass evolution as càdlàg processes.

2.2 Construction of the process (Mt)t≥0

In this section, we suppose that Assumptions (A0), (A1) and (A2) hold true and we construct a
process that satisfies the desired dynamics. It is this particular process (appropriately rescaled)
that we shall use later in our multi-scale analysis. The construction relies on the fact that
the rate at which each reaction occurs is bounded from above by a polynomial in the total
mass of the system. In general, we cannot rule out the possibility of an explosion in finite
time of the total mass, which yields the first part of Theorem 2.6. However, assuming that the
supremum of 〈Mt, 1〉 over any fixed time horizon is a.s. finite obviously prevents this pathology
from appearing, and additional controls of appropriate moments of the total mass allow us to
describe the process in terms of a martingale problem (see the second part of Theorem 2.6, using
the stronger Assumption (A0’) and Assumption (A3) introduced below).

Let M0 be a random finite counting measure, with law L(M0). All the random objects used
in this section are supposed to be defined on a common probability space (Ω,F ,P).

� Write M0 =
∑

i∈I0 δ(xi,yi). Set τ0 = 0.

� Let M̃0
t =

∑
i∈I0 δ(xi,Y 0

i (t)) denote the value at time t of theMp-valued Markov process M̃

starting from M0 (since by assumption this process only makes particles move in E, only
the second coordinate Y 0

i (t) evolves for every i).

� For every reaction r ∈ R, define E1
r as an exponential random variable with parameter 1,

independent of all other variables, and the random time τ1
r as (recall the definition of

Λr(M) given in (2.8)):

τ1
r := inf

{
s > 0 :

∫ s

0
dtΛr

(
M̃0
t

)
≥ E1

r

}
.

Using the bound on λr that we shall establish in Lemma A.1 together with the fact that the
total mass of M̃0 is constant equal to |I0|, we obtain that for each r, Λr(M̃

0
t ) is bounded

independently of t and so all τ1
r are positive a.s. We can therefore set τ1 := minr∈R τ

1
r and

let r1 be the index of the unique reaction satisfying τ1
r1 := minr∈R τ

1
r . In words, τ1 is the

random time at which the first reaction occurs when we let the |I0| particles move in space
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and interact, and r1 is the index of the reaction that takes place at time τ1. The outcome
of this reaction is given by the following procedure: Sample (ȳ1, p1

1, . . . , p
1
kr1

) ∈ E × Pkr1
according to the probability measure

λr1(ȳ, M̃0
(τ1)−; p1, . . . , pkr1 )

Λr1(M̃0
(τ1)−)

%r(dȳ)
(
M̃0

(τ1)−
)⊗↓kr1 (dp1, . . . , dpkr1 ).

(Observe that the denominator is necessarily nonzero, otherwise the probability that the
reaction occurring at time τ1 is the one labelled by r1 would be 0.) Define the new value
of the measure describing the system just after the reaction by

M̃1
τ1 :=

∑
i∈I0\Ī1

s

δ(xi,Y 0
i (τ1)) +

k′
r1∑
i=1

δ
(Br

1
i ,ȳ1)

,

where Ī1
s is the index set of the particles chosen in the previous step. That is, we remove

the kr1 source reactants, and add the k′r1 product reactants all at location ȳ1.

� Write I1 for the index set of M̃1
τ1 , and (abusing notation1) let the collection of particle

locations ((Y 1
i (t), i ∈ I1))t≥τ1 evolve according to the random motion in EI1 generated by

M̃ and started at time τ1 from the current locations (yi)i∈I1 of the particles. For every

time t ≥ τ1, define M̃1
t =

∑
i∈I1 δ(xi,Y 1

i (t)).

For every j ≥ 2, proceed recursively following the same steps as above:

� For every r ∈ R, let Ejr be an independent exponential r.v. with parameter 1. Define

τ jr := inf

{
s > τ j−1 :

∫ s

τ j−1

dtΛr
(
M̃ j−1
t

)
≥ Ejr

}
. (2.17)

Let then τ j := minr∈R τ
j
r and let us denote the index of the unique reaction that realizes

the minimum at time τ jr by rj . Sample (ȳj , pj1, . . . , p
j
k
rj

) ∈ E × Pkrj according to the

probability measure

λrj (ȳ, M̃
j−1
(τ j)−; p1, . . . , pk

rj
)

Λrj (M̃
j−1
(τ j)−)

%r(dȳ)
(
M̃ j−1

(τ j)−
)⊗↓k

rj (dp1, . . . , dpk
rj

).

The vector (ȳj , pj1, . . . , p
j
k
rj

) indicates the location of the j-th reaction and the krj particles

chosen to react (which will then be removed). Next, set

M̃ j
τ j

:=
∑

i∈Ij−1\Ījs

δ
(xi,Y

j−1
i (τ j))

+

k′
rj∑
i=1

δ
(Br

j
i ,ȳj)

,

where Ījs is the index set of the particles chosen to react during step j.

1More rigorously, at time τ1 we paste an independent copy of M̃ starting from M̃1
τ1 to the trajectory of M̃0

stopped at τ1.
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� Write Ij for the index set of M̃ j
τ j

and, with the same abuse of notation as earlier, let

((Y j
i (t), i ∈ Ij))t≥τ j evolve according to the random motion in EIj generated by M̃ ,

started at time τ j from the collection (yi)i∈Ij of particle locations at time τ j . For every

t ≥ τ j , define M̃ j
t =

∑
i∈Ij δ(xi,Y

j
i (t))

.

Finally, let τ∞ = supj∈N τ j and define the process (Mt)0≤t<τ∞ by

∀t ∈ [0, τ∞), Mt = M̃
j(t)
t , with j(t) such that t ∈

[
τ j(t), τ j(t)+1

)
. (2.18)

The main result of this section is the following theorem.

Theorem 2.6. Suppose that Assumptions (A0), (A1) and (A2) are satisfied. Then:
(i) For any Mp-valued random variable M0, the process (Mt)0≤t<τ∞ constructed above is

well-defined, it has the Markov property and has càdlàg sample paths with probability 1.
(ii) Suppose in addition that Assumption (A0’) holds, together with

(A3) For every T > 0,

sup
t∈[0,T ]

〈Mt, 1〉 <∞ a.s., and sup
t∈[0,T ]

E
[
〈Mt, 1〉1+maxr kr

]
<∞,

where the max in the exponent is taken over all r ∈ R.

Then τ∞ = +∞ a.s. and the process (Mt)t≥0 is solution to MP(L).

Remark 2.7. Assumption (A3) has to be checked case by case, as it may hold true for many
different reasons. In Example 2.2 above, assuming that h̄1 and h̄2 are uniformly bounded
in both coordinates (e.g., the first reaction saturates when the concentration in species S′ is
high) and that Assumption (A2) is satisfied too, then the global creation rate of molecules
of type S is bounded by a constant and the rate of creation of molecules of type S′ is at
most linear in the current number of molecules S. Hence, the total number of particles in the
system is stochastically bounded by a binary branching process (with branching rate ‖h̄2‖∞)
with immigration at constant rate ‖h̄1‖∞, for which it is straightforward to check that the two
conditions stated in Assumption (A3) are satisfied.

More generally, these two properties may be proved by stochastically bounding the total
mass process by an appropriate birth and death process. They will also be satisfied whenever the
reactions involving more than one source reactants do not make the number of particles increase
(that is, k′r ≤ kr) and the reaction factors h̄r are all uniformly bounded in both coordinates.

Remark 2.8. Depending on the nature of the movement of particles, the process (Mt)t≥0 of The-
orem 2.6 (i) can be characterised in different ways: for instance through a martingale problem,
or through a system of stochastic differential equations combined with a Poisson point measure
for the jumps (in line with the construction in [13]). In Theorem 2.6 (ii) we focus on the mar-
tingale problem that will allow us to obtain the semi-martingale decomposition of the processes
(〈Mt, f〉)t≥0 that will be needed in the multiscale analysis of Section 2.3, on the principle that
such a martingale problem is a rather universal approach.

The proof of Theorem 2.6 is classical and is therefore deferred until Appendix A.
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2.3 Multi-Scale Reaction Networks and Convergence to Measure-Valued PDMP

In this section, we suppose that Assumptions (A1), (A2) and (A3) are satisfied. We also suppose
that the set T of molecular species can be partitioned into a set TL of localized species, for which
we assume that all molecules of type x ∈ TL sit at some fixed point ȳx ∈ E, and a set TNL
of diffusive species. Molecules of type x ∈ TNL move in E independently of each other and of
molecules of the other types, following a diffusion with locally bounded Lipschitz drift coefficient
bx : E → Rd and locally bounded Lipschitz dispersion matrix Σx : E → Rd×d such that the
diffusion matrix Σ2

x := Σx(Σx)t is uniformly elliptic, this diffusion being normally reflected at
the boundary of E. Again, we assume that the interior of the compact set E is nonempty and
it has a piecewise-smooth C3 boundary with only a finite number of convex corners. Recall the
notation introduced in (2.13), the set of test functions introduced just below (2.13) (that we take
to be the set F defined in Assumption (A0’)) and the operator D introduced in (2.14) (where
we set bx ≡ 0 and Σ2

x ≡ 0 for x ∈ TL). According to Remark 2.4, Assumption (A0’) is satisfied
and the process (Mt)t≥0 constructed in Section 2.2 is well-defined by Theorem 2.6.

For consistency, in our model we can allow localized species to be source reactants of any
reaction, but we have to make the following Assumption:

(B0) A localized species x can only be produced by a reaction r that is localized and taking
place at location ȳr = ȳx.

Indeed, otherwise molecules of type x may pile up at locations different from ȳx, which would
contradict our definition of localized species. Note however that this constraint is mainly a
consequence of the way we define the mathematical model, and the biology behind localized
species and reactions is obviously more complicated.

Let us assume that abundances of different species may scale differently. More precisely, let
us suppose that all diffusive species are present in large numbers, of the same order of magnitude
N ∈ N. Localized species, on the other hand, can either be abundant (with the same order of
magnitude as diffusive species), or may appear in small numbers bound to remain of order O(1).
This may happen for instance if some of the localized species are made of very big molecules
compared to diffusing species. Hence, the set TL of localized species is further partitioned into
(a disjoint union)

TL = TL,s ∪ TL,b, (2.19)

where TL,s (resp., TL,b) denotes the set of localized species with O(1) (resp., O(N)) abundance.
Now, the philosophy is as follows: for the species with O(N) abundance, we scale the cor-

responding part of each Mt by N and, as we let N tend to infinity, a law of large number-type
of result will show the convergence of this part to a deterministic flow Φ. As concerns the
species with O(1) abundance (i.e., species in TL,s), since they are localized at given points in
space, we only have to count how many of them sit at these locations at any time and to use
descending factorials of these counts to describe each reaction rate involving at least one such
molecule. Furthermore, under appropriate conditions, the rate at which molecules from low
abundance species are consumed or created will remain of order O(1) when we let N tend to
infinity, and therefore their dynamics will remain stochastic in the limit. This is the content of
Theorem 2.11 below. In some cases (see Proposition 2.13), the limiting process can be shown
to correspond to a measure-valued PDMP in which the spatial distribution in abundant species
changes continuously according to the flow Φ (that depends on the current state of the species
in TL,s) and the spatial distribution in low abundance species changes only by jumps at random
discrete times whose intensity depends on Φ. In the particular case where TL,s = ∅, we recover
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a rather classical large-population deterministic limit in which, when a density for the spatial
distribution of species exists, this density satisfies a system of coupled partial integro-differential
equations (for the diffusive species) and integro-differential equations (for the local amounts of
localized species where they sit). This particular case will be developped in Section 4.

Remark 2.9. The assumption that only localized species may occur in small numbers is crucial
to the results expounded in this section. Indeed, if some low abundance species were allowed to
diffuse in space, then the reaction rates in the “deterministic flow” part of the limiting dynamics
(see Theorem 2.11) would constantly change in a stochastic way and the limiting process would
no longer be a PDMP. In this case, the construction and properties of the limit are more involved,
and are left for future work.

Let us now formalise the above intuition. Let N ∈ N. For every t ≥ 0, recall the notation
It for the index set of the counting measure Mt and define MN

t ∈M as follows:

MN
t :=

1

N

∑
i∈It:
xi∈T cL,s

δ(xi,yi) +
∑
i∈It:
xi∈TL,s

δ(xi,yi). (2.20)

Since MN
t = (1/N)Mt on (TNL ∪ TL,b) × E and MN

t = Mt on TL,s × E, it is easy to see that
the process (MN

t )t≥0 is still Markovian and takes its values in DM[0,∞). As in (2.2), there
is a natural notion of sampling without replacement of k particles from a measure M of the
form (2.20), given by :

M⊗↓k(dp1, . . . , dpk) := M(dp1)

(
M − 1

N s(x1)
δp1

)
(dp2) · · · (2.21)(

M − 1

N s(x1)
δp1 − · · · −

1

N s(xk−1)
δpk−1

)
(dpk),

where s(x) is equal to 0 if x ∈ TL,s and 1 otherwise.
Let us suppose that the space-dependent chemical reaction factor hr depends on N , and so

do the functions Ψr,ȳ which we assume (by slight abuse of notation) can be written as

ΨN
r,ȳ =

1

N
Ψr,ȳ 1T cL,s×E + Ψr,ȳ 1TL,s×E , (2.22)

where the Ψr,ȳ are independent of N and satisfy the properties stated in Assumption (A1)
(with ‖Ψr‖∞ thus independent of N). This assumption is natural since the contribution of
the abundant species should globally be of the same order O(1) as the contribution of the low
abundance species.

Before we state the main results of this section, we define a few more pieces of notation. For
every reaction r ∈ R, let us write

kr,b :=

kr∑
i=1

1T cL,s(A
r
i ) and k′r,b :=

k′r∑
i=1

1T cL,s(B
r
i ) (2.23)

for the respective numbers of source and product molecules in reaction r that are of an abundant
type (and the numbers of source and product molecules from a species in low abundance are
therefore kr − kr,b and k′r − k′r,b, respectively). Without loss of generality, we shall assume that



2 A SPATIAL MEASURE-VALUED REACTION PROCESS 16

the source molecules of abundant types are labelled by {1, . . . , kr,b} and the ones in TL,s by
{kr,b + 1, . . . , kr}. Likewise, the product molecules from an abundant species are labelled by
{1, . . . , k′r,b} and those from a low-abundance species by {k′r,b+1, . . . , k′r}. Recall from (2.3) that
νr,x and ν ′r,x stand for the stoichiometric coefficients of species x in reaction r, and define the
sets

Rn` :=
{
r ∈ R :

∑
x∈TL,s

∣∣νr,x − ν ′r,x∣∣ = 0
}
, R` := R \Rn`. (2.24)

In words, a reaction r belongs to Rn` if and only if it does not modify the number of molecules
of any species in TL,s.

For every reaction r ∈ R, let the function h̃Nr be defined by

h̃Nr :=

{
Nkr,b−1hNr if r ∈ Rn`,

Nkr,bhNr if r ∈ R`.
(2.25)

That is, the scaling property required for hNr depends on whether reaction r modifies the number
of species of some localized O(1)-reactant types (the second line) or not (the first line). In the
case r ∈ R`, the choice of the exponent kr,b instead of kr,b−1 is imposed by the fact that the net
change in the abundance of the species in TL,s involved leads to a macroscopic jump for MN ,
instead of a change of the order of O(1/N). In other words, r ∈ Rn` need to be sped up by a
factor of N to see O(1) change while r ∈ R` can stay at their regular speed. See (3.12) in the
proof of Theorem 2.11. The Assumptions on the regularity and boundedness of the different

functions and processes that will be needed for the convergence of (MN )N≥1 are the following.

(B1) For every r ∈ R, there exists h̃r : E×R+ → R+ which is Lipschitz in the second coordinate,
with Lipschitz constant Lr independent of the first coordinate, and such that

Sr :=

∫
E
%r(dȳ) sup

a≥0
h̃r(ȳ, a) <∞, (2.26)

and

lim
N→∞

∫
E
%r(dȳ) sup

a≥0

∣∣∣h̃Nr (ȳ, a)− h̃r(ȳ, a)
∣∣∣ = 0. (2.27)

(B2) Let k∗ := 1 + (maxr∈R kr). For every T > 0, we have

sup
N∈N

E

[
sup
t∈[0,T ]

〈MN
t , 1〉k

∗∨2

]
<∞.

Assumption (B1) is the analogue of the first part of Assumption (A1), while Assumption (B2) has
a role similar to that of Assumption (A3). Both B-conditions are stronger than the corresponding
A-conditions, since the latter are required for the process to be well-defined for every given N ,
while the former will guarantee the uniform integrability of the different terms appearing in the
sequence of martingale problems. Note that Assumption (B2) is not a simple consequence of our
assumptions on the reaction coefficients, since nothing guarantees that the limiting dynamics
obtained by replacing h̃Nr (ȳ, a) with h̃r(ȳ, a) is non-explosive. Like Assumption (A3), it has to
be proven by appropriate comparison or coupling arguments (for instance).
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Molecular species

T finite set of molecular species (or types) – T = TNL ∪ TL
TNL subset of non-localized species
TL subset of localized species – TL = TL,b ∪ TL,s
ȳx (unique) spatial location of localized species x ∈ TL
TL,b subset of localized species of O(N) abundance
TL,s subset of localized species of O(1) abundance

Reaction types

R finite set of reactions – R = RNL ∪RL and R = Rn` ∪R`
RNL subset of non-localized reactions
RL subset of localized reactions
ȳr (unique) spatial location of localized reaction r ∈ RL
Rn` subset of reactions modifying the counts of none of the species in TL,s – see (2.24)
R` subset of reactions modifying the counts of at least one species in TL,s
kr,b number of source reactants in reaction r that are of an abundant type – see (2.23)
k′r,b number of product reactants in reaction r that are of an abundant type

Table 1: Main notation for the different types of molecular species and reactions.

Remark 2.10. Notice that unless there are no reactions involving at least one source species,
that is, unless all reactions happen from a source external to the system, we have k∗ ∨ 2 = k∗ =
1 + maxr kr. The fact that the exponent should be at least 2 is used in the control of the tail
distribution of the total mass of MN

t , see (3.27), and in the extension of the martingale problem
to functions Ff with F (a) = a2, see Remark 3.1.

Because we want to consider only spatial distributions of species in which molecules from a
localized species x ∈ TL can only be found at location ȳx, we shall restrict our attention to the
closed subset MTL defined by

MTL :=

{
M ∈M :

∑
x∈TL

〈M,1(x,·) − 1(x,ȳx)〉 = 0

}
. (2.28)

Finally, recall the descending factorial notation (n)j = n(n−1) · · · (n−j+1) (with the convention
that (n)0 = 1) and write C2,⊥(P) for the space of all functions on P = T ×E that are measurable
in the first coordinate, of class C2 in the second and such that f(x′, y′) · n(y′) = 0 for all
(x′, y′) ∈ T × ∂E (where we recall that n(y′) is the outward normal to the boundary of E at
y′ ∈ ∂E – this vector is well-defined for all but a finite number of points in ∂E by assumption).

Theorem 2.11. (i) Suppose that Assumptions (B0), (B1) and (B2) are satisfied, that for every
N ≥ 1 we have MN

0 ∈MTL a.s., and that the sequence of random variables (MN
0 )N≥1 converges

in distribution to a random variable M0 ∈ MTL as N tends to infinity. Suppose also that there

exists at most one solution (M∞t )t≥0 to the DMTL [0,∞)-martingale problem: M∞0
(d)
= M0 and

for every F ∈ C1
b (R) with bounded first derivative and every f ∈ C2,⊥(P),
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(
F (〈M∞t , f〉)− F (〈M∞0 , f〉) (2.29)

−
∑
r∈Rn`

∫ t

0
ds

∫
E×Pkr,b

%r(dȳ)M∞s (dp1) · · ·M∞s (dpkr,b) h̃r
(
ȳ, 〈M∞s ,Ψr,ȳ〉

)
×
( kr,b∏
i=1

1Ari (xi)Γε(yi − ȳ)

)( ∏
x∈TL,s

{
(〈M∞s ,1(x,·)〉)νr,xΓε(ȳx − ȳ)νr,x

})

×
( k′r∑
i=1

f(Br
i , ȳ)−

kr∑
i=1

f(xi, yi)

)
F ′(〈M∞s , f〉)

−
∑
r∈R`

∫ t

0
ds

∫
E×Pkr,b

%r(dȳ)M∞s (dp1) · · ·M∞s (dpkr,b) h̃r
(
ȳ, 〈M∞s ,Ψr,ȳ〉

)
×
( kr,b∏
i=1

1Ari (xi)Γε(yi − ȳ)

)( ∏
x∈TL,s

{
(〈M∞s ,1(x,·)〉)νr,xΓε(ȳx − ȳ)νr,x

})

×
(
F
(
〈M∞s , f〉 −

kr∑
i=kr,b+1

f(xi, ȳxi) +

k′r∑
i=k′r,b+1

f(Br
i , ȳ)

)
− F

(
〈M∞s , f〉

))

−
∫ t

0
ds

{ ∑
x∈TNL

〈M∞s , bx · ∇yf + Σ2
x ◦∆yf〉

}
F ′(〈M∞s , f〉)

)
t≥0

is a martingale.
Then, this solution exists and as N tends to infinity, MN converges in distribution to M∞

in DMTL [0,∞). In addition, M∞ also satisfies the martingale problem (2.29) with F = Id and

F : a 7→ a2.
(ii) If, furthermore, for every m0 ∈ MTL the martingale problem (2.29) with M∞0 = m0

admits at most one solution, then the limiting process is Markovian.

Remark 2.12. Using Lemma 3.2 and the calculations expounded in Section 3.1 with F = Id
and F : a 7→ a2, we obtain that the limiting process may also be described through the semi-
martingale decomposition of (〈M∞t , f〉)t≥0 for every f ∈ C2,⊥(P). We leave the straightforward
computation of the finite variation part and of the predictable quadratic variation of the mar-
tingale part of this decomposition to the interested reader.

The proof of Theorem 2.11 is given in Section 3. Observe that in the term of (2.29) cor-
responding to r ∈ R`, only the changes in the low abundance species are visible. Indeed, the
simultaneous changes in abundant species are of order O(1/N) before taking the limit, and
therefore they vanish as N →∞.

The limiting measure-valued process in Theorem 2.11 is characterised by a well-posed mar-
tingale problem, which does not provide an explicit construction of its dynamics. Based on
the form of this martingale problem, a natural description of the limit should be in terms of a
measure-valued piecewise deterministic Markov process with the “flow part” being the continu-
ous change in abundant species due to reactions in Rn` and to the diffusion of molecules, while
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the composition in localized low abundance species would change by discrete jumps occurring at
a rate given by the terms in (2.29) corresponding to reactions in R`. To our knowledge, there is
no general result providing such a correspondence between solutions to martingale problems of
the form (2.29) and compositions of flow and jump dynamics for infinite-dimensional stochastic
processes, and so the desired relation has to be proven by hand. Although we shall not be
able to do it in the full generality of our approach, let us push this direction a bit more. To
parallel the general framework for non-spatial reaction networks developed in [15] (in which the
PDMP take their values in Rc ×Nd), let us decompose every M∞t into its “continuous” part
M∞,ct seen as an element of the set M(T cL,s × E) of all finite measures on T cL,s × E, and its

“discrete” part M∞,dt seen as an element of the set Mp(TL,s ×E) of all finite point measures on

TL,s × E, in such a way that M∞t = M∞,ct ⊗M∞,dt . That is, M∞,ct (resp., M∞,dt ) is the image
measure of M∞t under the projection map to T cL,s × E (resp., TL,s × E). Let us now introduce
an M(T cL,s × E) ×Mp(TL,s × E)-valued process (Xt)t≥0, explicitly constructed in terms of a
deterministic flow driving the evolution of the first coordinate and a sequence of discrete jump
times for the second coordinate, which we would like to prove to be identical in distribution to
(M∞,ct ,M∞,dt )t≥0.

To this end, let us first suppose that for every (mc,md) ∈ M(T cL,s × E) ×Mp(TL,s × E),
there exists a unique solution (Φmd(t,m

c))t≥0 to the following deterministic system: for every
f ∈ C2,⊥(P), we have for every t ≥ 0

〈Φmd(t,m
c), f〉 − 〈mc, f〉

=
∑
r∈Rn`

∫ t

0
ds

∫
E×Pkr,b

%r(dȳ)Φmd(s,m
c)⊗kr,b(dp1, . . . , dpkr,b) h̃r

(
ȳ, 〈Φmd(s,m

c)⊗md,Ψr,ȳ〉
)

×
( kr,b∏
i=1

1Ari (xi)Γε(yi − ȳ)

)( ∏
x∈TL,s

{(
md({(x, ȳx)})

)
νr,x

Γε(ȳx − ȳ)νr,x
})

×
( k′r∑
i=1

f(Br
i , ȳ)−

kr∑
i=1

f(xi, yi)

)
+
∑

x∈TNL

∫ t

0
ds 〈Φmd(s,m

c), bx · ∇yf + Σ2
x ◦∆yf〉.

In the above and later, integrals over E × (T cL,s ×E)kr,b are replaced by integrals over E ×Pkr,b
to alleviate the notation. Notice that in particular, Φmd(0,m

c) = mc. Using the regular-
ity of the functions h̃r, Ψr,ȳ, Γε, bx and Σ2

x, it is then easy to show that each trajectory
(Φmd(t,m

c))t≥0 is continuous for the weak topology on M(T cL,s × E) and that the mapping

(mc,md) 7→ (Φmd(t,m
c))t≥0 is measurable.

Let us now construct (Xt)t≥0 = (X ct ,X dt )t≥0 starting at a pair (mc,md) ∈ M(T cL,s × E) ×
Mp(TL,s × E) (which we allow to be random). For every r ∈ R`, define E1

r as an exponential
random variable with parameter 1 (independent of all other variables), and the random time τ1

r
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as

τ1
r := inf

{
t > 0 :

∫ t

0
ds

∫
E×Pkr,b

%r(dȳ)Φmd(s,m
c)⊗kr,b(dp1, . . . , dpkr,b)

( kr,b∏
i=1

1Ari (xi)Γε(yi − ȳ)

)
h̃r
(
ȳ, 〈Φmd(s,m

c)⊗md,Ψr,ȳ〉
)( ∏

x∈TL,s

{(
md({(x, ȳx)})

)
νr,x

Γε(ȳx − ȳ)νr,x
})
≥ E1

r

}
.

Set τ1 := minr∈R` τ
1
r and let r1 be the index of the unique reaction satisfying τ1

r1 := minr τ
1
r .

For every t ∈ [0, τ1), set
Xt :=

(
Φmd(t,m

c),md
)
.

In words, until the first reaction r1 ∈ R` occurs at time τ1, only the continuous part of X evolves,
according to the flow Φmd(·,mc). The outcome of reaction r1 is the jump of X to

(
X cτ1 ,X dτ1

)
:=

(
Φmd(τ

1,mc) , md −
kr1∑

i=kr1,b+1

δ
(Ar

1
i ,ȳ

Ar
1
i

)
+

k′
r1∑

i=k′
r1,b

+1

δ
(Br

1
i ,ȳr1 )

)
.

Then for every j ≥ 2, we proceed recursively following the same ideas:

� For every r ∈ R`, define Ejr as an exponential random variable with parameter 1 (indepen-
dent of all other variables), and the random time τ jr as

τ jr := inf

{
t > τ j−1 :

∫ t

τ j−1

ds

∫
E×Pkr,b

%r(dȳ)ΦX d
τj−1

(s− τ j−1,X cτ j−1)⊗kr,b(dp1, . . . , dpkr,b)( kr,b∏
i=1

1Ari (xi)Γε(yi − ȳ)

)
h̃r
(
ȳ, 〈ΦX d

τj−1
(s− τ j−1,X cτ j−1)⊗X dτ j−1 ,Ψr,ȳ〉

)
( ∏
x∈TL,s

{(
X dτ j−1({(x, ȳx)})

)
νr,x

Γε(ȳx − ȳ)νr,x
})
≥ Ejr

}
. (2.30)

Set τ j := minr∈R` τ
j
r and let rj be the index of the unique reaction satisfying τ j

rj
:= minr τ

j
r .

For every t ∈ [τ j−1, τ j), set

Xt :=
(
ΦX d

τj−1
(t− τ j−1,X cτ j−1),X dτ j−1

)
. (2.31)

Again, what is encoded here is the fact that after the jump of X at time τ j−1 and until
the next jump time τ j , the discrete part of X remains constant equal to its value X d

τ j−1 at
time τ j−1 while its continuous part evolves in a deterministic way according to the flow
dictated by the value of the discrete part and starting at X c

τ j−1 .

� At time τ j , a jump due to reaction rj occurs to the discrete part of X :

(
X cτ j ,X

d
τ j

)
:=

(
ΦX d

τj−1
(τ j− τ j−1,X cτ j−1) , X dτ j−1−

k
rj∑

i=k
rj ,b

+1

δ
(Ar

j
i ,ȳArj

i

)
+

k′
rj∑

i=k′
rj ,b

+1

δ
(Br

j
i ,ȳ

rj
)

)
.

(2.32)
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It is difficult to give general conditions under which

lim
j→∞

τ j = +∞ a.s.

and (Xt)t≥0 is a well-defined Markov process. Indeed, using Assumption (A2) and the first part
of Assumption (B1), similar bounds as the ones used in the proof of Theorem 2.6 in Appendix A
show that the instantaneous jump rate of the second coordinate of X is bounded by a constant
times the total mass of X ct ⊗ X dt to the power (at most) 1 + maxr kr. As long as we have not
proved that (X ct ⊗X dt )t≥0 and M∞ are equal in law, we cannot use Assumption (B2) to control
the moments of the total mass of X ct ⊗ X dt and therefore we have no a priori control over the
jump times τ j , which may accumulate in finite time (of course, the existence of (M∞t )t≥0 is a
good indication that such an accumulation should not happen). Hence, our final result is the
following.

Proposition 2.13. Suppose that the assumptions of Theorem 2.11(i) are satisfied, and write
(M c

0 ,M
d
0 ) ∈ M(T cL,s × E) × Mp(TL,s × E) for the decomposition of the initial value M0 of

the limiting process (M∞t )t≥0 into its “continuous” and its “discrete” parts. Suppose also that
(Xt)t≥0 introduced above is a well-defined Markov process with X0 = (M c

0 ,M
d
0 ) and such that for

every T > 0,

sup
t∈[0,T ]

E
[(
〈X ct ⊗X dt , 1〉

)1+maxr∈R kr
]
<∞. (2.33)

Then

(Xt)t≥0
(d)
=
(
M∞,ct ,M∞,dt

)
t≥0

. (2.34)

The result stated in Proposition 2.13 relies on the facts that the solution to the martingale
problem (2.29) is supposed to be unique and that the decomposition of M∞t into its continuous
and discrete parts is unique (so that it suffices to show that (X ct ⊗X dt )t≥0 satisfies the martingale
problem characterising the law of (M∞t )t≥0 to conclude). Since its proof is identical to that of
Theorem 2.6, we omit it.

Example 2.14. (Diffusive species only).
Consider the simple reaction network given by the set of four reactions (2.11). Suppose both
molecular types S, S′ diffuse in space with constant coefficients bS ≡ 0,Σ2

S = σ2
SId and bS′ ≡

0,Σ2
S′ = σ2

S′Id respectively (where σ2
S and σ2

S′ are positive constants), and that both have
abundances of order O(N). Suppose the reaction factors for all non-localized (linear) reactions
hNr , r = 2, 3, 4 are constant in space and have size of order O(1). That is, hNr (ȳ) ≡ hr > 0.
Recall that in Example 2.2, in the unregulated case the reaction factor h1(0, a) = h1(0) of the
localized reaction 1 was simply a constant, while in the self-regulated case we used h1(0, a) with
a = 〈M,ΨS′,ε〉 (where ΨS′,ε is a continuous approximation to 1{S′}×B(0,ε)), which depended on

the local mass a of S′ in the form h1(0, a) = c1/(1 + (c2a)k) for self-repression, and h1(0, a) =
c1a

k/(ck2 + ak) for self-activation. To match the rate of the other reactions (which happen at
a rate proportional to the current counts O(N) of S or S′ molecules), suppose that the mass
function ΨN

1,0 is equal to (1/N)ΨS′,ε and that the reaction factor hN1 has size of order O(N) :

hN1 (0, a) = Nh1(0, a) with h1 given above.
Under these specifications, all reaction factors h̃r = Nkr−1hNr (ȳ, a) are uniformly bounded in

ȳ and for r = 1, it is uniformly bounded in a as well. Hence the Assumptions of Theorem 2.11, as
well as those of Lemma 4.2 and Proposition 4.4 stated in Section 4 and dealing with the existence
of a density for the limiting process, can be shown to hold using a multi-type birth and death
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process as an upper envelope (see Remark 2.7). The density µt of the limiting process solves the
following set of deterministic equations: for all x ∈ {S, S′} and y ∈ ∂E, ∇yµt(x, y) · n(y) = 0,
and for every t > 0 and y ∈ E,

∂tµt(S, y) = σ2
S∆yµt(S, y) + h1

(
0,

∫
E
`E(dȳ)ΨS′,ε(S

′, ȳ)µt(S
′, ȳ)

)
1{y=0}

− h4

(∫
E
`E(dȳ)Γε(y − ȳ)

)
µt(S, y),

∂tµt(S
′, y) = σ2

S′∆yµt(S
′, y) + h2

∫
E
`E(dȳ)Γε(ȳ − y)µt(S, ȳ)

− h3

(∫
E
`E(dȳ)Γε(y − ȳ)

)
µt(S

′, y), (2.35)

with for instance µ0(S, y) = µS1{y=0} and µ0(S′, y) ≡ 0 (recall that `E stands for Lebesgue
measure on E).

Note that in the unregulated case h1(0, a) = h1(0), the partial differential equation for
µt(S, y) is autonomous (with the integral multiplying h4 being a function of y in the ε-boundary
of E and constant equal to 1 elsewhere), while in the self-regulated case it is fully coupled with
the equation for µt(S

′, y). When it exists, the steady state solution y 7→ (π(S, y), π(S′, y)) is
solution to the system (2.35) with the left-hand side set to 0.

Example 2.15. (Diffusive and localized low abundance species).
Using again the reaction network given by (2.11), suppose now that only molecules of species
S′ diffuse in space (in a symmetric and homogeneous way, i.e., bS′ ≡ 0 and Σ2

S′ = σ2
S′Id with

σ2
S′ > 0) while species S is localized at ȳ = 0. For consistency, assume that reaction 4 is now

localized at ȳ = 0 too. Suppose also that the abundance of species S′ is of order O(N), while the
abundance of species S is of order O(1). This is a simplification of the mechanism where only few
molecules of mRNA are transcribed and they stay close to the nucleus, while a larger number of
proteins are generated and they diffuse throughout the cell. By definition (see Table 1), we thus
have k1,b = 0 = k2,b = k4,b and k3,b = 1 and reactions 2 and 3 belong to Rn` (i.e., do not modify
the counts of the low abundance species S) while reactions 1 and 4 belong to R`. Coming back
to (2.25), we obtain

k1,b − 1{1∈Rn`} = 0 ; k2,b − 1{2∈Rn`} = −1 ; k3,b − 1{3∈Rn`} = 0 ; k4,b − 1{4∈Rn`} = 0.

Hence, let us suppose that the reaction factor hN2 is constant through space and of order O(N)
(that is, hN2 (ȳ) ≡ Nh2 with h2 > 0), that the reaction factor hN3 is also constant but of order
O(1) (that is, hN3 (ȳ) ≡ h3 > 0), that the reaction factor hN4 for the localized reaction 4 is equal to
some constant h4 > 0 independent of N , that the reaction factor hN1 for the localized reaction 1
is of order O(1) too (that is, hN1 (0, a) = h1(0, a) with h1 defined as in Example 2.14) and finally
that the mass function ΨN

1,0 at the location of reaction 1 is again equal to (1/N)ΨS′,ε.
Under these scaling specifications, the assumptions of Theorem 2.11 and of Proposition 2.13

can be shown to hold, and the limiting process is a measure-valued piecewise deterministic
Markov process described as follows.

(i) The mass of the discrete coordinate M∞,dt (number of S molecules at ȳ = 0) is a Markov
jump process started at M0({(S, 0)}) = m0 ∈ N with birth rate h1(0, ·) and linear death
rate h4Γε(0)M∞t ({(S, 0)}); as before, in the unregulated case h1(0, a) = h1(0), and in the self-
regulated case h1(0, a) = c1/(1 + (c2a)k) or h1(0, a) = c1a

k/(ck2 + ak), where a = 〈M∞t ,ΨS′,ε〉.
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(ii) The continuous coordinate M∞,ct (concentration of S′ molecules in E) evolves in a deter-
ministic way between the jump times (τ j , j ≥ 1) of M∞t ({(S, 0)}). In each random time interval
[τ j , τ j+1), when M∞t ({(S, 0)}) is constant, the density µt(S

′, y) = dM∞t ({(S′, y)})/dy satisfies
the equation: ∀y ∈ E,∀t ∈ [τ j , τ j+1),

∂tµt(S
′, y) = σ2

S′∆yµt(S
′, y) + h2Γε(−y)M∞t ({(S, 0)})− h3

(∫
E
`E(dȳ)Γε(y − ȳ)

)
µt(S

′, y)

with (for instance) µ0(S′, y) ≡ 0 and with subsequent initial values given by µτ j (S
′, y) =

limt↑τ j µt(S
′, y).

In the unregulated case, the autonomous dynamics for M({(S, 0)}) has

π(S, 0) ∼ Poisson

(
h1(0)

h4Γε(0)

)
as its stationary distribution; and conditional on the value of π(S, 0), the steady state for µ(S′, y)
is determined by solving

0 = σ2
S′∆yπ(S′, y) + h2Γε(−y)π(S, 0)− h3

(∫
E
`E(dȳ)Γε(y − ȳ)

)
π(S′, y), ∀y ∈ E.

3 Proof of the multi-scale limit (Theorem 2.11)

We proceed as usual, by first showing that any limit of a converging subsequence of (MN )N≥1

necessarily satisfies the martingale problem stated in Theorem 2.11 (but with trajectories that are
a priori M-valued). This is done in Section 3.1, where we also argue that this limiting martingale
problem holds with F = Id and F : a 7→ a2 under our assumptions (see Remark 3.1(a)), and that
indeed all limiting trajectories a.s. take their values in the subset MTL (see Remark 3.1(b)). In
Section 3.2 we show that the sequence (MN )N≥1 is tight in DM[0,∞). We put all these bricks
together and conclude in Section 3.3.

3.1 Limiting martingale problem

For f ∈ C(P), let us set

fN :=
1

N
f 1T cL,s×E + f 1TL,s×E , so that 〈Mt, f

N 〉 = 〈MN
t , f〉, ∀t ≥ 0. (3.1)

Writing the operator Gr in (2.10) for functions of the form F (〈·, fN 〉) (with fN defined as
above), we obtain that the operator describing the dynamics of (MN

t )t≥0 due to reaction r,
applied to functions of the form Ff : M 7→ F (〈M,f〉) with F ∈ Cb(R) and f ∈ C(P), is

GNr Ff
(
MN

)
(3.2)

:=

∫
E×Pkr

%r(dȳ)Nkr,b(MN )⊗↓kr(dp1, · · · dpkr)hNr (ȳ, 〈MN ,Ψr,ȳ〉)
( kr∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))

×

[
F

(
〈MN , f〉 − 1

N

kr,b∑
i=1

f(xi, yi)−
kr∑

i=kr,b+1

f(xi, yi) +
1

N

k′r,b∑
i=1

f(Br
i , ȳ) +

k′r∑
i=k′r,b+1

f(Br
i , ȳ)

)

− Ff
(
MN

)]
,
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where we recall that the measure (MN )⊗↓k corresponding to sampling k particles from MN

without replacement was defined in (2.21).
Likewise, recalling that only the molecules from abundant species diffuse in space, the oper-

ator describing the (independent) motion all non-localized molecules can be derived from (2.14)
in the same way as above and is given by

DNFf (MN ) :=F ′(〈MN , f〉)
∑

x∈TNL

〈MN , bx · ∇yf + Σ2
x ◦∆yf〉 (3.3)

+
1

N
F ′′(〈MN , f〉)

∑
x∈TNL

〈MN ,Σ2
x ◦
(
(∇yf)(∇yf)t

)
〉

for every F ∈ C2
b (R), and every f ∈ C2,⊥(P). We then have that for each given N , and every

function of the form Ff satisfying the above conditions,(
Ff
(
MN
t

)
− Ff

(
MN

0

)
−
∫ t

0
ds

{∑
r∈R

GNr Ff
(
MN
s

)
+DNFf (MN

s )

})
t≥0

(3.4)

is a martingale.
Let us first consider the terms in the martingale problem corresponding to reactions r ∈ R.

We shall treat the cases r ∈ Rn` and R` separately, since the former requires a Taylor expansion
to identify the leading term while the latter does not.

Let thus r ∈ Rn`. In this case, the sums over i ∈ {kr,b + 1, · · · , kr} and i ∈ {k′r,b + 1, · · · , k′r}
in (3.2) cancel out since reaction r does not modify the counts of species in TL,s by assumption,
meaning that each species x ∈ TL,s is neither source nor product of the reaction, or it is both
source and product reactant, with νr,x = ν ′r,x and (by Assumption (B0)) reaction r is necessarily
localized at ȳ = ȳx. Hence, only the sums over abundant reactants remain. The key idea below
is that since the number of molecules of each abundant species tends to infinity when we let N
tend to infinity, in a region where the appropriate molecular types are present, sampling without
replacement from abundant species is nearly the same as sampling with replacement, up to an
error of order O(1/N) that will vanish as N →∞.

Using Assumption (A2) on the uniform boundedness of Γε and a Taylor expansion of F , we
have for every M ∈M of the form (2.20)

GNr Ff (M) =

∫
E×Pkr

%r(dȳ)Nkr,bM⊗↓kr(dp1, · · · dpkr)hNr (ȳ, 〈M,Ψr,ȳ〉) (3.5)

×
( kr∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

)) 1

N
F ′
(
〈M,f〉

)( k′r∑
i=1

f(Br
i , ȳ)−

kr∑
i=1

f(xi, yi)

)
+ εNr,1(M),

where the error term εNr,1(M) satisfies

|εNr,1(M)| ≤ ‖F
′′‖∞[(kr + k′r)‖f‖∞]2

2N
‖Γε‖kr∞

(∫
E
%r(dȳ) h̃Nr (ȳ, 〈M,Ψr,ȳ〉)

)
〈M, 1〉kr (3.6)

and h̃Nr was defined in (2.25). Next, if kr,b < kr, for convenience let us suppose that the
low-abundance (localized) reactants Arkr,b+1, . . . , A

r
kr

are listed in such a way that molecules of
the same species are grouped together and can be written ar1, . . . , a

r
1, a

r
2, . . . , a

r
2, etc., where arι
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appears with multiplicity νr,arι . When kr,b > 1 (otherwise sampling of abundant species with or
without replacement is the same), we can then replace M⊗↓kr by

M⊗kr,b ⊗
(⊗

ι

(
M({(arι , ȳarι )})

)
νr,arι

δ
⊗νr,arι
(arι ,ȳarι )

)
(3.7)

in the integral on the r.h.s. of (3.5), up to a combinatorial error term

εNr,2(M) (3.8)

:=

∫
E×Pkr

%r(dȳ)
(
M⊗↓kr,b −M⊗kr,b

)
(dp1, . . . , dpkr,b)M

⊗↓(kr−kr,b)(dpkr,b+1, . . . , dpkr)

×
( kr∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))( k′r∑
i=1

f(Br
i , ȳ)−

kr∑
i=1

f(xi, yi)

)
h̃Nr (ȳ, 〈M,Ψr,ȳ〉)F ′(〈M,f〉).

Indeed, the second part of the measure in (3.7) encodes sampling without replacement of
the low-abundance localized species involved in reaction r, and so is identical to the measure
M⊗↓(kr−kr,b)1Arkr,b+1

· · ·1Arkr appearing on the r.h.s. of (3.8). By the relation between M⊗↓kr,b

and M⊗kr,b , this error term satisfies :

|εNr,2(M)| ≤ (kr + k′r)‖f‖∞‖F ′‖∞‖Γε‖kr∞
(∫

E
%r(dȳ) h̃Nr (ȳ, 〈M,Ψr,ȳ〉)

)∏
ι

M({(arι , yarι )})
νr,arι

×
〈
M⊗kr,b −M⊗↓kr,b ,1

(T cL,s×E)
kr,b

〉
. (3.9)

Now,〈
M⊗kr,b −M⊗↓kr,b ,1

(T cL,s×E)
kr,b

〉
= 〈M,1T cL,s×E〉

kr,b − 1

Nkr,b
Card

({
(i1, i2, . . . , ikr,b) ∈ {1, . . . , N〈M,1T cL,s×E〉}

kr,b : ik 6= il ∀k, l
})

= 〈M,1T cL,s×E〉
kr,b

(
1−

kr,b−1∏
j=0

(
1− j

N〈M,1T cL,s×E〉

))
,

with the convention that the product on the r.h.s. is 0 if N〈M,1T cL,s×E〉 < kr,b. When kr,b > 1,

this quantity is of order O(〈M,1T cL,s×E〉
kr,b−1/N) for a fixed M of total mass of order O(1),

which, together with (3.9), gives us :

|εNr,2(M)| = O
(〈M,1T cL,s×E〉

kr,b−1

N
〈M, 1〉kr−kr,b

)(∫
E
%r(dȳ)h̃Nr (ȳ, 〈M,Ψr,ȳ〉)

)
. (3.10)

Assumption (B1) ensures that the integral over ȳ in the above is uniformly bounded in N and
M .
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Let us now consider r ∈ R`. For every M ∈M of the form (2.20), we can first write that

F

(
〈M,f〉 − 1

N

kr,b∑
i=1

f(xi, yi)−
kr∑

i=kr,b+1

f(xi, yi) +
1

N

k′r,b∑
i=1

f(Br
i , ȳ) +

k′r∑
i=k′r,b+1

f(Br
i , ȳ)

)
(3.11)

− F
(
〈M,f〉

)
= F

(
〈M,f〉 −

kr∑
i=kr,b+1

f(xi, yi) +

k′r∑
i=k′r,b+1

f(Br
i , ȳ)

)
− F

(
〈M,f〉

)
+ ηNr

+
1

N
F ′
(
〈M,f〉 −

kr∑
i=kr,b+1

f(xi, yi) +

k′r∑
i=k′r,b+1

f(Br
i , ȳ)

)( k′r,b∑
i=1

f(Br
i , ȳ)−

kr,b∑
i=1

f(xi, yi)

)
,

where |ηNr | ≤ (2N2)−1‖F ′′‖∞(kr + k′r)
2‖f‖2∞. Plugging this equation in (3.2), we obtain that

GNr Ff (M) =

∫
E×Pkr

%r(dȳ)Nkr,bM⊗↓kr(dp1, · · · dpkr)hNr (ȳ, 〈M,Ψr,ȳ〉)
( kr∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))

×

[
F

(
〈M,f〉 −

kr∑
i=kr,b+1

f(xi, yi) +

k′r∑
i=k′r,b+1

f(Br
i , ȳ)

)
− F

(
〈M,f〉

)]
+ ε̂Nr,1(M),

(3.12)

where

|ε̂Nr,1(M)| ≤ ‖Γε‖kr∞
(∫

E
%r(dȳ)h̃Nr (ȳ, 〈M,Ψr,ȳ〉)

)
〈M, 1〉kr

(
‖F ′‖(kr + k′r)‖f‖∞

N

+
‖F ′′‖∞(kr + k′r)

2‖f‖2∞
2N2

)
. (3.13)

Next, using the same arguments as in the case r ∈ Rn`, we can replace sampling without re-
placement of the abundant species in (3.12) by sampling with replacement up to a combinatorial
error ε̂Nr,2(M) of a similar form as (3.8).
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Combining the above, we obtain that for M ∈M of the form (2.20),∑
r∈R

GNr Ff (M) = F ′
(
〈M,f〉

) ∑
r∈Rn`

∫
E×Pkr,b

%r(dȳ)M⊗kr,b(dp1, · · · dpkr,b)h̃
N
r (ȳ, 〈M,Ψr,ȳ〉)

×
( kr,b∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))( ∏
x∈TL,s

{(
M({(x, ȳx)})

)
νr,x

Γε(ȳx − ȳ)νr,x
})

×
( k′r∑
i=1

f(Br
i , ȳ)−

kr∑
i=1

f(xi, yi)

)
+
∑
r∈R`

∫
E×Pkr,b

%r(dȳ)M⊗kr,b(dp1, · · · dpkr,b)h̃
N
r (ȳ, 〈M,Ψr,ȳ〉)

×
( kr,b∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))( ∏
x∈TL,s

{(
M({(x, ȳx)})

)
νr,x

Γε(ȳx − ȳ)νr,x
})

×
(
F

(
〈M,f〉+

k′r∑
i=k′r,b+1

f(Br
i , ȳ)−

kr∑
i=kr,b+1

f(xi, yi)

)
− Ff (M)

)
+
∑
r∈Rn`

(
εNr,1(M) + εNr,2(M)

)
+
∑
r∈R`

(
ε̂Nr,1(M) + ε̂Nr,2(M)

)
. (3.14)

Let us use these results to show that any limit point of a subsequence of (MN )N≥1 satisfies
the DM[0,∞)-martingale problem stated in Theorem 2.11, for test functions of the form (2.9)
with F ∈ C2

b (R) and f ∈ C2,⊥(P). The fact that this property holds true when F ∈ C1
b (R) can

then be obtained by a simple density argument, and we shall argue that the trajectories of the
limit point(s) of (MN )N≥1 remain in DMTL [0,∞) in Remark 3.1(b) at the end of this Section.

Let thus F ∈ C2
b (R) and f ∈ C2,⊥(P). By Theorem 2.6(ii) (see also (3.4)), we know that for

any given N ∈ N,(
Ff
(
MN
t

)
− Ff

(
MN

0

)
−
∫ t

0
ds

{∑
r∈R

GNr Ff
(
MN
s

)
+DNFf

(
MN
s

)})
t≥0

is a martingale. Let us prove that for every t, t′ ≥ 0, k ∈ N, 0 ≤ t1 < . . . < tk ≤ t and
β1, . . . , βk ∈ Cb(M), we have along any subsequence (which we also denote by (MN )N≥1 for
simplicity) converging to a limit (M̄t)t≥0

lim
N→∞

E

[( k∏
j=1

βj
(
MN
tj

))(
Ff
(
MN
t+t′
)
− Ff

(
MN
t

)
(3.15)

−
∫ t+t′

t
ds

{∑
r∈R

GNr Ff
(
MN
s

)
+DNFf

(
MN
s

)})]

= E

[( k∏
j=1

βj
(
M̄tj

))(
Ff
(
M̄t+t′

)
− Ff

(
M̄t

)
−
∫ t+t′

t
ds

{∑
r∈R

G∞r Ff
(
M̄s

)
+D∞Ff

(
M̄s

)})]
,
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where

G∞r Ff (M) := F ′
(
〈M,f〉

) ∫
E×Pkr,b

%r(dȳ)M⊗kr,b(dp1, · · · dpkr,b)h̃r(ȳ, 〈M,Ψr,ȳ〉) (3.16)

×
( kr,b∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))( ∏
x∈TL,s

{(
M({(x, ȳx)})

)
νr,x

Γε(ȳx − ȳ)νr,x
})

×
( k′r∑
i=1

f(Br
i , ȳ)−

kr∑
i=1

f(xi, yi)

)

for r ∈ Rn`,

G∞r Ff (M) :=

∫
E×Pkr,b

%r(dȳ)M⊗kr,b(dp1, · · · dpkr,b)h̃r(ȳ, 〈M,Ψr,ȳ〉) (3.17)

×
( kr,b∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))( ∏
x∈TL,s

{(
M({(x, ȳx)})

)
νr,x

Γε(ȳx − ȳ)νr,x
})

×
(
F

(
〈M,f〉+

k′r∑
i=k′r,b+1

f(Br
i , ȳ)−

kr∑
i=kr,b+1

f(xi, yi)

)
− Ff (M)

)

for r ∈ R`, and

D∞Ff (M) = F ′(〈M,f〉)
∑

x∈TNL

〈M, bx · ∇yf + Σ2
x ◦∆yf〉. (3.18)

Since the expectation on the l.h.s. of (3.15) is zero for every N , (3.15) will show that the limit
M̄ solves the desired martingale problem.

We proceed in three steps.

Step 1. By assumption, (MN
t1 , . . . ,M

N
tk
,MN

t ,M
N
t+t′) converges in distribution to (M̄t1 , . . . , M̄t+t′)

as N → ∞ (along the subsequence considered). Since Ff , β1, . . . , βk are bounded continuous
functions on M, we obtain that

lim
N→∞

E

[( k∏
j=1

βj
(
MN
tj

))(
Ff
(
MN
t+t′
)
−Ff

(
MN
t

))]
= E

[( k∏
j=1

βj
(
M̄tj

))(
Ff
(
M̄t+t′

)
−Ff

(
M̄t

))]
.

Step 2. Let us show that

lim
N→∞

E

( k∏
j=1

βj
(
MN
tj

))∫ t+t′

t
ds
∣∣GNr Ff(MN

s

)
−G∞r Ff

(
MN
s

)∣∣ = 0 ∀r ∈ R, and (3.19)

lim
N→∞

E

( k∏
j=1

βj
(
MN
tj

))∫ t+t′

t
ds
∣∣DNFf(MN

s

)
−D∞Ff

(
MN
s

)∣∣ = 0. (3.20)
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Starting with (3.19) for r ∈ Rn` and using (3.14) and then (3.6), we can write that for every
M ∈M of the form (2.20),∣∣GNr Ff (M)−G∞r Ff (M)

∣∣
≤ (kr + k′r)‖F ′‖∞‖f‖∞‖Γε‖kr∞〈M, 1〉kr

∫
E
%r(dȳ)

∣∣∣h̃Nr (ȳ, 〈M,Ψr,ȳ〉
)
− h̃r

(
ȳ, 〈M,Ψr,ȳ〉

)∣∣∣
+ |εNr,1(M)|+ |εNr,2(M)|

≤ C1〈M, 1〉kr
∫
E
%r(dȳ)

∣∣∣h̃Nr (ȳ, 〈M,Ψr,ȳ〉
)
− h̃r

(
ȳ, 〈M,Ψr,ȳ〉

)∣∣∣
+
C2

N
〈M, 1〉kr

∫
E
%r(dȳ) h̃Nr (ȳ, 〈M,Ψr,ȳ〉) + |εNr,2(M)|.

Let us focus on the first two terms on the r.h.s. We have

E

[( k∏
j=1

βj
(
MN
tj

))∫ t+t′

t
ds 〈MN

s , 1〉kr
{
C1

∫
E
%r(dȳ)

∣∣∣h̃Nr (ȳ, 〈MN
s ,Ψr,ȳ〉

)
− h̃r

(
ȳ, 〈MN

s ,Ψr,ȳ〉
)∣∣∣

+
C2

N

∫
E
%r(dȳ)h̃Nr (ȳ, 〈M,Ψr,ȳ〉)

}]
≤
( k∏
j=1

‖βj‖∞
)(

C1

∫
E
%r(dȳ) sup

a≥0

∣∣∣h̃Nr (ȳ, a)− h̃r(ȳ, a)
∣∣∣+

C2

N

∫
E
%r(dȳ) sup

a≥0
h̃Nr (ȳ, a)

)

×
∫ t+t′

t
dsE

[
〈MN

s , 1〉kr
]
.

Assumption (B1) guarantees that the second bracketed expression goes to 0 as N → ∞. In
addition, Assumption (B2) implies that the last integral is bounded by some constant depending
on T := t + t′ but not on N , and so the whole quantity on the above r.h.s. converges to 0 as
N →∞.

Next, let us control the term involving εNr,2, which is nonzero only if kr,b ≥ 2. Recall (3.10),
where the O(1/N) asymptotics are valid only if 〈M,1T cL,s×E〉 is not too close to 0. Hence, let us

fix δ > 0 and let us decompose the bound on εNr,2(MN
s ) according to whether 〈MN

s ,1T cL,s×E〉 < δ
or not. We obtain, writing Cδ > 0 for the constant independent of N entering the first estimate
and using (in this case only) that 〈MN

s ,1T cL,s×E〉
kr,b−1 ≤ 〈MN

s , 1〉kr,b−1,

E

[( k∏
j=1

βj
(
MN
tj

))∫ t+t′

t
ds
∣∣εNr,2(MN

s

)∣∣]

≤ Cr
( k∏
j=1

‖βj‖∞
)(∫

E
%r(dȳ) sup

a≥0
h̃Nr (ȳ, a)

)∫ t+t′

t
dsE

[
1{〈MN

s ,1T c
L,s
×E〉≥δ}

Cδ〈MN
s , 1〉kr−1

N

+ 1{〈MN
s ,1T c

L,s
×E〉<δ}〈M

N
s ,1T cL,s×E〉

kr,b〈MN
s , 1〉kr−kr,b

]
.

By Assumption (B2), E[〈MN
s , 1〉kr−1] is bounded uniformly in N ≥ 1 and s ∈ [0, t + t′], and

so the first term in the expectation is of the order of O(1/N). Furthermore, the second term
is bounded by δkr,bE[〈MN

s , 1〉kr−kr,b ]. Consequently, using the uniform bound on the integral of
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h̃Nr derived from Assumption (B1), the fact that kr − kr,b < kr − 1 and Assumption (B2), and
letting N tend to infinity, we obtain that

lim sup
N→∞

E

[( k∏
j=1

βj
(
MN
tj

))∫ t+t′

t
ds
∣∣ε2

(
MN
s

)∣∣] ≤ Ct′δkr,b
for a constant C independent of δ. Since this is true for any δ > 0 and since we consider only
the case kr,b ≥ 2, we can conclude that this limit is actually 0. Combining the above, we obtain
(3.19) for r ∈ Rn`. Exactly the same reasoning applies and yields (3.19) for r ∈ R`.

The convergence result (3.20) is obtained by noticing that∣∣∣∣ 1

N
F ′′(〈M,f〉)〈M,Σ2

x ◦
(
(∇yf)(∇yf)t

)
〉
∣∣∣∣ ≤ 1

N
‖F ′′‖∞‖Σ2

x ◦
(
(∇yf)(∇yf)t

)
‖∞ 〈M, 1〉,

and using the same arguments as before.

Step 3. Finally, let us show that

lim
N→∞

E

[( k∏
j=1

βj
(
MN
tj

))(∫ t+t′

t
ds

{∑
r∈R

G∞r Ff
(
MN
s

)
+D∞Ff

(
MN
s

)})]

= E

[( k∏
j=1

βj
(
M̄tj

))(∫ t+t′

t
ds

{∑
r∈R

G∞r Ff
(
M̄s

)
+D∞Ff

(
M̄s

)})]
. (3.21)

By construction and Assumption (B1), we have for every M ∈M∣∣G∞r Ff (M)
∣∣ ≤ 〈M, 1〉krSr‖Γε‖kr∞‖F ′‖∞(kr + k′r)‖f‖∞ (3.22)

when r ∈ Rn`, ∣∣G∞r Ff (M)
∣∣ ≤ 〈M, 1〉krSr‖Γε‖kr∞2‖F‖∞ (3.23)

when r ∈ R`, and ∣∣D∞Ff (M)
∣∣ ≤ 〈M, 1〉‖F ′‖∞

∑
x∈TNL

‖bx · ∇yf + Σ2
x ◦∆yf‖∞. (3.24)

Thanks to these bounds, together with Assumption (B2) which ensures that each of these quan-
tities is integrable, we can use Fubini’s theorem to exchange order between integration and
summation in the above and treat each term separately.

Starting with the terms corresponding to reactions r ∈ R, if kr = 0, a simple dominated
convergence argument together with the continuity of G∞r Ff suffice to conclude. If kr ≥ 1, we
use (3.22) to observe that the function G∞r Ff is bounded over any subset ofM of measures with
total mass less than a given quantity. Hence, let δ > 0 be small, g be a continuous function with
values in [0, 1], such that g(a) = 1 if a ≤ −δ and g(a) = 0 if a > δ, and let A > 0 be a large
constant. We use g(· −A) as a continuous approximation to 1{·≤A}. We have∫ t+t′

t
dsE

[( k∏
j=1

βj
(
MN
tj

))
G∞r Ff

(
MN
s

)]

=

∫ t+t′

t
dsE

[( k∏
j=1

βj
(
MN
tj

))
G∞r Ff

(
MN
s

)
g
(
〈MN

s , 1〉 −A
)]

+

∫ t+t′

t
dsE

[( k∏
j=1

βj
(
MN
tj

))
G∞r Ff

(
MN
s

)(
1− g

(
〈MN

s , 1〉 −A
))]

. (3.25)
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Since G∞r Ff (·)g
(
〈·, 1〉 − A

)
is bounded and continuous (as well as each βj), the dominated

convergence theorem guarantees that the first term on the r.h.s. of (3.25) converges to∫ t+t′

t
dsE

[( k∏
j=1

βj
(
M̄tj

))
G∞r Ff

(
M̄s

)
g
(
〈M̄s, 1〉 −A

)]
(3.26)

as N → ∞ (along the converging subsequence). On the other hand, the second term on the
r.h.s. of (3.25) is bounded by

C

∫ t+t′

t
dsE

[
〈MN

s , 1〉kr
(
1− g

(
〈MN

s , 1〉 −A
))]

≤ C
∫ t+t′

t
dsE

[
〈MN

s , 1〉pkr
]1/p

E
[(

1− g
(
〈MN

s , 1〉 −A
))q]1/q

(3.27)

for some constant C independent of N,A, and any pair (p, q) such that p > 1, 1/p + 1/q = 1
and pkr ≤ k∗ ∨ 2 (so that we may use Hölder’s inequality to pass from the first to the second
line). By Assumption (B2), the first expectation on the r.h.s. is bounded uniformly in N and
s ∈ [0, t + t′]. Because 1 − g is bounded, continuous and satisfies 1 − g(· − A) ≤ 1{·>A−δ}, we
have

lim
N→∞

∫ t+t′

t
dsE

[(
1− g

(
〈MN

s , 1〉 −A
))q]1/q

=

∫ t+t′

t
dsE

[(
1− g

(
〈M̄s, 1〉 −A

))q]1/q

≤
∫ t+t′

t
dsP

[
〈M̄s, 1〉 > A− δ

]1/q
.

Consequently, we have

lim sup
N→∞

∫ t+t′

t
dsE

[( k∏
j=1

βj
(
MN
tj

))
G∞r Ff

(
MN
s

)(
1− g

(
〈MN

s , 1〉 −A
))]

≤ C ′
∫ t+t′

t
dsP

[
〈M̄s, 1〉 > A− δ

]1/q
,

where the constant C ′ is independent of A. Since the integrand is bounded by 1, and tends to
0 as A tends to infinity provided that we know that 〈M̄s, 1〉 < ∞ a.s. for every s ∈ [t, t + t′]
(see below for a proof), we can use the dominated convergence theorem to conclude that the
quantity on the last line tends to 0 as A → ∞. It only remains to show that as A → ∞, the
quantity in (3.26) tends to ∫ t+t′

t
dsE

[( k∏
j=1

βj
(
M̄tj

))
G∞r Ff

(
M̄s

)]
.

But using Fatou’s Lemma and Assumption (B2), we see that

sup
s∈[0,T ]

E
[
〈M̄s, 1〉k

∗∨2
]
<∞, ∀T > 0. (3.28)

The first consequence is that, as supposed in the previous paragraph, 〈M̄s, 1〉 is a.s. finite for
every s. Second, by (3.22), G∞r Ff (M̄s) is also integrable (and so is D∞Ff (M̄s), by the same
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arguments). Since g is bounded by 1 and g(·−A) converges pointwise to 1 as A tends to infinity,
the dominated convergence theorem gives us the desired convergence.

Exactly the same chain of arguments gives us the convergence of the term in (3.21) involving
D∞Ff , and so we do not repeat it.

As desired, we have proved that any limit point of a convergent subsequence of (MN )N∈N
satisfies the martingale problem stated in Theorem 2.11 (with trajectories that are M-valued).

Remark 3.1. (a) By taking two sequences of functions (F 1,n)n≥1 and (F 2,n)n≥1 in C2
b (R), each

with bounded first and second derivatives, and converging respectively to the identity function
and to a 7→ a2 uniformly over compact intervals and such that their first derivatives converge
respectively to 1 and a 7→ 2a uniformly over compact intervals, we can show (using again
Assumptions (B1-B2) and the different bounds of GNr F

i,n
f and DNF i,nf obtained in this section)

that the pre-limiting and limiting martingale problems hold also with F 1(a) = a and F 2(a) = a2.
For F 2, observe that the component (F 2)′(〈M,f〉) of some of the terms in the (approximations to
the) operators involved adds another factor 〈M, 1〉 in all the bounds. However, Assumption (B2)
controls the (k∗ ∨ 2)-th moment of the total mass of the processes, where k∗ = 1 + maxr kr,
which is precisely the moment appearing in those bounds.

(b) Likewise, by taking a sequence (fn)n≥1 in C2,⊥(P) approximating f = 1{(x,·)} − 1{(x,ȳx)}
uniformly over P, for any x ∈ TL, we can show that any limit point of (MN )N≥1 has trajectories
taking their values in MTL a.s. (provided the sequence of initial values (MN

0 )N≥1 converges in
MTL).

3.2 Tightness of (MN)N≥1

Using the tightness criterion for measure-valued processes given in Theorem 2.1 of [47] together
with the fact that C2,⊥(P) is dense in C(P) for the topology of uniform convergence (and contains
the constant function equal to 1), tightness of the sequence of laws of MN will be proved if we
show that the sequence of laws of 〈MN , f〉 is tight for every f ∈ C2,⊥(P).

To start with, let us show the following compact containment condition, which will give us
the tightness of (〈MN

t , f〉)N≥1 for each t ≥ 0 and each f ∈ C2,⊥(P). Since P is compact, for
every a > 0 the set

Ea := {M ∈M : 〈M, 1〉 ≤ a}

is a compact subset ofM. By Assumption (B2) and the Markov inequality, for every T > 0 and
every η ∈ (0, 1) there exists aT,η > 0 such that

inf
N≥1

P
(
MN
t ∈ EaT,η , ∀t ∈ [0, T ]

)
≥ 1− η,

and so the compact containment condition holds indeed.
We now call on the criterion from Aldous [1] and Rebolledo [44] and use the semi-martingale

decomposition of (〈MN
t , f〉)t≥0 to show that this sequence of processes is tight. More precisely,

we use the following lemma.

Lemma 3.2. Let f ∈ C2,⊥(P) and let N ∈ N. For every t ≥ 0, let us define V N
t and ZNt by:

V N
t :=

∫ t

0
ds

{∑
r∈R

GNr Idf (MN
s ) +DN Idf (MN

s )

}
,
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where Idf (M) = 〈M,f〉, and

ZNt := 〈MN
t , f〉 − 〈MN

0 , f〉 − V N
t .

Then the process (ZNt )t≥0 is a square integrable martingale, with predictable quadratic variation〈
ZN
〉
t

=
1

N

∫ t

0
ds

{ ∑
r∈Rn`

∫
E×Pkr

%r(dȳ)
(
MN
s

)⊗↓kr(dp1, . . . , dpkr)h̃
N
r

(
ȳ, 〈MN

s ,Ψr,ȳ〉
)

×
( kr∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))( k′r∑
i=1

f
(
Br
i , ȳ
)
−

kr∑
i=1

f(xi, yi)

)2}
+

∫ t

0
ds

{ ∑
r∈R`

∫
E×Pkr

%r(dȳ)
(
MN
s

)⊗↓kr(dp1, . . . , dpkr)h̃
N
r

(
ȳ, 〈MN

s ,Ψr,ȳ〉
)

×
( kr∏
i=1

(
1Ari (xi)Γε(yi − ȳ)

))

×
(

1

N

k′r,b∑
i=1

f
(
Br
i , ȳ
)

+

k′r∑
i=k′r,b+1

f
(
Br
i , ȳ
)
− 1

N

kr,b∑
i=1

f(xi, yi)−
kr∑

i=kr,b+1

f(xi, yi)

)2}

+
2

N

∫ t

0
ds

{ ∑
x∈TNL

〈
MN
s ,Σ

2
x ◦
(
(∇yf)(∇yf)t

)〉}
.

Proof. (Proof of Lemma 3.2.) By Remark 3.1(a), the processes (〈MN
t , f〉)t≥0 and (〈MN

t , f〉2)t≥0

satisfy the martingale problem (3.4) written with F = Id and F : a 7→ a2 respectively. Based
on this, the identification of the predictable finite variation and quadratic variation terms in the
semi-martingale decomposition of 〈MN , f〉 is standard (see, e.g., the proof of Theorem 3.3 in
[13]). Note that the factor 1/N in the first term of the expression for 〈ZN 〉t comes from the
fact that for r ∈ Rn`, (1/N2) × Nkr,bhNr (ȳ, 〈M,Ψr,ȳ〉) = (1/N)h̃Nr (ȳ, 〈M,Ψr,ȳ〉) for all ȳ,M by

definition of h̃Nr .

Let us now fix f ∈ C2,⊥(P). Let T > 0 and (τN )N≥1 be a sequence of stopping times bounded
by T . Using Lemma 3.2 and (3.2–3.3) with F = Id, we can write for every t ∈ [0, 1]∣∣V N

τN+t − V
N
τN

∣∣ =

∣∣∣∣ ∫ τN+t

τN
ds

{∑
r∈R

GNr Idf (MN
s ) +DN Idf (MN

s )

}∣∣∣∣
≤
∫ τN+t

τN
ds

{∑
r∈R

∣∣GNr Idf (MN
s )
∣∣+
∣∣DN Idf (MN

s )
∣∣}

≤
∑
r∈R

[
(kr + k′r)‖f‖∞‖Γε‖kr∞

(∫
E
%r(dȳ) sup

a≥0
h̃Nr (ȳ, a)

)∫ τN+t

τN
ds 〈MN

s , 1〉kr
]

+
∑

x∈TNL

[
‖bx · ∇yf + Σ2

x ◦∆yf‖∞
∫ τN+t

τN
ds 〈MN

s , 1〉
]
.

Since τN + t ≤ T + 1, Assumption (B2) guarantees that

E

[
sup

s∈[τN ,τN+t]

〈MN
s , 1〉k

]
≤ E

[
sup

s∈[0,T+1]
〈MN

s , 1〉k
]
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is bounded uniformly in N for every k ≤ k∗ ∨ 2. Therefore, using Fubini’s theorem as well as
Assumption (B1) to control the terms involving the h̃Nr , we obtain the existence of a constant
CT > 0 independent of N such that for every t ∈ [0, 1],

E
[∣∣V N

τN+t − V
N
τN

∣∣] ≤ CT t.
Using the Markov inequality, we can therefore conclude that for any η > 0, there exists δ =
δ(η, T ) > 0 such that

sup
N≥1

sup
t∈[0,δ]

P
[∣∣V N

τN+t − V
N
τN

∣∣ > η
]
≤ η,

and the first part of the Aldous-Rebolledo criterion is satisfied. Likewise, there exists C ′T,n`, C
′
T,`

independent of N such that

E
[∣∣〈ZN〉

τN+t
−
〈
ZN
〉
τN

∣∣] ≤ C ′T,n`Card(Rn`)

N
t+ C ′T,`Card(R`)t, (3.29)

and so the same conclusion as above holds for the quadratic variation process (〈ZN 〉t)t≥0.
The second part of the Aldous-Rebolledo criterion is satisfied too, and hence the sequence
(〈MN , f〉)N≥1 is tight. This completes the proof of the tightness of (MN )N≥1 in DM[0,∞).

3.3 Conclusion of the proof of Theorem 2.11

To conclude, let us write L∞ for the operator on which the martingale problem (2.29) is based :

L∞ :=
∑
r∈R

G∞r +D∞, (3.30)

where G∞r and D∞ were defined respectively in (3.16–3.17) and (3.18). We use Theorem 4.8.10
in [20], in which the condition that the operator L∞ should take its values in Cb(M) is replaced
by the bounds (3.22), (3.23) and (3.24) which, together with (3.28), ensure that the limiting
local martingales (

Ff (M∞t )− Ff (M∞0 )−
∫ t

0
dsL∞Ff (M∞s )

)
t≥0

are integrable and are therefore true martingales for every limit M∞ of a converging subsequence
of (MN )N≥1. By Remark 3.1(b), such a limit takes its values inMTL a.s. Equation (3.15) shows
that Condition (b′) of Theorem 4.8.10 is satisfied and since we assumed that there was at most
one solution to the DMTL [0,∞)-martingale problem (2.29), we thus obtain that the unique

solution M∞ to the DMTL [0,∞)-martingale problem indeed exists and that MN converges to it
in distribution as N →∞, in DM[0,∞). Using again Remark 3.1(b) and Corollary 3.3.2 in [20],
we can conclude that the convergence also holds in DMTL [0,∞). Remark 3.1(a) shows that the

limiting martingale problem also holds for F = Id and F : a 7→ a2, and so Theorem 2.11(i) is
proved.

The fact that if uniqueness of the solution to the limiting martingale problem holds for
every initial condition m0 ∈ MTL , then M∞ has the Markov property, is a consequence of
Theorem 4.4.2(a) in [20]. The proof of Theorem 2.11 is now complete.
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4 Properties of the reaction-diffusion scaling limit (abundant species
only)

In this section, we further explore the properties of the limiting process obtained in Theorem 2.11
in the particular case where all species are abundant, that is TL,s = ∅. We also suppose that
the initial value M∞0 is deterministic and equal to some M0 ∈ MTL . In particular, we give a
sufficient condition for the assumption on uniqueness of the solution to (2.29) to be satisfied (see
Lemma 4.2), then we give some conditions under which the measures M∞t admits a density (see
Proposition 4.4 for a more precise statement). The results obtained in this section and their
proofs are largely inspired by the results and methods developed in [13], in which only linear
birth of particles and pairwise interactions are considered (but these “reactions” are allowed to
have spatially inhomogeneous rates, as in our framework).

Remark 4.1. Notice that, in what follows, we allow the presence of localized species, but assume
that their abundances are of order O(N) before taking the limit.

Since TL,s = ∅, we obviously have Card(R`) = 0 and so by (3.29) and Doob’s maximal
inequality, for every f ∈ C2,⊥(P), T ≥ 0, η > 0 and every N ≥ 1 we have

P

(
sup

0≤t≤T

∣∣ZNt ∣∣ ≥ η
)
≤ 1

η2
E
[
(ZNT )2

]
=

1

η2
E
[〈
ZN
〉
T

]
≤
C ′TT

η2N
,

where ZN = ZN (f) is the martingale defined in Lemma 3.2. This probability goes to 0 as
N →∞, and so the limit M∞ of (MN )N≥1 is the deterministic solution to : M∞0 = M0 and for
every f ∈ C2,⊥(P),

〈M∞t , f〉 = 〈M∞0 , f〉+

∫ t

0
ds

{∑
r∈R

G∞r Idf (M∞s ) +D∞Idf (M∞s )

}
, ∀t ≥ 0. (4.1)

As in the definition of the pre-limiting stochastic model (see Remark 2.7), the assumption on
uniqueness of the solution M∞ has to be checked case by case, as it may hold for very different
reasons. Note however the following result.

Lemma 4.2. Suppose that the conditions on the functions Ψr,ȳ stated in Assumption (A1) are
satisfied, together with Assumptions (A2) and (B1). Suppose also that for any solution (mt)t≥0

to the set of equations (4.1) and any T > 0, we have

m∗T := sup
t∈[0,T ]

〈mt, 1〉 <∞. (4.2)

Then for any m ∈MTL, there is at most one solution to (4.1) with initial condition m.

Proof. (Proof of Lemma 4.2.) For each x ∈ TNL, let (P tx, t ≥ 0) denote the semigroup on C(E) of
the diffusion process with drift coefficient bx and dispersion matrix Σx, normally reflected at the
boundary of E. By extension, for x ∈ TL we also write (P tx, t ≥ 0) for the semigroup of the trivial
process following which particles do not move, i.e., P tx = Id for every t ≥ 0. When necessary,
we shall abuse notation and write P txϕ(x, y) for the function P txϕ(x, ·) applied at y ∈ E. The
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following is a mild formulation of the equations satisfied by a solution (mt)t≥0 to (4.1) (the proof
follows exactly the same lines as that of Lemma 4.5 in [13]). For each ϕ ∈ C2,⊥(P), we have

〈mt, ϕ〉 − 〈m0, P
t
· ϕ〉 =

∑
r∈R

∫ t

0
ds

∫
E×Pkr

%r(dȳ)ms(dp1) · · ·ms(dpkr) h̃r
(
ȳ, 〈ms,Ψr,ȳ〉

)
(4.3)

×
( kr∏
i=1

1Ari (xi)Γε(yi − ȳ)

)( k′r∑
i=1

P t−sBri
ϕ(Br

i , ȳ)−
kr∑
i=1

P t−sxi ϕ(xi, yi)

)
,

for every t ≥ 0. By Remark 2.4 and the dominated convergence theorem, the equality (4.3) also
holds for any ϕ ∈ C(P).

Let m′,m′′ be two solutions to (4.1), and let us consider ϕ ∈ C(P) such that ‖ϕ‖∞ ≤ 1.
Then∣∣〈m′t −m′′t , ϕ〉∣∣− |〈m′0 −m′′0, P t· ϕ〉| (4.4)

≤
∑
r∈R

∫ t

0
ds

∣∣∣∣∣
∫
E×Pkr

%r(dȳ)

( kr∏
i=1

1Ari (xi)Γε(yi − ȳ)

)( k′r∑
i=1

P t−sBri
ϕ(Br

i , ȳ)−
kr∑
i=1

P t−sxi ϕ(xi, yi)

)

×
(
h̃r
(
ȳ, 〈m′s,Ψr,ȳ〉

)
m′s(dp1) · · ·m′s(dpkr)− h̃r

(
ȳ, 〈m′′s ,Ψr,ȳ〉

)
m′′s(dp1) · · ·m′′s(dpkr)

)∣∣∣∣∣.
Using the facts that ‖ϕ‖∞ ≤ 1 and that the semigroups (P tx)t≥0 preserve the supremum norm,
we obtain that the r.h.s. of (4.4) is bounded by

∑
r∈R
‖Γε‖kr∞(k′r + kr)

∫ t

0
ds

∣∣∣∣∣
∫
E×Pkr

%r(dȳ)

( kr∏
i=1

ψri (xi, yi, ȳ)

)(
h̃r
(
ȳ, 〈m′s,Ψr,ȳ〉

)
m′ ⊗krs (4.5)

− h̃r
(
ȳ, 〈m′′s ,Ψr,ȳ〉

)
m′′ ⊗krs

)
(dp1, . . . , dpkr)

∣∣∣∣∣,
where we have defined for every r ∈ R, i ∈ {1, . . . , kr}, and xi, yi, ȳ ∈ E,

ψri (xi, yi, ȳ) := 1Ari (xi)
Γε(yi − ȳ)

‖Γε‖∞
.
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Since ‖ψri ‖∞ ≤ 1, if kr ≥ 1 we can write that for every ȳ ∈ E and every s ≥ 0,∣∣∣∣ ∫
Pkr

( kr∏
i=1

ψri (xi, yi, ȳ)

)
m′s(dp1) · · ·m′s(dpkr)−

∫
Pkr

( kr∏
i=1

ψri (xi, yi, ȳ)

)
m′′s(dp1) · · ·m′′s(dpkr)

∣∣∣∣
=

∣∣∣∣ kr∏
i=1

〈m′s, ψri (·, ·, ȳ)〉 −
kr∏
i=1

〈m′′s , ψri (·, ·, ȳ)〉
∣∣∣∣

=

∣∣∣∣(〈m′s, ψr1(·, ·, ȳ)〉 − 〈m′′s , ψr1(·, ·, ȳ)〉
) kr∏
i=2

〈m′s, ψri (·, ·, ȳ)〉

+ 〈m′′s , ψr1(·, ·, ȳ)〉
( kr∏
i=2

〈m′s, ψri (·, ·, ȳ)〉 −
kr∏
i=2

〈m′′s , ψri (·, ·, ȳ)〉
)∣∣∣∣

≤ 〈m′s, 1〉kr−1
∣∣〈m′s, ψr1(·, ·, ȳ)〉 − 〈m′′s , ψr1(·, ·, ȳ)〉

∣∣
+ 〈m′′s , 1〉

∣∣∣∣ kr∏
i=2

〈m′s, ψri (·, ·, ȳ)〉 −
kr∏
i=2

〈m′′s , ψri (·, ·, ȳ)〉
∣∣∣∣.

By an easy recursion, we thus obtain that∫
Pkr

( kr∏
i=1

ψri (xi, yi, ȳ)

)(
m′ ⊗krs −m′′ ⊗krs

)
(dp) ≤ kr〈m′s +m′′s , 1〉kr−1 sup

ψ:‖ψ‖∞≤1

∣∣〈m′s −m′′s , ψ〉∣∣,
where the supremum is taken over all ψ ∈ C(P) such that ‖ψ‖∞ ≤ 1. In addition, by Assump-
tion (B1) we have for r ∈ R∫
E
%r(dȳ)

∣∣h̃r(ȳ, 〈m′s,Ψr,ȳ〉
)
− h̃r

(
ȳ, 〈m′′s ,Ψr,ȳ〉

)∣∣ ≤ Lr ∫
E
%r(dȳ)

∣∣〈m′s −m′′s ,Ψr,ȳ〉
∣∣

≤ Lr‖Ψr‖∞(Vol(E) + 1) sup
ψ:‖ψ‖∞≤1

∣∣〈m′s −m′′s , ψ〉∣∣.
Combining the above and using the assumption on the total mass of (m′t)t≥0 and (m′′t )t≥0 stated
in Lemma 4.2, we obtain that for every time horizon T > 0 and every s ∈ [0, T ],∣∣∣∣ ∫

E
%r(dȳ)

∫
Pkr

( kr∏
i=1

ψri (xi, yi, ȳ)

)(
h̃r(ȳ, 〈m′s,Ψr,ȳ〉)m′⊗krs − h̃r(ȳ, 〈m′′s ,Ψr,ȳ〉)m′′⊗krs

)
(dp)

∣∣∣∣
≤
∣∣∣∣ ∫

E
%r(dȳ)

∫
Pkr

( kr∏
i=1

ψri (xi, yi, ȳ)

)(
h̃r(ȳ, 〈m′s,Ψr,ȳ〉)− h̃r(ȳ, 〈m′′s ,Ψr,ȳ〉)

)
m′⊗krs (dp)

∣∣∣∣
+

∣∣∣∣ ∫
E
%r(dȳ) h̃r(ȳ, 〈m′′s ,Ψr,ȳ〉)

∫
Pkr

( kr∏
i=1

ψri (xi, yi, ȳ)

)(
m′⊗krs −m′′⊗krs

)
(dp)

∣∣∣∣
≤ Lr‖Ψr‖∞(Vol(E) + 1)〈m′s, 1〉kr sup

ψ:‖ψ‖∞≤1

∣∣〈m′s −m′′s , ψ〉∣∣
+ Srkr〈m′s +m′′s , 1〉kr−1 sup

ψ:‖ψ‖∞≤1

∣∣〈m′s −m′′s , ψ〉∣∣
≤
[
Lr‖Ψr‖∞(Vol(E) + 1)

(
(m′)∗T + (m′′)∗T

)
+ Srkr

]
×
(
(m′)∗T + (m′′)∗T

)kr−1
sup

ψ:‖ψ‖∞≤1

∣∣〈m′s −m′′s , ψ〉∣∣, (4.6)
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where Sr was defined in (2.26). Observe that for any reaction r with kr = 0, the rate of reaction
is independent of mass so its contribution to 〈m′t −m′′t , ϕ〉 is zero. This implies that for every
T > 0, there exists a constant C > 0 such that for every ϕ ∈ C(P) with ‖ϕ‖∞ ≤ 1, and every
t ≤ T , we have

∣∣〈m′t −m′′t , ϕ〉∣∣ ≤ ∣∣〈m′0 −m′′0, P t· ϕ〉∣∣+ C

∫ t

0
ds sup

ψ:‖ψ‖∞≤1

∣∣〈m′s −m′′s , ψ〉∣∣,
and Gronwall’s inequality yields for all t ∈ [0, T ]

sup
ϕ:‖ϕ‖∞≤1

∣∣〈m′t −m′′t , ϕ〉∣∣ ≤ sup
ϕ:‖ϕ‖∞≤1

∣∣〈m′0 −m′′0, P t· ϕ〉∣∣ eCt. (4.7)

Hence, whenever m′0 = m′′0 we have m′t = m′′t for all t ≤ T and uniqueness holds.

For our last result, Proposition 4.4, which gives conditions under which at any time the
spatial distributions of non-localized species have a density with respect to Lebesgue measure
on E while the localized species have an evolving mass at the locations where they sit, we
restrict our attention to a particular case which is already rich (and notationally heavy): for
every x ∈ TNL, we suppose that the diffusion matrix Σ2

x is of the form σ2
xId, where σ2

x : E 7→ R+

is Lipschitz.
We shall use the following set of functions D as the set of possible densities. Recall the

notation `E for Lebesgue measure on E.

Definition 4.3. We say that a function ϕ : P → R is in L1(P) if

‖ϕ‖1 :=
∑

x∈TNL

∫
E
`E(dy)|ϕ(x, y)|+

∑
x∈TL

|ϕ(x, ȳx)| <∞. (4.8)

We call D the set of nonnegative functions ϕ such that ϕ ∈ L1(P) and ϕ(x, y) = 0 whenever
x ∈ TL and y 6= ȳx.

The additional constraints on the drift and variance coefficients for the diffusion of non-
localized species are summarised in the following Assumption:

(B3) There exists σ2
∗ > 0 such that σ2

x(y) ≥ σ2
∗ for all (x, y) ∈ TNL ×E. Furthermore, for every

x ∈ TNL, σ2
x is of class C2 on E and its second derivatives with respect to the d spatial

coordinates y1, . . . , yd are α-Hölderian for some α > 0.

In addition, for every x ∈ TNL, the drift coefficient bx is of class C1 and its derivatives
with respect to the d spatial coordinates are α-Hölderian for some α > 0.

Assumption (B3) is analogous to Assumption (H2) in [13], where it is used to guarantee the
existence of a spatial density for the semigroups corresponding to the motions of particles (which
are all assumed to diffuse in [13]). We shall also need a last assumption, that can only be
stated in a rigourous way once we have introduced the appropriate sequence {µn, n ≥ 0} of
approximations to the density. This assumption is used in the proof of Proposition 4.4 to have a
uniform control on the total mass of the approximate densities over any compact time interval.

Proposition 4.4. Suppose that the regularity and boundedness assumptions on each h̃r stated in
Assumption (B1) are satisfied, together with Assumption (B3) and Assumption (B4) (see the
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proof of the Proposition for a statement). Let M∞ be the solution to (4.1), and suppose that
there exists µ∞0 ∈ D such that

M∞0 =
∑

x∈TNL

µ∞0 (x, y)δx ⊗ `E +
∑
x∈TL

µ∞0 (x, ȳx)δx ⊗ δȳx .

That is, for every f ∈ C(P),

〈M∞0 , f〉 =
∑

x∈TNL

∫
E
`E(dy)µ∞0 (x, y)f(x, y) +

∑
x∈TL

µ∞0 (x, ȳx)f(x, ȳx).

Then for every t ≥ 0, there exists a function µt ∈ D such that

M∞t =
∑

x∈TNL

µt(x, y)δx ⊗ `E +
∑
x∈TL

µt(x, ȳx)δx ⊗ δȳx . (4.9)

Moreover, for every T > 0
sup
t∈[0,T ]

‖µt‖1 <∞ (4.10)

and (µt)t≥0 is a weak solution to the following system of integro-differential and partial integro-
differential equations: for every x ∈ TNL, and for every y ∈ E

∂tµt(x, y) = ∆y

(
σ2
x(y)µt(x, y)

)
−∇y ·

(
bx(y)µt(x, y)

)
−
∑
r∈R

kr∑
i=1

1Ari (x)µt(x, y)

∫
E
%r(dȳ)

(
h̃r(ȳ, µt)Γε(y − ȳ)

kr∏
j=1
j 6=i,

{
1{Arj∈TL}Γε(ȳA

r
j
− ȳ)µt(A

r
j , ȳArj )

+ 1{Arj∈TNL}

∫
E
`E(dyj)Γε(yj − ȳ)µt(A

r
j , yj)

})

+
∑

r∈RNL

( k′r∑
i=1

1Bri (x)

)
h̃r(y, µt)

kr∏
j=1

{
1{Arj∈TL}Γε(ȳA

r
j
− y)µt(A

r
j , ȳArj )

+ 1{Arj∈TNL}

∫
E
`E(dyj)Γε(yj − y)µt(A

r
j , yj)

}

+
∑
r∈RL

1{y=ȳr}

( k′r∑
i=1

1Bri (x)

)
h̃r(ȳr, µt)

kr∏
j=1

{
1{Arj∈TL}Γε(ȳA

r
j
− ȳr)µt(Arj , ȳArj )

+ 1{Arj∈TNL}

∫
E
`E(dyj)Γε(yj − ȳr)µt(Arj , yj)

}
;

µ0(x, ·) = µ∞0 (x, ·); ∇yµt(x, y′) · n(y′) = 0 for all t > 0 and y′ ∈ ∂E ; (4.11)
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and for every x ∈ TL,

∂tµt(x, ȳx)

= −
∑
r∈R

kr∑
i=1

1Ari (x)µt(x, ȳx)

∫
E
%r(dȳ)

(
h̃r(ȳ, µt)Γε(ȳx − ȳ)

kr∏
j=1
j 6=i

{
1{Arj∈TL}Γε(ȳA

r
j
− ȳ)µt(A

r
j , ȳArj )

+ 1{Arj∈TNL}

∫
E
`E(dyj)Γε(yj − ȳ)µt(A

r
j , yj)

})

+
∑

r∈RNL

( k′r∑
i=1

1Bri (x)

)
h̃r(ȳx, µt)

kr∏
j=1

{
1{Arj∈TL}Γε(ȳA

r
j
− ȳx)µt(A

r
j , ȳArj )

+ 1{Arj∈TNL}

∫
E
`E(dyj)Γε(yj − ȳx)µt(A

r
j , yj)

}

+
∑
r∈RL

1{ȳx=ȳr}

( k′r∑
i=1

1Bri (x)

)
h̃r(ȳr, µt)

kr∏
j=1

{
1{Arj∈TL}Γε(ȳA

r
j
− ȳx)µt(A

r
j , ȳArj )

+ 1{Arj∈TNL}

∫
E
`E(dyj)Γε(yj − ȳx)µt(A

r
j , yj)

}
;

µ0(x, ȳx) = µ∞0 (x, ȳx). (4.12)

In the above, we have abused notation and written h̃r(·, µt) to mean h̃r(·, 〈Mt,Ψr,·〉), where Mt

is the measure built out of the function µt.

Proof. (Proof of Proposition 4.4.) We follow the lines of the proof of Theorem 4.6 in [13] closely,
mainly using the same arguments as in our proof of Lemma 4.2 (which therefore we do not
repeat entirely). In all that follows, we shall suppose that for each n, µnt (x, ·) is defined for all
x ∈ T and t ≥ 0 with the understanding that µnt (x, y) = µnt (x, ȳx)1ȳx(y) when x ∈ TL (that is,
µn ∈ D). To ease the notation, as in (2.7) we also define

%x(dȳ) = `E(dȳ) if x ∈ TNL and %x(dȳ) = δȳx(dȳ) if x ∈ TL. (4.13)

Consider the following collection of inductively constructed functions {µn, n ≥ 0}. First, we set
µ0
t = µ∞0 for all t ≥ 0. Suppose that for some n ≥ 0, (µnt )t≥0 is well-defined and takes its values

in D. For every x ∈ TNL, define (µn+1
t (x, ·))t≥0 as the weak solution to the partial differential

equation

∂tµ
n+1
t (x, y) = ∆y

(
σ2
x(y)µn+1

t (x, y)
)
−∇y ·

(
bx(y)µn+1

t (x, y)
)

−
∑
r∈R

kr∑
i=1

1Ari (x)µn+1
t (x, y)

∫
E
%r(dȳ)

(
h̃r(ȳ, µ

n
t )Γε(y − ȳ)

kr∏
j=1
j 6=i

{∫
E
%A

r
j (dyj)Γε(yj − ȳ)µnt (Arj , yj)

})

+
∑

r∈RNL

( k′r∑
i=1

1Bri (x)

)
h̃r(y, µ

n
t )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − y)µnt (Arj , yj)

}

+
∑
r∈RL

1{y=ȳr}

( k′r∑
i=1

1Bri (x)

)
h̃r(ȳr, µ

n
t )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − ȳr)µnt (Arj , yj)

}
;

µn+1
0 (x, ·) = µ∞0 (x, ·); ∇yµn+1

t (x, y′) · n(y′) = 0 for all t > 0 and y′ ∈ ∂E. (4.14)
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For every x ∈ TL, define (µn+1
t (x, ȳx))t≥0 as the solution to the ordinary differential equation:

∂tµ
n+1
t (x, ȳx)

= −
∑
r∈R

kr∑
i=1

1Ari (x)µn+1
t (x, ȳx)

∫
E
%r(dȳ)

(
h̃r(ȳ, µ

n
t )Γε(ȳx − ȳ)

kr∏
j=1
j 6=i

{∫
E
%A

r
j (dyj)Γε(yj − ȳ)µnt (Arj , yj)

})

+
∑

r∈RNL

( k′r∑
i=1

1Bri (x)

)
h̃r(ȳx, µ

n
t )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − ȳx)µnt (Arj , yj)

}

+
∑
r∈RL

1{ȳx=ȳr}

( k′r∑
i=1

1Bri (x)

)
h̃r(ȳr, µ

n
t )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − ȳr)µnt (Arj , yj)

}
;

µn+1
0 (x, ȳx) = µ∞0 (x, ȳx). (4.15)

Existence of these functions follows from standard results on linear parabolic equations, see e.g.
Theorem 7.3 in [21], since the lower bound on σ2 required in Assumption (B3) yields the uniform
ellipticity of the diffusion operator for the non-localized species. Nonnegativity of each µn+1(x, ·)
follows from the nonnegativity of µ∞0 , µn, Γε and all h̃r, from the rate of removal of mass being
proportional to mass itself and from standard maximal inequality arguments. Recall that for
definiteness, we also set µn+1

t (x, y) = 0 for all x ∈ TL and y 6= ȳx.
Now that we have defined the sequence µn, let us state the mysterious Assumption appearing

in Proposition 4.4. Recall the definition of ‖ϕ‖1 given in (4.8).

(B4) For every T > 0, there exists CT <∞ such that

sup
n≥0

sup
0≤t≤T

‖µnt ‖1 ≤ CT .

Just like Assumptions (A3) and (B2), because of the generality of our formulation, we believe
that this condition can only be checked case by case.

Let us first focus on (4.14). By construction, for every ϕx ∈ C2(E) with ∇yϕx(y) · n(y) = 0
for all y ∈ ∂E, we have∫
E
`E(dy)ϕx(y)µn+1

t (x, y) (4.16)

=

∫
E
`E(dy)ϕx(y)µ∞0 (x, y) +

∫ t

0

∫
E
ds`E(dy)

(
σ2
x(y)∆yϕx(y)− bx(y) · ∇yϕx(y)

)
µn+1
s (x, y)

−
∫ t

0
ds
∑
r∈R

kr∑
i=1

1Ari (x)

∫
E
`E(dy)ϕx(y)µn+1

s (x, y)

×
∫
E
%r(dȳ)h̃r(ȳ, µ

n
s )Γε(y − ȳ)

kr∏
j=1
j 6=i

{∫
E
%A

r
j (dyj)Γε(yj − ȳ)µns (Arj , yj)

}

+

∫ t

0
ds

∑
r∈RNL

( k′r∑
i=1

1Bri (x)

)∫
E
`E(dy)ϕx(y)h̃r(y, µ

n
s )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − y)µns (Arj , yj)

}

+

∫ t

0
ds
∑
r∈RL

( k′r∑
i=1

1Bri (x)

)
ϕx(ȳr)h̃r(ȳr, µ

n
s )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − ȳr)µns (Arj , yj)

}
.
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As in the proof of Lemma 4.2, the above equation has a mild form which can be written using the
density ptx(·, ·) of P txϕx(y) =

∫
E `E(dy′)ptx(y, y′)ϕx(y′). Indeed, the regularity of the diffusion and

drift coefficients stated in Assumption (B3), together with boundedness of E and smoothness
of its boundary ∂E imply that a unique such density ptx(·, ·) exists which is continuous in t, y, y′

for all x ∈ TNL (see Lemma 4.5 in [13], and note that the original Sato-Ueno result allows ∂E to
have finitely many piecewise smooth components). Hence, for all x ∈ TNL and each continuous
function ϕx on E, we have∫

E
`E(dy)ϕx(y)µn+1

t (x, y) =

∫
E
`E(dy)

∫
E
`E(dy′)ptx(y, y′)ϕx(y′)µ∞0 (x, y)

−
∫ t

0
ds
∑
r∈R

kr∑
i=1

1Ari (x)

∫
E
`E(dy)

∫
E
`E(dy′)pt−sx (y, y′)ϕx(y′)µn+1

s (x, y)

×
∫
E
%r(dȳ)h̃r(ȳ, µ

n
s )Γε(y − ȳ)

kr∏
j=1
j 6=i

{∫
E
%A

r
j (dyj)Γε(yj − ȳ)µns (Arj , yj)

}

+

∫ t

0
ds

∑
r∈RNL

( k′r∑
i=1

1Bri (x)

)∫
E
`E(dy)

∫
E
`E(dy′)pt−sx (y, y′)ϕx(y′)h̃r(y, µ

n
s )

×
kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − y)µns (Arj , yj)

}

+

∫ t

0
ds
∑
r∈RL

( k′r∑
i=1

1Bri (x)

)∫
E
`E(dy′)pt−sx (ȳr, y

′)ϕx(y′)h̃r(ȳr, µ
n
s )

×
kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − ȳr)µns (Arj , yj)

}
.

Fubini’s theorem then implies that for all y′ ∈ E,

µn+1
t (x, y′) =

∫
E
`E(dy)ptx(y, y′)µ∞0 (x, y)dy (4.17)

−
∫ t

0
ds
∑
r∈R

kr∑
i=1

1Ari (x)

∫
E
`E(dy)pt−sx (y, y′)µn+1

s (x, y)

∫
E
%r(dȳ)h̃r(ȳ, µ

n
s )Γε(y − ȳ)

×
kr∏
j=1
j 6=i

{∫
E
%A

r
j (dyj)Γε(yj − ȳ)µns (Arj , yj)

}

+

∫ t

0
ds

∑
r∈RNL

( k′r∑
i=1

1Bri (x)

)∫
E
`E(dy)pt−sx (y, y′)h̃r(y, µ

n
s )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − y)µns (Arj , yj)

}

+

∫ t

0
ds
∑
r∈RL

( k′r∑
i=1

1Bri (x)

)
pt−sx (ȳr, y

′)h̃r(ȳr, µ
n
s )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − ȳr)µns (Arj , yj)

}
.

Integrating (4.15) with respect to time, for every x ∈ TL we directly obtain an analogue of (4.17)
where the measure `E(dy) pt−sx (y, y′) is replaced by a Dirac mass at ȳx. Let us now show that
the sequence {µn, n ≥ 0} converges as n→∞ and that the limit satisfies (4.11) and (4.12).
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Let T > 0 and recall from Assumption (B4) that we assume that we can prove the existence
of CT <∞ such that

sup
n≥0

sup
t∈[0,T ]

‖µnt ‖1 ≤ CT .

For x ∈ TNL and y′ ∈ E, we can write

|µn+1
t (x, y′)− µnt (x, y′)|

=

∣∣∣∣∣
∫ t

0
ds
∑
r∈R

kr∑
i=1

1Ari (x)

∫
E
`E(dy)pt−sx (y, y′)

(
µn+1
s (x, y)

∫
E
%r(dȳ)h̃r(ȳ, µ

n
s )Γε(y − ȳ)

kr∏
j=1
j 6=i

{∫
E
%A

r
j (dyj)Γε(yj − ȳ)µns (Arj , yj)

}

− µns (x, y)

∫
E
%r(dȳ)h̃r(ȳ, µ

n−1
s )Γε(y − ȳ)

kr∏
j=1
j 6=i

{∫
E
%A

r
j (dyj)Γε(yj − ȳ)µn−1

s (Arj , yj)

})∣∣∣∣∣
+

∣∣∣∣∣
∫ t

0
ds

∑
r∈RNL

( k′r∑
i=1

1Bri (x)

)∫
E
`E(dy)pt−sx (y, y′)

(
h̃r(y, µ

n
s )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − y)µns (Arj , yj)

}

− h̃r(y, µn−1
s )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − y)µn−1

s (Arj , yj)

})∣∣∣∣∣
+

∣∣∣∣∣
∫ t

0
ds
∑
r∈RL

( k′r∑
i=1

1Bri (x)

)
pt−sx (ȳr, y

′)

(
h̃r(ȳr, µ

n
s )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − ȳr)µns (Arj , yj)

}

− h̃r(ȳr, µn−1
s )

kr∏
j=1

{∫
E
%A

r
j (dyj)Γε(yj − ȳr)µn−1

s (Arj , yj)

})∣∣∣∣∣.
Analogous expressions trivially hold for |µn+1

t (x, ȳx)−µnt (x, ȳx)| when x ∈ TL. Considering each
molecular species (non-localized and localized) separately and, for a given species, each term in
the above sums over R, RNL and RL one by one, we may then proceed exactly as in the proof of
Lemma 4.2 and obtain the existence of a finite constant C ′T , which depends on the finitely many
parameters kr, k

′
r, Lr, ‖Ψr‖∞, Sr, CT and Vol(E) but not on n, and such that for all t ∈ [0, T ]

and all n ≥ 0,

sup
s∈[0,t]

‖µn+1
s − µns ‖1 ≤ C ′T

∫ t

0
ds

(
sup
u∈[0,s]

‖µn+1
u − µnu‖1 + sup

u∈[0,s]
‖µnu − µn−1

u ‖1
)
. (4.18)

Using Gronwall’s lemma, we find that there exists another constant C ′′T <∞ such that for every
t ∈ [0, T ] and all n ≥ 1,

sup
s∈[0,t]

‖µn+1
t − µnt ‖1 ≤ C ′′T

∫ t

0
ds sup

u∈[0,s]
‖µnu − µn−1

u ‖1.

Picard’s iteration proof gives us that∑
n≥0

sup
t∈[0,T ]

‖µn+1
t − µnt ‖1 <∞,
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which implies that the sequence {µnt , n ≥ 0} converges uniformly over t ∈ [0, T ] to a function µt
on P which furthermore satisfies

sup
t∈[0,T ]

‖µt‖1 ≤ CT .

In particular, each µt belongs to the set D of densities. Using the uniform convergence and
passing to the limit in (4.16) (and in the analogous equations for localized species), we obtain
that (µt)t≥0 satisfies the partial and ordinary integro-differential equations (4.14) and (4.15).
Since by assumption (see Theorem 2.11) the measure-valued solution to (4.1) is unique, we
can finally conclude that for every t ≥ 0, µt is a density for M∞t in the sense of (4.9), and
Proposition 4.4 holds true.

Remark 4.5. In the more general case where species of low abundances are present, the char-
acterization of the limiting process in Theorem 2.11 as a measure-valued PDMP suggests that
under conditions similar to the assumptions of Proposition 4.4, the continuous part M∞,ct may
be written as

M∞,ct =
∑

x∈TNL

µt(x, y)δx ⊗ `E +
∑
x∈TL,b

µt(x, ȳx)δx ⊗ δȳx , (4.19)

where (µt)t≥0 satisfies a system of partial integro-differential equations of the same form as (4.11–

4.12), whose parameters may change in a stochastic way when the discrete part (M∞,dt )t≥0 jumps

(recall that the terms h̃r(ȳ, 〈M∞t ,Ψr,ȳ〉) a priori depend on both the continuous and the discrete
part of M∞t ). We leave this exercise to the reader as it is notationally very heavy, but we expect
that most of the proof of Proposition 4.4 can be reused in a very straightforward way to prove
such a result (at least in particular cases), since the effect of the discrete component on the
continuous one is only through h̃r.

Acknowledgements

This research was supported by NSERC (Natural Sciences and Engineering Research Council
of Canada) and the CRM (Centre de Recherches Mathématiques) -UMI travel allowance. AV
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A Proof of Theorem 2.6

We first state and prove two lemmas which will be used later.

Lemma A.1. Under Assumptions (A1) and (A2), for every r ∈ R, M ∈ M, (p1, . . . , pkr) ∈ Pkr
and ȳ ∈ E, we have ∣∣λr(ȳ,M ; p1, . . . , pkr)

∣∣ ≤ ‖hr‖∞,`(r,M) × ‖Γε‖kr∞,

where λr(ȳ,M ; p1, . . . , pkr) is the local reaction rate at ȳ of particles p1, . . . , pkr defined in (2.4)
and

`(r,M) = ‖Ψr‖∞〈M, 1〉.
In addition, the function M 7→ λr(ȳ,M ; p1, . . . , pkr) is continuous on M.

Proof. (Proof of Lemma A.1.) The bound is a straightforward consequence of the Assump-
tions and of the fact that |〈M,Ψr,ȳ〉| ≤ ‖Ψr‖∞〈M, 1〉. The continuity of the mapping M 7→
λr(ȳ,M ; p1, . . . , pkr) comes from the facts that, according to Assumption (A1), hr is Lipschitz
in its second coordinate and Ψr,y is continuous (and thus bounded) on P.

Lemma A.2. Suppose Assumptions (A1) and (A2) are satisfied. Then the function Λr defined
in (2.8) is continuous on Mp.

Proof. (Proof of Lemma A.2.) Let r ∈ R.
Let us first derive a bound on |Λr(M1) − Λr(M2)| for every M1,M2 ∈ Mp. We shall then

use this bound to show that if (Mn)n≥0 converges weakly to M in Mp, then Λr(Mn)→ Λr(M)
as n→∞.

Let thus M1,M2 ∈ Mp. Recalling the definition (2.4) of λr and our notation pi = (xi, yi),
and leaving aside the integral over E for a moment, we have∫

Pkr
M⊗↓kr1 (dp1, . . . , dpkr)

(
kr∏
i=1

1Ari (xi)Γε(yi − ȳ)

)
h̄r(ȳ,M1)

=

∫
Pkr

M⊗↓kr1 (dp1, . . . , dpkr)

(
kr∏
i=1

1Ari (xi)Γε(yi − ȳ)

)(
h̄r(ȳ,M1)− h̄r(ȳ,M2)

)
+

∫
Pkr

M⊗↓kr1 (dp1, . . . , dpkr)

(
kr∏
i=1

1Ari (xi)Γε(yi − ȳ)

)
h̄r(ȳ,M2). (A.1)

By Assumption (A1), the reaction factor hr is Lipschitz in its second coordinate, with Lipschitz
constant Lr independent of the first coordinate, and so the absolute value of the first term on
the r.h.s. of (A.1) is bounded by

‖Γε‖kr∞ 〈M1, 1〉kr
∣∣hr(ȳ, 〈M1,Ψr,ȳ〉

)
− hr

(
ȳ, 〈M2,Ψr,ȳ〉

)∣∣
≤ ‖Γε‖kr∞〈M1, 1〉kr Lr

∣∣〈M1,Ψr,ȳ〉 − 〈M2,Ψr,ȳ〉
∣∣. (A.2)

Integrating now with respect to %r(dȳ), we can thus write∣∣Λr(M1)− Λr(M2)
∣∣ ≤‖Γε‖kr∞〈M1, 1〉kr Lr

∫
E
%r(dȳ)

∣∣〈M1,Ψr,ȳ〉 − 〈M2,Ψr,ȳ〉
∣∣ (A.3)

+

∫
E
%r(dȳ) h̄r(ȳ,M2)

∣∣∣∣〈M⊗↓kr1 −M⊗↓kr2 ,

kr∏
i=1

1Ari (xi)Γε(yi − ȳ)
〉∣∣∣∣.
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Now suppose that (Mn)n≥1 is a sequence of measures in Mp converging weakly to M ∈ Mp,
and consider the expression in (A.3) with M1 = Mn and M2 = M . First, 〈Mn, 1〉 → 〈M, 1〉
and so there exists n0 such that for every n ≥ n0, we have 〈Mn, 1〉 ≤ 2〈M, 1〉. Thanks to the
continuity and uniform boundedness of Ψr,ȳ stated in Assumption (A1) and the fact that E has
finite volume, we can use the dominated convergence theorem to conclude that

lim
n→∞

‖Γε‖kr∞〈Mn, 1〉kr Lr
∫
E
%r(dȳ)

∣∣〈Mn,Ψr,ȳ〉 − 〈M,Ψr,ȳ〉
∣∣ = 0.

For the second term on the r.h.s. of (A.3), first observe that by Assumption (A1),

∀ȳ ∈ E,
∣∣h̄r(ȳ,M)

∣∣ ≤ ‖hr‖∞,‖Ψr‖∞〈M,1〉 <∞.

Together with the continuity of Γε, the fact that the set T of molecular types is finite and the
weak convergence of the counting measure Mn to the counting measure M , this allows us to
conclude that the second term on the r.h.s. of (A.3) (again, with M1 = Mn and M2 = M)
converges to 0 as n→∞ and consequently

lim
n→∞

∣∣Λr(Mn)− Λr(M)
∣∣ = 0.

This concludes the proof of the continuity of Λr on Mp.

We can now proceed to the proof of Theorem 2.6.

Proof. (Proof of Theorem 2.6.) (i) By construction, (Mt)0≤t<τ∞ is anMp-valued càdlàg process
a.s. and is Markovian. Indeed, by Assumption (A0) the movement of particles between two
reaction times is given by a càdlàg Markov process. In addition, in the time interval [τ j , τ j+1)

we have M̃ j
t = Mt, and so the integrals appearing in the definition of the random times τ j+1

r are
adapted to the natural filtration (Ft)t≥0 of (Mt)t≥0 (for the filtration to be well-defined for all
times, one may add a cemetery state ∂ and declare that Mt = ∂ for all t ≥ τ∞). This tells us that
each τ j+1

r (for r ∈ R), and hence τ j+1, is a stopping time for (Ft)t≥0, for every j ≥ 0; for every
t ≥ 0 and k ∈ N, the event {j(t) = k} = {τk ≤ t} \ {τk+1 ≤ t} is thus Ft-measurable. Using the
lack of memory property of the exponential r.v., on the event {j(t) = k} the distribution of τk+1

conditionally on Ft is equal to its distribution conditionally on Mt. Finally, since the sampling
rule and updating of the measure at time τk+1 depends only on the state of the process at time
(τk+1)−, we can conclude that (Mt)0≤t<τ∞ has the Markov property.

(ii) The fact that τ∞ = +∞ a.s. is an easy consequence of the first part of Assumption (A3),
namely that

ST := sup
t∈[0,T ]

〈Mt, 1〉 <∞ a.s., (A.4)

for any fixed T > 0. Indeed, let us fix T > 0 and show that τ∞ > T with probability one.
Recalling the bound on λr stated in Lemma A.1, we simply have to observe that for every r ∈ R
and t ∈ [0, T ], we have∫

E×Pkr
%r(dȳ)M⊗↓krt (dp1, . . . , dpkr)λr

(
ȳ,Mt; p1, . . . , pkr

)
≤ (1 + Vol(E))SkrT ‖Γε‖

kr
∞‖hr‖∞,‖Ψr‖∞ST <∞ a.s.

Consequently, each τ j (until time T ) is stochastically bounded from below by the minimum of
|R| independent exponentially distributed random variables whose parameters are independent
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of j. The number of j’s such that τ j ≤ T is thus a.s. finite, which is equivalent to the property
τ∞ > T a.s. that we were seeking. The Mp-valued process (Mt)t≥0 is therefore defined for all
times.

Finally, let us show that (Mt)t≥0 satisfies the martingale problem MP(L) with initial distri-
bution L(M0), in the particular case where L(M0) = δm0 for some fixed m0 ∈Mp. The general
case can be obtained by integrating with respect to the law of M0. Using Lemma A.1 and the
fact that until τ1, the (finite) total mass of the system remains unchanged, we have for every
r ∈ R and every s < τ1:

Λr
(
M̃0
s

)
=

∫
E×Pkr

%r(dȳ)
(
M̃0
s

)⊗↓kr
(dp1, . . . , dpkr)λr(ȳ, M̃

0
s ; p1, . . . , pkr)

≤ (1 + Vol(E))〈M0, 1〉kr‖Γε‖kr∞‖hr‖∞,`(r,M0) <∞ a.s.,

where we recall that `(r,M0) = ‖Ψr‖∞〈M0, 1〉 <∞. Consequently, for every t ≥ 0 we can write

P
(
τ1 > t

)
= E

[
P
(
τ1 > t

∣∣ (M̃0
s

)
s≥0

)]
= E

[∏
r∈R

P
(
τ1
r > t

∣∣ (M̃0
s

)
s≥0

)]
= E

[
exp

{
−
∑
r∈R

∫ t

0
dsΛr

(
M̃0
s

)}]
= 1−

∑
r∈R

E

[ ∫ t

0
dsΛr

(
M̃0
s

)]
+O

(
t2
)
. (A.5)

The same reasoning applies to τ2− τ1, since the total mass of the system between times τ1 and
τ2 is bounded by 〈M0, 1〉+ supr∈R(k′r − kr) <∞. Let us now write for every function Ff of the
form (2.9) belonging to the set F of Assumption (A0’):

1

t
E
[
Ff (Mt)− Ff (M0)

]
=

1

t
E
[(
Ff (Mt)− Ff (M0)

)
1{τ1>t}

]
(A.6)

+
1

t
E
[(
Ff (Mt)− Ff (M0)

)
1{τ1≤t}

]
.

Since 1{τ1>t} → 1 a.s. as t → 0, Mt = M̃0
t evolves only through the spatial movement of the

particles initially described by M0 as long as t < τ1 and the function Ff belongs to the domain
of D, we have that

lim
t→0

1

t
E
[(
Ff (Mt)− Ff (M0)

)
1{τ1>t}

]
= DFf (M0). (A.7)

Next, we have

1

t
E
[(
Ff (Mt)− Ff (M0)

)
1{τ1≤t}

]
= E

[(
Ff (Mt)− Ff (M0)

) ∣∣ τ1 ≤ t
]P(τ1 ≤ t)

t
. (A.8)

Using (A.5) and the continuity of Λr shown in Lemma A.2, we obtain that

lim
t→0

P(τ1 ≤ t)
t

=
∑
r∈R

Λr(M0).

Furthermore, conditionally on τ1, the lapse of time τ2−τ1 between the first and second reaction
satisfies the same type of asymptotics as in (A.5) and so the probability that two reactions occur



A PROOF OF THEOREM ?? 51

before time t (i.e., that τ2 ≤ t) is of the order of O(t2). As a consequence, integrating over all
possible values of Mτ1 and disregarding the unlikely event that two reactions occur before time
t yields

lim
t→0

1

t
E
[(
Ff (Mt)− Ff (M0)

)
1{τ1≤t}

]
=

(∑
r′∈R

Λr′(M0)

){∑
r∈R

Λr(M0)∑
r′∈R Λr′(M0)

∫
E×Pkr

%r(dȳ)M⊗↓kr0 (dp1, . . . , dpkr)

λr(ȳ,M0; p1, . . . , pkr)

Λr(M0)

[
F

(〈
M0 −

kr∑
i=1

δpi +

k′r∑
i=1

δ(Bri ,ȳ), f

〉)
− Ff (M0)

]
=
∑
r∈R

GrFf (M0),

where in the first equality, each summand is the product of the probability that reaction r is
the first to occur and of the integral describing the sampling of a location and a set of source
reactants as specified in our construction of (Mt)t≥0. Note that the continuity of λr and Λr on
Mp, stated respectively in Lemmas A.1 and A.2, are used here to obtain that the sampling of the
location and particles at time 0+ is made according to λr(ȳ,M0; p1, . . . , pkr)/Λr(M0). Together
with (A.6) and (A.7), this gives us that

lim
t→0

1

t
E
[
Ff (Mt)− Ff (M0)

]
= LFf (M0).

Using the bound on DFf stated in Assumption (A0’) and the bound on the (1 + maxr∈R kr)-th
moment of the total mass stated in Assumption (A3) together with the inequalities

|GrFf (Ms)| ≤ 2‖F‖∞‖Γε‖kr∞
∫
E×Pkr

%r(dȳ)M⊗↓krs (dp1, . . . , dpkr)hr(ȳ, 〈Ms,Ψr,ȳ〉)

≤ 2‖F‖∞‖Γε‖kr∞(1 + Vol(E))〈Ms, 1〉kr
(
hr(ȳ, 0) + Lr〈Ms,Ψr,ȳ〉

)
≤ 2‖F‖∞‖Γε‖kr∞(1 + Vol(E))〈Ms, 1〉kr

(
hr(ȳ, 0) + Lr‖Ψr‖∞〈Ms, 1〉

)
,

where the second inequality uses the fact that hr is Lipschitz in its second coordinate by As-
sumption (A1), we can then write that for every t > 0 and Ff as above,

Ff (Mt)−
∫ t

0
dsLFf (Ms)

is integrable. Extending the above computations to Ff (Mt2) − Ff (Mt1) for any 0 ≤ t1 < t2
and using the Markov property of (Mt)t≥0 allows us to conclude that (Mt)t≥0 is a solution to
MP(L). Theorem 2.6 is proved.

Remark A.3. If instead of assuming that |DFf (M)| ≤ cF,f 〈M, 1〉 as in the statement of Assump-
tion (A0’), we suppose that there exists K ∈ N and cF,f > 0 such that

|DFf (M)| ≤ cF,f 〈M, 1〉K for every M ∈Mp,

we see from the end of the proof of Theorem 2.6 that the integrability of

Ff (Mt)−
∫ t

0
dsLFf (Ms)

will be a guaranteed by the stronger condition:
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(A3’) For every T > 0,

sup
t∈[0,T ]

〈Mt, 1〉 <∞ a.s., and sup
t∈[0,T ]

E
[
〈Mt, 1〉K∨(1+maxr kr)

]
<∞.

This justifies the claim in Remark 2.5(a).


	Introduction
	A spatial measure-valued reaction process
	The model
	Construction of the process (Mt)t0
	Multi-Scale Reaction Networks and Convergence to Measure-Valued PDMP

	Proof of the multi-scale limit (Theorem 2.11)
	Limiting martingale problem
	Tightness of (MN)N1
	Conclusion of the proof of Theorem 2.11

	Properties of the reaction-diffusion scaling limit
	Proof of Theorem 2.6

