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Abstract

Direct elemental analysis of materials via modeling of the laser-produced plasma emission attracted great interest since
the introduction of calibration-free laser-induced breakdown spectroscopy in 1999. However, the large number of
different approaches and their validation in diverse experimental conditions make it difficult to evaluate the achievable
performance with this revolutionary type of analytical measurements. The purpose of the present paper is to provide
a critical review of the development of calibration-free LIBS, to highlight the progress being achieved until now, and
to estimate its available analytical performance. Based on the identification of the principal sources of measurement
uncertainty, solutions are proposed to further improve the accuracy in order to bring calibration-free LIBS to the
standard of fully recognized analytical methods.
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1. Introduction

The basic concept behind calibration-free laser-
induced breakdown spectroscopy has been developed
far before the invention of the laser. Plasma technolo-
gies emerged at the beginning of the last century [1],
with principal objectives devoted to the understanding
of astrophysical plasmas and to the investigation of the
atomic structure. Later, the concept of local thermody-
namic equilibrium (LTE) was introduced to enable a
simplified description of the elementary processes that
occur in a plasma [2]. Among them, we can distinguish
collisional processes, such as excitation and ionisation
by electron collisions and their invers processes, and
radiative processes, such as spontaneous emission
and absorption between bound and free electronic
states. Out of equilibrium, complex collisonal-radiative
modeling is required to describe the plasma, and the
rates of all processes must be known [3].
In thermodynamic equilibrium, the principle of mi-
croscopic reversibility applies and each process is
counterbalanced by its inverse process. A simplified
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description of the plasma is thus possible via the sta-
tistical laws of equilibrium. So, the species velocities
are described by the Maxwellian distribution, the
excited-states population number densities are given
by the Boltzmann law, the chemical and ionization
equilibrium is described by Saha-equations, and the
radiation equilibrium is governed by Planck’s law [2].
The size of laboratory plasmas being typically smaller
than the characteristic length of absorption, the prin-
ciple of microscopic reversibility does not apply to
radiative processes. The plasma may, however, reach
the state of equilibrium, if the collisonal processes
dominate. In that case, the plasma is called in local
thermodynamic equilibrium and described by all above
mentioned equilibrium laws, except Planck’s law [2].
In strongly ionized plasmas, the collisonal processes
are dominated by the electrons and the establishment
of LTE requires thus a large enough electron density,
above a minimum value that can be estimated using
the criteria proposed by Griem [4], McWhirter [5],
and Drawin [6]. In literature, most studies refer to
the criterion of McWhirter due to the simplicity of its
implementation.
To investigate the LTE state, appropriate plasma
sources such as stabilized arcs [1], shock tubes [7] or
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spark discharges [8] have been developed. Operated
at atmospheric pressure, the time of thermalization
- that is the time required for the establishment of
equilibrium - equals the characteristic times of particle
and heat diffusion [9]. Plasmas in LTE are therefore
spatially nonuniform and their diagnostics require
space-resolved spectroscopic measurements and com-
plex data analyses [10].
Laser-produced plasmas appeared later. Their early
spectroscopic observations were mostly dedicated to
the study of laser-matter interaction [11, 12] and to
analytical measurements [13, 14]. Their use as a source
for plasma spectroscopy was limited. Laser-produced
plasmas have small sizes and are characterized by fast
expansion dynamics. They had low reproducibility
during the early experiments due to the poor stability of
the available laser sources.
Technological advances changed the situation. Reliable
gain-switched Nd:YAG laser sources, delivering pulses
of nanosecond duration with high energy and pointing
stabilities, enabled the generation of highly repro-
ducible plasmas [15]. Fast and sensitive intensified
charge-coupled detectors rendered the time- and space-
resolved spectroscopic observation of the small-sized
and rapidly expanding laser-induced plasmas acces-
sible. The interest for LIBS increased, in particular
during the last two decades, where an exponential
increase of the number of publications related to the
subject was observed [16]. The increase of interest was
not only dedicated to analytical measurements but also
to investigations of plasma fundamentals [17, 18, 19].
The laser-induced plume as a plasma source for
measurements of spectroscopic data became popular
[20, 21, 22, 23]. The small size appeared now as an
advantage as it limits the amount of self-absorption.
Plumes produced by pulsed laser ablation are singular
plasma sources. Compared to other atmospheric
pressure plasmas, they are characterized by a much
higher initial density, followed by fast expansion until
a pressure equilibrium with the surrounding gas is
reached [24]. The high density makes thermalization
faster, and renders diffusion processes slower. Thus,
plasmas produced by laser ablation are characterized
by a time of thermalization smaller than the times of
diffusion. They may therefore combine two properties
which are generally not found together: the local
thermodynamic equilibrium and the spatial uniformity.
Both properties were found together for the plasma
produced by ultraviolet nanosecond laser ablation
under argon atmosphere [25]. They were evidenced by
the simultaneous observation of three features in the
plasma emission spectrum: (i) the emission spectrum

is accurately described by the spectral radiance of a
uniform LTE plasma, computed by using an analytical
solution of the radiation transfer equation. Thus, the
most intense lines were found to saturate at the black-
body spectral radiance, and the blackbody temperature
equaled the atomic excitation temperature deduced
from the Boltzmann plot of optically thin lines [25, 26].
(ii) The observation of symmetric profiles of Stark-
shifted spectral lines. Such lines appear asymmetric
when emitted from a nonuniform plasma, like the vapor
plume produced by laser ablation of a solid sample in
air [25, 27]. (iii) The absence of absorption dips in
the profiles of strongly self-absorbed resonance lines
[25, 27].
The combination of both properties in the laser-induced
plasma constitutes a breakthrough in the development
of calibration-free LIBS as it enables, via robust and
accurate modeling of the plasma emission spectrum,
elemental analysis of materials with an accuracy not
attainable before [28, 29]. Moreover, straightforward
measurements of spectroscopic data, such as Ein-
stein coefficients of spontaneous emission and Stark
broadening parameters, become accessible without
the need of space-resolved spectroscopic observations,
simplifying thus this kind of measurements [22, 30].
This opens multiple perspectives for all applications
requiring spectroscopic data, as the number of reliable
data and their quality are expected to grow rapidly
within the next years.
In the following, we briefly recall basic fundamentals of
calibration-free LIBS, before presenting a short review
of its development in Section 3. Then, the analytical
performance will be critically analyzed in Section 4,
and upcoming still required improvements will be
discussed in Section 5.

2. Fundamentals

The simplest way to calculate the emission spectrum
of a spatially uniform plasma is to approximate its shape
by a layer of thickness L as shown in Fig. 1, in order
to describe the radiation transfer as a one-dimensional
problem. The intensity variation of the radiation flux
propagating along the z′−axis towards the observer [see
Fig. 1(c)] is given by

n(z′)
d

dz′

(
Iλ(z′)
n2(z′)

)
= ελ(z′) − α(z′) Iλ(z′) , (1)

where ελ, α and n are the emission coefficient, the
absorption coefficient and the refractive index of the
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Figure 1: (a) Image of the plasma produced by UV laser ablation
under argon atmosphere. Schematics illustrating (b) the geometry of
spectroscopic observation and (c) the radiation flux propagating along
the z′-axis in a medium of refractive index n.

medium, respectively. For a plasma, we have n ' 1.
Assuming a spatially uniform medium, integration of
Eq. (1) along the line of sight leads to

Iλ(z) =
ελ
α

(
1 − e−αz) . (2)

In local thermodynamic equilibrium, the coefficients of
emission and absorption are related via Kirchhoff’s law
of thermal radiation to the blackbody spectral radiance

[31]

B0
λ(λ) =

ελ(λ)
α(λ)

, (3)

and the spectral radiance of the uniform plasma in LTE
is given by

Bλ(λ) = B0
λ(λ)

(
1 − e−τ(λ)

)
. (4)

Here, τ(λ) =
∫
α(λ, z)dz = α(λ)L is the optical thick-

ness that accounts for the amount of self-absorption.
In the case of negligible self-absorption (τ � 1), Eq. (4)
becomes

Bλ(λ) = ελ(λ)L. (5)

The spectral radiance of the plasma, and thus the mea-
sured intensity, are proportional to the emission coef-
ficient. In the opposite case of strong self-absorption
(τ � 1), Eq. (4) simplifies to

Bλ(λ) = B0
λ(λ). (6)

Microscopic reversibility between the processes of
emission and absorption applies in a given spectral
range, a situation that is generally limited to strong
resonance transitions and a narrow wavelength interval
close to the line center wavelength.
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Figure 2: Space-integrated spectra recorded during laser ablation of steel in argon at different times. The strongest transitions are shown to saturate
at the blackbody spectral radiance. The excellent agreement with the spectral radiance computed using Eq. (4) shows that the emission originates
from a uniform plasma in LTE. (Adapted from Ref. [25])
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2.1. Evidence of blackbody radiance

The saturation of most intense lines at the blackbody
radiance is illustrated in Fig. 2, where LIBS spectra of
steel, recorded for two different delays between the laser
pulse and the detector gate, are presented. Numerous
lines are shown to reach the blackbody spectral radi-
ance that was calculated for the temperature deduced
from the intensity distribution of atomic and ionic lines.
For three spectral ranges, the measured spectrum is dis-
played together with the spectral radiance computed ac-
cording to Eq. (4). The excellent agreement between
measured and computed spectra supports the hypothe-
sis of a uniform plasma in LTE.

2.2. Symmetric profile of Stark-shifted line

In strongly ionized laser-produced plasmas, the shape
of the spectral lines is mostly determined by the Stark
effect [32]. The lines are therefore broadened and
shifted, and the Stark widths and shifts increase lin-
early with the electron density in the case of non-
hydrogenated transitions [33]. For a given transition,
the Stark shift is typically smaller than the Stark width,
and ranges from 0 to 30% for most lines [34]. The
space-integrated observation of a strongly Stark-shifted
line delivers information about the spatial distribution of
the electron density ne within the plasma. In the case of
a nonuniform plasma, typically characterized by a hot
core and a cold border, the line profiles emitted from
the plasma volumes of different ne-values have unequal
widths and shifts as illustrated in Fig. 3. The resulting
line shape recorded by the spectroscopic apparatus is
therefore asymmetric. In opposition, the observation
of a symmetric shape of a strongly Stark-shifted line
proves that the plasma has a uniform electron density
distribution.

Measured profiles of a strongly Stark-shifted line are
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Figure 3: Illustration of the line shape of a strongly Stark-shifted
transition emitted from a nonuniform plasma. The superposition of
profiles with different widths and shifts results in an asymmetric line
shape captured by the spectroscopic apparatus.
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Figure 4: Ba II 413.06 nm line profile recorded during laser ablation
of barite crown glass for t = 500 ns. Comparison to the spectral
radiance computed for a uniform LTE plasma. The blue line indicates
the resonance wavelength of the transition. (Adapted from Ref. [25])

displayed in Fig. 4. They were recorded during ultra-
violet laser ablation of optical glass in ambient air and
argon background gas. The comparison with computed
symmetric line shapes shows that the line profile ob-
served for ablation in air is asymmetric, indicating thus
a nonuniform ne-distribution. In opposition, the line
profile observed for ablation in argon appears symmet-
ric, showing thus that the plume generated in the inert
gas has a uniform electron density distribution.
The observed difference illustrates the influence of the
background gas on the properties of the ablated vapor
plume. For a molecular gas such as air, the interaction
at the vapor-gas contact front is dominated by inelas-
tic collisions, due to the numerous rovibrational levels
of the gas molecules. This leads to efficient cooling of
the peripheral volume of the vapor plume. In an inert
gas such as argon, most collisions are elastic due to the
high energy required for excitation (11.55 eV for Ar).
The electrons conserve most of their energy, and the sur-
rounding gas acts like an isolating layer.

2.3. Absorption dip of resonance line

In a nonuniform plasma, the values of temperature
and electron density are typically lower in the periph-
eral volume compared to their values in the plasma
core. The population number densities of ground
state species are therefore large, and the resonance
lines undergo strong absorption in the border volume.
According to the reduced electron density, the strongly
broadened line emitted from the core volume, is
reabsorbed in a narrow spectral range, close to the
resonance wavelength of the transition (see Fig. 5).
The resulting spectral line shape is thus characterized
by an absorption dip that illustrates the occurence
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Figure 5: Illustration of the line shape of a strongly self-absorbed res-
onance line emitted from a nonuniform plasma. The large line profile
emitted from the hot core is reabsorbed by the cold border in a nar-
row spectral range close to the resonance wavelength, according to
the reduced electron density. The observed line shape exhibits thus an
absorption dip.

of nonuniform distributions of electron density and
temperature [35, 36].

Measured profiles of a resonance line are displayed
in Fig. 6. They were recorded during ultraviolet laser
ablation of pure indium in ambient air and argon
background gas. The line observed in air exhibits an
absorption dip that confirms the nonuniform plasma
distribution deduced from the observation of a strongly
Stark-shifted transition (see Section 2.2). In opposition,
the absorption dip is not observed for line emission
in argon. This confirms the results presented in Figs.
2 and 4, showing that the vapor plume produced by
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Figure 6: In I 410.18 nm resonance line recorded during laser ablation
of indium for t = 500 ns. The measurements in argon and air are
compared to the spectral radiances of a uniform and a nonuniform
LTE plasma, respectively. (Adapted from Ref. [25])
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Figure 7: Measured (black line) and computed (red line) shapes of
an Ar transition toward the metastable state. The recording was per-
formed during ablation of steel in argon for t = 500 ns. The simulation
was obtained by adding two layers to the laser plasma, representing
the heated gas at the vapor-gas contact front and the adjacent colder
gas. The absorption dip was observed for each investigated material.

ultraviolet laser ablation in argon has almost uniform
distributions of temperature and electron density.
The uniform spatial distributions observed in argon are

however restricted to the vapor plume, and gradients of
temperature and electron density are naturally expected
in the surrounding background gas, to provide the
transition from the heated gas layer at the vapor-gas
contact front towards the cold environment.
The presence of temperature and electron density
gradients in the argon background gas is illustrated
by the absorption dip in the profile of the argon line
displayed in Fig. 7. The Ar I 763.51 nm transition
decays towards a metastable state. According to the
large energy gap of 11.55 eV towards the ground
state, the collisional desexcitation is slow, and the
metastable state is expected to reach a large population
number density. The spectral line behaves therefore
like a resonance transition, characterized by strong
self-absorption that enables here the visualization of
gradients in the background gas.

3. Development of calibration-free LIBS

3.1. Succesful introduction of first method
The development of calibration-free laser-induced

breakdown spectroscopy started in 1999 with the
approach of Ciucci et al. [37]. The method was based
on the hypotheses that (i) the mass transfer from the
solid into the plasma is congruent, (ii) the plasma is
in local thermodynamic equilibrium, (iii) the plasma
has spatially uniform distributions of temperature and
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densities, and (iv) self-absorption of spectral lines is
negligible. In that case, the measured line intensity is
proportional to the emission coefficient [see Eq. (5)].
Assuming furthermore moderate ionisation, the el-
emental fractions can be directly deduced from the
multielemental Boltzmann plot.
This method attracted great interest due to the sim-
plicity of its implementation [38]. Applied by many
research groups on all kind of materials, the analytical
performance was however found to be limited [39]. The
low performance was due to the fact that the hypotheses
of model validity were generally not all satisfied.
Although it is now well accepted that experimental
conditions can be easily found to satisfy the hypotheses
of congruent ablation [40, 41] and LTE [42, 43], and
that spatial uniformity can be reached in appropriate
experimental conditions (see Section 2), the condition
of optically thin emission is hardly achieved for dense
laser-induced plasmas [36, 44, 45].

3.2. Amended methods
Amendments have thus been proposed, most of

them dedicated to the compensation of self-absorption
[46, 47, 48]. Later, approaches based on the spectra
simulation have been developed [49, 50, 51]. These
have the advantage that they intrinsically account for
self-absorption.
However, compared to the initial calibration-free LIBS
method proposed by Ciucci et al. [37], the amended
approaches were associated to a significant increase
of complexity in their implementation. Their use was
therefore restricted to a limited number of research
groupes, and numerous authors reported calibration-
free LIBS analysis by carefully selecting optically thin
spectral lines [52, 53].
As absorption and emission are correlated in LTE
plasmas according to Kirchhoff’s law of thermal
radiation [see Eq. (3)], the selection of optically thin
lines implies the restriction to transitions of weak
intensity, lowering thus the analytical performance via
the reduced signal-to-noise ratio.
More recently, methods including a single calibration
step have been introduced to improve the accuracy of
the analytical measurement [54, 55, 56]. Here, the
spectrum measured for a single standard sample is used
to compensate errors due to the apparatus response
function and spectroscopic data. This improvement
is however limited, as the spectroscopic data - that
are transition probabilities and Stark broadening pa-
rameters - impact the amount of self-absorption [57],
whereas the apparatus response has a linear influence

on the measured line intensity [58]. Consequently, the
accuracy improvement due to the single calibration step
works properly only when optically thin lines are used,
or when the elemental fractions to be measured are
close to those of the standard sample.

3.3. General remarks
The rich literature dedicated to the development of

calibration-free LIBS analysis and its validation in
a large variety of different experimental conditions
makes it difficult to chose the appropriate method
for a particular compositional measurement and to
predict the achievable analytical performance. Thus,
before discussing accuracy and current limitations,
we would like to make several general comments on
both the development of calibration-free LIBS and its
validation:
(i) Most of the proposed calibration-free LIBS ap-
proaches are based on the same physical model: the
spatially uniform LTE plasma. They are therefore
expected to have similar analytical performance.
(ii) Methods based on spectra simulation and methods
based on the multielemental Boltzmann plot are often
considered as fundamentally different approaches, with
distinguished pathways for obtaining the fundamental
parameters that describe the plasma. Furthermore, spec-
tra simulation is often associated to time-consuming
calculations. The reason for this is that some authors
combined spectra simulation with Monte-Carlo calcu-
lations to find the plasma parameters [59, 60]. This is
however not required for the simple case of the uniform
LTE plasma for which the parameters can be found
straightforwardly [43].
Moreover, the number of parameters is independent
of the kind of approach and depends uniquely on
the phyiscal model. When the spectrum is computed
via the analytical solution of the radiation transfer
equation given by Eq. (4), the calculation is fast and no
significant difference is expected in the computational
duration of spectra-simulation-based calibration-free
LIBS compared to the analysis through the multiele-
mental Boltzmann plot. The fundamental difference
relies in the data processing methology only: in the
case of the multielemental Boltzmann plot, the analysis
starts with the experimental spectrum via measurements
of line intensities and widths. Contrarily, in spectra
simulation, the starting point is the calculation of the
plasma emission spectrum that is then compared to the
measured one.
Methods based on spectra simulation facilitate automa-
tion of calibration-free LIBS analysis as the treatment
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of line interferences is much easier to handle.
(iii) The validation of the calibration-free LIBS meth-
ods is exclusively done by comparing the final result of
the elemental analysis with the reference composition
[61, 62, 63]. This makes it difficult to identify indi-
vidual error sources, and thus to predict the analytical
performance for a given type of material.

4. Analytical performance

4.1. Accuracy of minor or trace element quantification

4.1.1. Influence of closure condition on accuracy
Calibration-free LIBS is generally considered to have

low accuracy in minor and trace element quantification
[38]. This is often atributed to the closure condition ac-
cording to which the sum over all elemental fractions
equals unity (

∑
A CA = 1) [39, 64]. It is thus expected

that even small errors of major element fractions induce
large errors to minor and trace element fractions.
The mass fraction of an element A is given by
CA = nAmA/ρtot, where nA and mA are the atomic
number density and the atomic mass of element A, re-
spectively, and ρtot =

∑
A nAmA the specific mass of the

plasma. Applying the partial derivations with respect to
the atomic number densities of all sample-composing
elements, we obtain the uncertainty accociated to the
fraction measurement

∆CA

CA
=

√√√
(1 −CA)2

(
∆nA

nA

)2

+

N∑
j,A

C2
j

(
∆n j

n j

)2

. (7)

The factor (1 − CA)2 in the first term of the quadratic
sum illustrates that elements of large abundance have
reduced fraction measurement uncertainties. Contrar-
ily, elements of small abundance are characterized by a
measurement uncertainty that has significant contribu-
tions from the major elements as indicated by the sum
of the quadratic errors weighted by the C2

j -values.
For clear illustration, we consider a sample composed
of only two elements, a major and a trace element. Neg-
electing self-absorption and ignoring all error sources
except the intensity measurement error, that is supposed
to be equal for both elements, Eq. (7) simplifies to

∆CA

CA
=

√
(1 −CA)2

(
∆I
I

)2

+ C2
B

(
∆I
I

)2

. (8)

For a major element (CA → 1) and a trace element
(CB → 0), the uncertainties become ∆CA/CA → 0
and ∆CB/CB →

√
2∆I/I, respectively. The closure

condition leads thus to a reduction of the fraction mea-
surement uncertainty of major elements and a moderate
uncertainty increase for minor and trace elements.

4.1.2. Influence of LTE condition on accuracy
Calibration-free LIBS requires emission spectra

recorded in experimental conditions for which the
plasma is in local thermodynamic equilibrium. The
equilibrium state is established when the electron
density is large enough to satisfy the LTE criteria
(see Section 1). The large number density of charged
particles is associated to intense continuum emission
due to bremsstrahlung and radiative recombination.
As ne decreases in time, spectra used for calibration-
free LIBS measurements have to be recorded with a
short enough detector gate delay, as illustrated in Fig. 8.
In calibrated LIBS, there is no need of LTE and a
larger gate delay is generally applied to achieve best
signal-to-noise ratio. The need of LTE leads thus to
lowering of the signal-to-noise ratio in calibration-free
LIBS measurements. Consequently, the measurement
accuracy is reduced for analytical lines of low emission
intensity that generally belong to minor or trace ele-
ments.

The lowering of accuracy is particularly severe if the
sample composition contains major elements with large
energy gaps in their atomic structure, such as C, H, N or
O [43]. In that case, a larger electron density is required
to establish LTE, and spectra recording at shorter delay
leads to further reduction of the signal-to-noise ratio.
The loss of sensitivity is thus amplified in calibration-
free LIBS analyses of glass [29] or organic materials
such as food [65].

To improve the sensitivity of calibration-free LIBS
analysis of such materials, a two-step method was
proposed [65]. It consists of recording two spectra with

calibrated LIBS

Time

In
te

n
si

ty

continuum 

spectral lines 

CF-LIBS

laser

Figure 8: Schematic illustrating the setting of detector gate delay and
width for spectra recording in calibration-free and calibrated LIBS.
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Figure 9: Time scheme of two-step procedure for sensitivity-enhanced
calibration-free LIBS: two spectra are recorded at different times. The
early recording in conditions of full LTE serves to quantify major and
minor elements. The late recording in conditions of partial LTE serves
to measure minor and trace elements. The color scale from green to
red indicates the degree of equilibrium. (Adapted from Ref. [65])

different delays between the laser pulse and the detector
gate as illustrated in Fig. 9. The early measurement is
performed with a delay sufficiently short, so that the
electron density is large enough to ensure full LTE con-
ditions. Here, the signal-to-noise ratio is high enough
to enable the quantification of elements having large
abundance, but too small for fraction measurements of
trace elements.
The late measurement is therefore performed in con-
ditions of partial LTE, for which matrix elements with
large energy gaps in their atomic structure are out
of equilibrium, whereas atoms and ions of all other
elements have Boltzmann equilibrium distributions.
According to the reduced electron density, the signal-
to-noise ratio is increased, and trace elements can be
quantified. The combination of both measurements
enables thus the analysis of the entire sample composi-
tion, as demonstrated for glass [43] and seafood [65].

4.1.3. Influence of probe volume on accuracy
Another error source of calibration-free LIBS mea-

surements can be attributed to the probe volume, that
generally differs from that of the reference method. As
the fractions of trace elements on the sample surface
often differ from their values in the bulk material, the
measured value is probe volume-dependent.

To account for possible nonuniform elemental distri-
butions, in-depth measurements can be performed by
recording spectra for laser pulses applied successively
to the same irradiations sites [66]. Such measure-
ments are of particular interest in combination with
calibration-free spectra analysis, as possible changes
of electron density and temperature within the plasma

produced by successive laser pulses are taken into
account [41].
The fractions of trace elements as functions of depth
measured via depth-resolved calibration-free LIBS
are displayed in Fig. 10 for analysis of optical glass.
Three types of trace elements can be distinguished:
elements that belong to the glass matrix having a
depth-independent mass fraction (a); elements origi-
nating from the polishing agent, characterized by an
exponential decrease over a few micrometers towards
zero (b); and elements with contributions from both the
polishing solution and the glass matrix, characterized
thus by an exponential decrease towards a constant
value (c).
Comparing the mass fractions deduced for the bulk
to reference values measured via inductively-coupled
plasma atomic emission spectrometry, a good agree-
ment was found for the entire glass composition
including major, minor and trace elements [29].

calcium 

lanthanum 

(a)

(b) 

(c) 

silver 

titanium 

Figure 10: Trace element fractions of heavy flint glass (Schott,
SF5) versus depth measured via depth-resolved calibration-free LIBS.
(Adapted from Ref. [29])
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In summary, compared to the analytical perfor-
mance of calibrated LIBS, the measurement accuracy
of calibration-free LIBS analysis is reduced for minor
and trace elements. However, the accuracy lowering
is moderate if the measurements were performed in
appropriate experimental conditions (see Sections 4.1.2
and 4.1.3).

4.2. Accuracy lowering due to self-absorption

Numerous approaches have been proposed to account
for self-absorption in calibration-free LIBS [46, 47, 48].
Some authors reported methods that enable the use of
even strongly self-absorbed transitions, having an op-
tical thickness up to 102 [64, 67]. Recently, a method
was proposed to compensate self-absorption via the ex-
ploitation of blackbody radiation [68]. All these meth-
ods have been proposed without the evaluation of the
analytical measurement uncertainty that is expected to
grow according to the decrease of the slope of the
curve of growth with increasing optical thickness (see
Fig. 11). The quantification of the measurement un-
certainty due to self-absorption is however essential for
choosing the most appropriate spectral lines, and conse-
quently for the optimizing the analytical performance.
To quantify the increase of analytical measurement un-

certainty due to self-absorption, the uncertainty of the
atomic number density ∆nA in Eq. (7) must be evalu-
ated. Neglecting the uncertainties of temperature and
electron density, we obtain in case of optically thin
(τ � 1) emission [57]

∆nA

nA
=

√(
∆I
I

)2

+

(
∆Aul

Aul

)2

, (9)
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computed
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Optical thickness

computed

computed (without absorption)

Figure 11: Curve of growth of a self-absorbed transition. The spectral
line intensity measured for various elemental fractions is compared to
the intensity computed according to Eq. (4). (Adapted from Ref. [57])

where ∆I and ∆Aul are the uncertainties of the mea-
sured line intensity and the transition probability, re-
spectively. The uncertainty ∆I accounts for line inter-
ferences, signal-to-noise ratio, and the uncertainty of the
apparatus response function.
In the general case, when self-absorption reduces the
emission intensity of the spectral line, the analytical
measurement uncertainty is given by [57]

∆nA

nA
=

√(
∆τ0

τ0

)2

+

(
∆Aul

Aul

)2

+ (1 − e−τ0 )

(∆wsd

wsd

)2

+

(
∆L
L

)2.(10)

Here, ∆τ0 is the uncertainty of the line center optical
thickness that accounts for the increase of analytical
measurement uncertainty due to the reduction of the
slope of the curve of growth (see Fig. 11). The spectral
line width due to Stark and Doppler broadening wsd

and the plasma size along the line of sight L determine
the amount of optical thickness, and the associated un-
certainties ∆wsd and ∆L determine thus the uncertainty
of horizontal scaling of the curve of growth.

4.2.1. Accuracy lowering due to the reduction of the
slope of the curve of growth

The uncertainty ∆τ0 can be expressed as a function of
the intensity measurement uncertainty via

∆τ0

τ0
= g(τ0)

∆I
I
, (11)

where the error growth factor g(τ0) is obtained from
the I = f (τ0) dependence that can be calculated using
Eq. (4). For center of line intensity measurements, the
error growth factor in case of negligible apparatus spec-
tral broadening has an analytical expression given by
[57]

g0 =
1 − e−τ0

τ0 e−τ0
. (12)

It describes the exponential error growth that is ex-
pected from the saturation of the center of line intensity
at the blackbody radiance level [see Eq. (6)].
For measurements of the line-integrated intensity, no
analytical expression Iline = f (τ0) exists for common
line shapes represented by the Voigt profile, and g(τ0)
must be computed numerically. For most common
transitions having a significant contribution of Stark
broadening, a moderate error growth g ≤ 2 is expected
according to the square root dependence of the curve of
growth for τ0 � 1 [69].
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4.2.2. Accuracy lowering due to line width uncertainty
The line width due to Stark and Doppler broaden-

ing determines the amount of self-absorption, and its
uncertainty has an influence on the analytical measure-
ment uncertainty that increases with the optical thick-
ness according to Eq. (10). The Doppler width is typ-
ically of about a few picometers, and therefore much
smaller than the apparatus spectral width wapp of most
LIBS systems. The accuracy of the line width ∆wsd de-
pends thus on the ratio between Stark width ws and ap-
paratus width [57]. For strongly Stark-broadened lines,
when ws ≥ wapp, the line width can be measured. In
that case, an accuracy of ∆wsd ≈ 5% can be reached.
In the opposite case of weakly Stark-broadened lines,
when ws < wapp, the line width cannot be accurately
measured. It is therefore computed, and ∆wsd is large
due to the elevated uncertainties associated to the elec-
tron density and the Stark broadening parameter of most
transitions [70]. A typical value ∆wsd ≥ 25% is ex-
pected in that case.

4.2.3. Accuracy lowering due to the uncertainty of
plasma size

The plasma size can be deduced from the intensity
ratio of spectral lines having significantly different
optical thicknesses [43] or from fast plasma imaging
[71]. In both cases, the uncertainty of the plasma size is
large, and a value of ∆L ≈ 10% is expected in the best
case.

In summary, self-absorption lowers the accuracy
of the analytical measurement. The loss of accuracy
may be moderate if the line width wsd and the plasma
size L are precisely known. For resonance lines, wsd

is often small and therefore deduced from calculation.
In that case, ∆wsd is generally large and the loss of
accuracy due to self-absorption is high.

4.3. Other sources of uncertainty
The uncertainties associated with plasma tempera-

ture, electron density, and the failure of model valid-
ity are ignored in the evaluation of the analytical per-
formance by means of Eq. (10). The failure of model
validity can be avoided by choosing the appropriate ex-
perimental conditions (see Section 2). Temperature and
electron density are secondary error sources, as ∆T and
∆ne are resulting from the uncertainties associated with
spectroscopic data and experimental parameters [72].
Aside from the accuracy improvement related to the pri-
mary error sources, ∆T and ∆ne can be minimized sta-
tistically by deducing average values from a large num-
ber of measured lines. Thus, their influence on the ana-
lytical measurement uncertainty is expected to be small
compared to the direct influence of the primary error
sources expressed in Eq. (10).

5. Upcoming improvements

Although calibration-free laser-induced breakdown
spectroscopy has been shown to enable accurate analyt-
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transitions were selected to deduce the ratio between measured and computed intensities. (Adapted from Ref. [58])
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ical measurements when it is performed in appropriate
experimental conditions [28, 29, 30], there are still ob-
stacles that hinder its use in industrial applications.

5.1. Compensation of the apparatus response

To compare the measured spectrum to emission of a
plasma in LTE, the intensity of the recorded spectrum
must be corrected by the apparatus response function.
The apparatus response is generally measured with
radiation standards such as a deuterium arc and a tung-
sten filament lamp for the ultraviolet and visible/near
infrared spectral ranges, respectively. The frequency of
such measurements depends on the mechanical stability
of the optical system.
Calibration-free LIBS is mostly operated with echelle
spectrometers to record broadband spectra in which
lines of all sample-composing elements can be ob-
served. Echelle spectrometers exploit dispersion of
light into two orthogonal directions, and both their
spectral and intensity calibration are therefore sensitive
to temperature variation [73]. Thus, a method for rapid
checking and correcting the apparatus response Rapp(λ)
was proposed [58].

5.1.1. Checking Rapp(λ) using LIBS emission

The method is based on the simulation of the
emission spectrum of a plasma produced by laser
ablation of steel as shown in Fig. 12. Reliable transition
probabilities are available for numerous lines of atomic
and ionic iron [74], and the ratio between measured
and computed line intensities can be used to verify the
apparatus response as shown in Fig. 13 for hundreds of
transitions, distributed all over the recorded emission
spectrum. Here, the experimental conditions for the
generation of a uniform LTE plasma (see Section 2) are
exploited to enable the most accurate simulation of the
plasma emission spectrum.
When the apparatus response of the measured spectrum
was properly compensated, the ratio between measured
and computed line intensities is a fluctuating function
with an average value equal to unity all over the mea-
sured spectral range [see Fig. 13(a)]. In the opposite
case, the average value of the intensity ratio varies
as a function of wavelength as shown in Fig. 13(b).
The wavelength-dependent change of the apparatus
response is obtained by dividing the intensity ratio of
the uncalibrated apparatus by that of the calibrated
one (c). The approximation of the apparatus response
change by a cosinus-type function is then used to
correct the apparatus response (d).
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5.1.2. Need of laser-plasma-based radiation standard
Although the method for rapid checking and cor-

recting the apparatus response presents a progress in
calibration-free LIBS, it still requires an initial measure-
ment of Rapp(λ) with classical radiation standards. The
problem with these sources is that their emission spectra
should be measured using the same optical path as the
one used for the LIBS spectra recording. This is gen-
erally difficult or even impossible, in particular when
commercial LIBS systems are used. Other drawbacks
of classical radiation standards are the limited lifetime,
typically of about 50 hours of use or 2 years of storage,
and the high costs of their acquisition and calibration.
The difficulty associated to the measurement of the
apparatus response function presents therefore a ma-
jor drawback that hinders the industrial development
of calibration-free LIBS. To overcome this technolog-
ical issue, the ideal solution would be to use the laser-
induced plasma itself as a radiation standard. This could
be achieved by exploiting the continuum radiation that
dominates the plasma emission during the early stage
of plume expansion. The operator would then be able to
measure the apparatus response by simply changing the
sample material and setting the appropriate delay of the
gated detector.

5.1.3. Need of T-stabilized echelle spectrometer
Echelle spectrometers are extremely sensitive to tem-

perature variation and even small changes of the order of
1 K may alter the spectral calibration and the apparatus
response function [73]. The loss of calibration may even
occur when the spectroscopic apparatus is located in a
temperature-stabilized laboratory environment, because
the heat generated by the detector may cause tempera-
ture variation of the optical system [58]. Calibration-
free LIBS measurements should therefore be performed
with T -stabilized echelle spectrometers to ensure high-
est accuracy.

5.2. Need of accurate spectroscopic data

The analytical performance of calibration-free LIBS
measurements depends on the quality of the available
spectroscopic data. According to Eq. (10), accurate
Einstein coefficients of spontaneous emission are re-
quired for all lines, and Stark broadening parameters
must be accurately known for transitions for which self-
absorption is significant.

Table 1: Wavelength λ, transition probability Aul with accuracy ∆Aul
(B+ := 10%; C := 25%; D := 40%), energies E of lower (index l) and
upper (index u) levels of the most intense transitions of calcium atoms
and ions according to NIST [74].

λ (nm) Aul (µs−1) ∆Aul El (cm−1) Eu (cm−1)
Ca II 315.883 310 C 25 191.51 56 839.25
Ca II 317.933 360 C 25 414.40 56 858.46
Ca II 318.127 58 C 25 414.40 56 839.25
Ca II 370.602 88 C 25 191.51 52 166.93
Ca II 373.690 170 C 25 414.40 52 166.93
Ca II 393.366 147 C 0.00 25 414.40
Ca II 396.846 140 C 0.00 25 191.51
Ca II 409.709 9.9 D 60 533.02 84 933.65
Ca II 410.981 12 D 60 611.28 84 936.41
Ca II 422.007 8.5 D 60 611.28 84 300.89
Ca I 422.672 218 B+ 0.00 23 652.304
Ca II 500.147 20 D 60 533.02 80 521.53
Ca II 501.997 23 D 60 611.28 80 526.16
Ca II 528.526 7.8 D 60 533.02 79 448.28
Ca II 530.722 15 D 60 611.28 79 448.28

5.2.1. Available spectroscopic data
Transition probabilities. The Einstein coefficients

of spontaneous emission are tabulated in several atomic
spectral line databases. Among them, the most com-
plete lists of Aul-values are given by the databases NIST
[74] and Kurucz [75]. The NIST database is regularly
updated. Compared to the Kurucz database, less but
more reliable data are tabulated by NIST. Thus, Aul-
values are given by NIST for many transitions with
their estimated accuracy. The data tabulated by Kurucz
have been obtained by atomic structure calculations for
which the evaluation of uncertainty is difficult. The Aul-
values are therefore given without any uncertainty inter-
val.
Accurate Einstein coefficients are missing for many
transitions and for many elements. As an example, the
Aul-values of the most intense lines of atomic and ionic
calcium are listed in Table 1. Except the resonance tran-
sition of neutral calcium, the transition probabilities of
lines are reported with an accuracy of 25% or 40%. The
situation is simular for many other elements. More ac-
curate data are tabulated for a few elements only. Iron is
one of these elements, and the method for checking and
correcting the apparatus response (see Section 5.1.1)
was therefore implemented with Fe and Fe+ transitions.

Stark broadening parameters. Stark broadening
parameters of many transitions have been tabulated in
the book of Griem [33] and in multiple review papers
by Konjević and collaborators [34, 70, 76, 77, 78]. The
accuracy of these data is low for most tansitions, and
estimated to about 20% to 30% in the best case. Data of
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higher quality can be found for a few spectral lines only.
Among them, the hydrogen Balmer alpha transition en-
ables electron density measurements with 10% accuracy
in typical conditions of LIBS experiments, where the
electron density is of the order of 1×1017 cm−3 [79, 80].
The temperature dependence is reported for a few tran-
sitions only [21, 80, 81]. For most transitions, the Stark
broadening parameters are reported for given tempera-
ture values [34, 70, 76, 77, 78].

5.2.2. Imminent progress of spectroscopic database
The amount and the quality of spectroscopic data are

continuously increasing as shown by the regular updates
of the NIST database [74]. Here, measurements using
the laser-induced plasma constitue a rising contribution
over the past years [20, 21, 82]. The unique properties
of the laser-produced plasma, that under appropriate
experimental conditions combines spatial uniformity
with local thermodynamic equilibrium (see Section 2),
open new perspectives in the completion of spectro-
scopic databases. Accurate measurements of transitions
probabilities and Stark broadening parameters are thus
possible, without the requirement of space-resolved
spectroscopic observations and complex data analysis
that are necessary with other LTE plasma sources
[9, 10]. Thus, simple space-integrated observations
with echelle spectrometers can be used to measure
accurately spectroscopic data of numerous transitions
at the same time [22, 30].
The potential of such measurements is illustrated by
the fluctuation of the intensity ratio between measured
and computed lines observed in Fig. 13. Indeed,
the standard variation of this fluctuation equals the
average uncertainty of the transition probabilities
(∆Aul/Aul = 10%...15%). This indicates that Aul-values
can be measured with an expected accuracy of 5% or
even better.

6. Conclusion

Calibration-free laser-induced breakdown spec-
troscopy is a powerful analytical tool, when operated
in appropriate experimental conditions. It enables
quantitative elemental analyses of the entire material
composition, including major, minor and trace ele-
ments. The often reported reduced accuracy for the
quantification of low-concentration elements is mostly
attributed to the LTE condition and the probe volume.
Solutions to limit the loss of analytical performance
due to both effects are given by a two-step method and

indepth measurements presented in Sections 4.1.2 and
4.1.3.
Accuracy lowering due to self-absorption depends
critically on the knowledge of the line width. Most
resonance transitions have line widths smaller than
the apparatus spectral width. The line width can be
assessed by calculation only, which has low accuracy
due to the large uncertainties of Stark broadening
parameters and electron density. In that case, the loss
of analytical performance due to self-absorption is
significant.
The principal limitations that still hinder the use of
calibration-free LIBS in industrial applications are
related to the lack of accurate spectroscopic data and
to the uncertainty of the apparatus response function.
The further development of calibration-free LIBS
analyses depends thus on the solutions to reduce the
uncertainties associated to both error sources.
Concerning the spectroscopic data, frequent improve-
ments can be observed in literature and by the regular
updates of the NIST database, with an increasing con-
tribution of measurements using the plasma produced
by laser ablation. The unique properties of the laser-
produced plasma, that may combine spatial uniformity
with the LTE state, facilitate such measurements, and an
acceleration in the progress of spectroscopic databases
is expected.
To reduce the uncertainty of the apparatus response
function, the use of temperature-stabilized echelle
spectrometers is mandatory. Morevover, to overcome
the difficulties associated to the measurement of the ap-
paratus response with tradiational radiation standards,
the development of a radiation standard based on the
laser-induced plasma itself would remove the main ob-
stacle that hinders the dissemination of compositional
analysis via calibration-free laser-induced breakdown
spectroscopy.
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H.-W. Hübers, Modeling of time-resolved LIBS spectra ob-
tained in Martian atmospheric conditions with a stationary
plasma approach, Spectrochim. Acta Part B: Atom. Spectrosc.
178 (2021) 106115 1–14.

[61] J. A. Aguilera, C. Aragón, G. Cristoforetti, E. Tognoni, Appli-
cation of calibration-free laser-induced breakdown spectroscopy
to radially resolved spectra from a copper-based alloy laser-
induced plasma, Spectrochim. Acta Part B: Atom. Spectrosc. 64
(2009) 685–689.

[62] K. K. Herrera, E. Tognoni, N. Omenetto, B. W. Smith, J. D.
Winefordner, Semi-quantitative analysis of metal alloys, brass
and soil samples by calibration-free laser-induced breakdown
spectroscopy: recent results and considerations, J. Anal. At.
Spectrom. 24 (2009) 413–425.

[63] B. Praher, V. Palleschi, R. Viskup, J. Heitz, J. D. Pedarnig, Cali-
bration free laser-induced breakdown spectroscopy of oxide ma-
terials, Spectrochim. Acta Part B: Atom. Spectrosc. 65 (2010)
671–679.

[64] I. B. Gornushkin, T. Völker, A. Y. Kazakov, Extension
and investigation by numerical simulations of algorithm for
calibration-free laser induced breakdown spectroscopy, Spec-
trochim. Acta Part B: Atom. Spectrosc. 147 (2018) 149–163.

[65] C.-T. Chen, D. Banaru, T. Sarnet, J. Hermann, Two-step pro-
cedure for trace element analysis in food via calibration-free
laser-induced breakdown spectroscopy, Spectrochim. Acta Part
B: Atom. Spectrosc. 150 (2018) 77–85.

[66] L. Mercadier, A. Semerok, P. A. Kizub, A. V. Leontyev, J. Her-
mann, C. Grisolia, P. Y. Thro, In-depth analysis of ITER-
like samples composition using laser-induced breakdown spec-
troscopy, J. Nucl. Mater. 414 (2011) 485–491.

[67] J. J. Maali, S. V. Shabanov, Error analysis in optimization prob-
lems relevant for calibration-free laser-induced breakdown spec-
troscopy, J. Quant. Spectrosc. Radiat. Transf. 222 (2019) 236–
246.

[68] T. Li, Z. Hou, Y. Fu, J. Yu, W. Gu, Z. Wang, Correction of
self-absorption effect in calibration-free laser-induced break-
down spectroscopy (CF-LIBS) with blackbody radiation refer-
ence, Anal. Chim. Acta 1058 (2019) 39–47.

[69] I. B. Gornushkin, J. M. Anzano, L. A. King, B. W. Smith,
N. Omenetto, J. D. Winefordner, Curve of growth methodology
applied to laser-induced plasma emission spectroscopy, Spec-
trochim. Acta Part B: Atom. Spectrosc. 54 (1999) 491–503.
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