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Abstract

Transformers have proved to be very effective for vi-
sual recognition tasks. In particular, vision transform-
ers construct compressed global representations through
self-attention and learnable class tokens. Multi-resolution
transformers have shown recent successes in semantic seg-
mentation but can only capture local interactions in high-
resolution feature maps. This paper extends the notion of
global tokens to build GLobal Attention Multi-resolution
(GLAM) transformers. GLAM is a generic module that
can be integrated into most existing transformer back-
bones. GLAM includes learnable global tokens, which un-
like previous methods can model interactions between all
image regions, and extracts powerful representations dur-
ing training. Extensive experiments show that GLAM-Swin
or GLAM-Swin-UNet exhibit substantially better perfor-
mances than their vanilla counterparts on ADE20K and
Cityscapes. Moreover, GLAM can be used to segment large
3D medical images, and GLAM-nnFormer achieves new
state-of-the-art performance on the BCV dataset.

1. Introduction

Transformers have achieved state-of-the-art perfor-
mances in various Natural Language Processing (NLP)
tasks [35]. Recently, fully transformer-based models have
reached excellent performances on vision tasks such as im-
age classification [12] and semantic segmentation [46].

The main appeal of transformers is their ability to grasp
long-range interactions, which is a crucial point for seman-
tic segmentation. However, this strategy is not easily scal-
able to high-resolution images involving a large number
of patches, due to the quadratic complexity of the trans-
former’s attention module. A simple and efficient strat-
egy to tackle this limitation is to rely on multi-resolution

approaches, where the attention in high-resolution feature
maps is computed on sub-windows. There have been var-
ious recent attempts in this direction [24} 38} 44, 137, 12].
However, they limit the interactions of high-resolution fea-
tures to within each window.

We introduce an approach for semantic segmentation
that incorporates global attention in multi-resolution trans-
formers (GLAM). The GLAM module enables full-range
interactions to be modeled at all scales of a multi-resolution
transformer. As illustrated in Fig. [I] incorporating GLAM
into the Swin architecture [24] enables to jointly capture
fine-grained spatial information in high-resolution feature
maps and global context, where both elements are crucial
for proper segmentation in complex scenes. This concept
is illustrated in Fig. [T] where Fig. [Th) shows an input im-
age, and Fig. [Tb) shows the self-attention map provided by
GLAM in the highest-resolution feature map for the pedes-
trian region pointed out by the yellow cross in Fig. [Th).
We can see that the attention map involves long-range in-
teractions between other visual structures (cars, buildings),
in contrast to the Swin baseline, where the window atten-
tion at a high-resolution feature map is limited to the small
rectangular region in Fig. [Th). Consequently, GLAM has
exploited longer-range interactions to successfully segment
the image, as shown in[T[d).

To achieve this goal, we have made the following novel
contributions:

* We introduce the GLAM transformer, able to represent
full-range interactions between all local features at all
resolution levels. The GLAM transformer is based on
learnable global tokens interacting between all visual
features. To fully take into account the global context,
we also design a non-local upsampling scheme (NLU).

* GLAM is a generic module that can be incorporated
into any multi-resolution transformer. It consists of a



c) Ground Truth

d) GLAM prediction

Figure 1. When segmenting the high-resolution image in a) with state-of-the-art multi-resolution transformers, e.g. Swin , the attention
in the highest-resolution feature maps is limited to a small spatial region, i.e. the blue square for the yellow-crossed pedestrian. Our method
incorporates GLobal Attention in Multi-resolution transformers (GLAM). The GLAM attention map for the pedestrian in a) is depicted in
b): it captures both fine-grained spatial information and long-range interactions, enabling successful segmentation, as shown in d).

succession of two transformers applied on the merged
sequence of global and visual tokens and in-between
global tokens. We highlight that the GLAM trans-
former can represent full-range interactions between
image regions at all scales while retaining memory and
computational efficiency. Beyond spatial interactions,
global tokens also model the expected scene composi-
tion.

e Experiments on various generic (ADE20K), au-
tonomous driving (Cityscape) and medical (Synapse)
datasets show the important and systematic gain
brought by GLAM when included into existing
state-of-the-art multi-resolution transformers includ-
ing Swin, Swin-Unet, and nn-Former. We also show
that GLAM outperforms state-of-the-art methods on
Synapse. Finally, ablation studies, model analysis, and
visualizations are presented to assess the behavior of
GLAM.

2. Related work

Semantic Segmentation. In the deep learning era, Fully
Convolutional neural Networks (FCNs) [23] 33| 6
have mainly led state-of-the-art performance in seman-
tic segmentation. For example, DeepLab [6] is a model
based on an encoder-decoder architecture, and U-shape net-
works and 3D variants 26} [18] are extremely popular
in medical image segmentation. However, those models are
limited to a local receptive field which is small for high-
resolution images. Recently, transformers [35] have gained

a lot of interest from their ability to model long-range inter-
actions, which allows larger spatial context information to
be exploited.

Vision Transformer backbones. Building on the strong
performances of transformers for auto-regressive inference,
fully transformer-based models for image generation have
been proposed [7]. Other early works proposed models
combining CNNs and attention for vision tasks such as ob-
ject detection [49], disparity estimation [23] or semantic
segmentation [16]. More recently, fully transformer archi-
tectures have outperformed FCN baselines in image classifi-
cation. ViT [[12] is the first pure transformers backbone that
achieved state-of-the-art performance for image classifica-
tion but it requires very large training databases. DeiT [34]
managed to reduce this requirement through data-efficient
training strategies and distillation.

Multi-resolution transformers. Several recent approaches
proposed adaptations of the vanilla ViT architecture. In
particular, some architectures rely on multi-resolution pro-
cessing. T2T ViT [42] constructs richer semantic fea-
ture map through token aggregation while TnT and
crossViT uses two transformers for fine and coarse res-
olution. PvT [38] is the first backbone with a fully pyra-
midal architecture that is based on windowed transform-
ers, allowing to process the images at fine resolution and
to build rich feature maps, while reducing the spatial com-
plexity. Other methods kept this hierarchical approach
while improving information sharing between the windows.
Swin [24] and its variant [2, 48] proposed to used shifted
windows, Twins [9] uses interleaved fine and coarse resolu-
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Figure 2. The GLAM module for modeling full-range interaction in multi-resolution transformers. GLAM is included at each resolution
level of any multi-resolution transformer architecture, e.g. Swin-Unet [24] or Swin-UperNet [24]]. GLAM includes learnable global tokens,
which are leveraged into a succession of two attention steps. We show that this design can indirectly represent long-range interactions
between all image regions at all scales, and also external information useful for segmentation while retaining efficiency. We also introduce
a non-local upsampling scheme (NLU) to extend the global context modeling in full transformer U-shape architectures such as [2} 48]].

tion transformers, and CvT [39] replaces linear embedding
with convolutions.

Efficient Self-Attention. Long sequences have been a chal-
lenge for transformers because the original self-attention
mechanism has a quadratic complexity in the sequence
length. To tackle this, many approaches focus on design-
ing efficient self-attention mechanisms.

Most of them are developed for NLP tasks and can be
grouped into four categories. The first category uses a
sparse approximation of the attention matrix [30} 20} 28]].
Among these approaches, window-based patch extraction
vision transformers recently provided a simple yet efficient
approach to compute attention [24} [37, [13]. The second
category is composed of methods based on a low-rank ap-
proximation of the attention matrix, such as Linformer [36].
The third category (memory-based transformers) construct
buffers of extra tokens used as static memory [31,122]]. The
fourth category (kernel-based methods) provides a linear
approximation of the softmax kernel [8, [29] [19]. Some
vision transformers have combined multiple efficient at-
tention mechanisms. The recent ViT-inspired backbone
PvT [38] is based on windowed self-attention and attention
approximation close to Linformer. ViL [43]] balances sparse
attention by using a reduced set of global tokens (usually a
single one) to extract global representations of the input im-
age.

The GLAM method introduced in this paper is a
window- and memory-based transformer that fits well in ex-
isting multi-resolution vision backbones. Unlike most other
multi-resolution backbones, GLAM fully extends the no-
tion of windowed attention to semantic segmentation by in-
troducing global tokens at the window level, and by design-

ing a specific GLAM transformer cascading window (W-
MSA) and global (G-MSA) attention. We highlight that
GLAM enables global communication across all image re-
gions and also encodes learned information from all the
training sets.

3. The GLAM Method

The main idea in GLAM is to provide a way to repre-
sent full range interactions at all feature map resolutions,
which is impossible in vanilla models, especially in high-
resolution feature maps, due to the quadratic complexity of
attention transformers.

GLAM is illustrated in Fig. 2] where it has been added
to the Swin-Unet architecture [24]. Note that GLAM can
be included in various multi-resolution architectures, e.g.
Swin [2] or PvT [38]] and is also applicable for 3D segmen-
tation, e.g. nn-Former [48]]. The core idea in GLAM is to
design global tokens (in red in Fig. [2), which are leveraged
into a succession of two attention steps: first, between vi-
sual tokens in each window independently and, second, be-
tween global tokens among different windows. We show in
Fig. 3.2] that this design enables to represent full range in-
teractions between all image regions at all scales, and also
external information useful for segmentation, while retain-
ing efficiency. We also introduce a non-local upsampling
scheme (NLU) to extend the full context modeling in U-
shape architectures and to provide an efficient interpolation
of rich semantic feature maps in an associated decoder.



3.1. Multi-resolution transformer architecture

As shown in Fig. 2l GLAM can be included into any
multi-resolution transformer architecture 24, 38l 44, |37, 2,
48]).

Transformer. At each resolution level s, given a se-
quence of visual tokens, a transformer learns representa-
tions through Self-Attention (SA). SA is given by the expec-
tation of each token with respect to their probability of shar-
ing the same embedding. The Multi-head Self-Attention
(MSA) is obtained from the linear combination of m paral-
lel SA operations. Finally, a complete transformer module
is obtained by plugging the output of the MSA into a Multi-
Layer Perceptron (MLP). Layer norm operations, as well
as residual connections, are added respectively before and
after MSA and MLP modules.

Windowed attention. MSA cannot be applied to long se-
quences e.g. patches from high-resolution images becasue
the computation of the attention matrix has quadratic mem-
ory complexity. To allow high-resolution processing and
thus long sequences of small patches, windowed transform-
ers treat the image as a batch of non-overlapping windows
[24} 138|137, 144]]. This approach is combined with a pooling
strategy [2 24} 138}, [44]] and is well suited to build a multi-
resolution encoder, able to produce rich semantic maps.
Multi-resolution backbones are built by chaining windowed
transformer blocks and downsampling. These hierarchi-
cal architectures manage to build larger receptive fields in
deeper layers, similarly to CNNs. This, however, does not
guarantee a global receptive field and the maximal recep-
tive field depends on the model’s depth. More importantly,
this processing introduces a major modification to the trans-
former modules. At a finer resolution, only local interac-
tions are considered. With this modification, the processing
of isolated patches by self-attention may not be as effective
as global self-attention performed on the full image.

3.2. Global attention multi-resolution transformers

We show how the GLAM module can provide global at-
tention in all feature maps of multi-resolution transformers.
The GLAM transformer is illustrated in Fig. [3] consisting
in a sequence of L transformer blocks, processing visual to-
kens in each region of the multi-resolution maps (shown in
blue in Fig.[3) and global tokens (shown in red in Fig. [3).

The basic idea behind GLAM is to associate global
tokens to each window that are responsible to encapsulate
the local information and transmit it to other image regions
by computing MSA between all global tokens. Thus,
when information is processed at the window scale, the
visual tokens embedding incorporate useful long-range
information.

Global Tokens. Global tokens lie at the core of Global
Attention (GA). They are specific tokens concatenated to

each window and are responsible for communication be-
tween windows. We define as IV,. the number of windows in
the feature map, IV, as the number of patches per window,
and {w! }1<k<n, as the sequence of windows after being
processed by the I** GLAM-transformer block. We define
as {g} }1<k<n, the sequence of N,-dimensional global to-
kens associated to each window. The initialization of the
global tokens {g?}1<k<n, is the same for all windows and
is learned by the model. The input of the [** transformer
block, defined as z!, is a batch of tokens from each win-
dow concatenated with the corresponding global tokens,
ie. z € RN-*(Ng+Np)XC with C being the dimension of
the tokens. Consequently, the elements in the batch have
the form:

1
Vk € [1..N,], 2, = {g’;} e RWatNp)xC ()
W,
GLAM-Transformer. The communication between win-
dows at a given hierarchy level is obtained through the in-
teraction of global tokens. At each block ! of the GLAM-
transformer, there are two steps: i) visual tokens grasp
their local statistics through a local window transformer (W-
MSA), and ii) the global tokens are re-embedded by a global
transformer (G-MSA), where global tokens from different
windows interact with each other. Formally, the It GLAM-
transformer block inputs z' ! and outputs 2/ by the succes-
sion of a W-MSA and a G-MSA step:

2l = W-MSA(z!1),
g9' = G-MSA(g'),

o= [gf"al ] @

We define as Al the attention matrix for the window r in
the transformer block {. We introduce the following decom-
position to express the attention with respect to the global
and local tokens:

l Al
r Ar, T,guw
A= [qr ar] G)
rawg T, ww
The square matrices Ai,gg € RMNo*Ng and Almw, €

RN»*No give the attention from the global token and the

spatial tokens on themselves respectively. The matrices
AL, € RNo>*Noand AL € RN»*No are the cross at-
tention matrices between local and global tokens. We define
as B! € R(N~Ng)x(Nr-No) the global attention matrix from
all the global token sequence and ij € RN9*Nys a5 the
sub-matrices giving the attention between the global tokens
of windows 4 and j.

GLAM-Transformer properties. Putting aside the value
matrix, the W-MSA gives the following embedding g'. from

gt
gr=Al g7+ AL w " (4)

T,gw
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Figure 3. GLAM-Transformer: as in multi-resolution approaches, each input feature map is divided into N, non overlapping windows
(blue). The core idea in GLAM is to design learnable global tokens (in red). The visual tokens from each window are concatenated with the
global tokens and processed through a local window transformer (W-MSA). Every W-MSA is followed by a global transformer (G-MSA),
where global tokens between different windows interact with each other, which brings a global representation to each window. These
two steps give the GLAM-Transformer block; Multiple blocks are chained at every hierarchy level in typical multi-resolution transformer
backbones. We show that global tokens learned from GLAM-Transformer indirectly model global interactions between all visual tokens
in all widows. The global tokens are also able to represent extra learnable knowledge beyond the patch interactions in a single image.

The G-MSA, i.e. the MSA on the sequence of global tokens

gives the following embeddings: N, N, [Ny
— l
= Z Zbk rg,r Qg (i+Ng) W
r'=114i=1 \j=1
Z B’I‘ngn NT Ng
+ bk7,_}7 Za], " gz'f’ (7)
r'=1 \j=1 i=1

- Brn gvl" +Ai ) iil . (5)
Z gg g ) This leads to a global attention matrix Gj €

RWNr-Np)x(Ne-Np) - ggsociated to the k' global to-
ken given by [Gily; = Zjvzgl bk ,rj,r' gt (i+N,) T
Zj 1 Okr Zf\i’l ajr . Eq. gives the embedding
of the the global token g}, . at the [** GLAM-transformer
block, with respect to all visual tokens in all feature
map windows w!~! (first row), and all global tokens

From Egq. (5), we have the expression of the global to-
ken for a window r processed by the I G-MSA block trans-
former. Developing this formulation we obtain the follow-
ing expression for the k" global token in the " window:

gm, (second row). This rewriting shows that the global
embedding g,l” captures interactions between all image

N Ng Ng+N, S ’ . .

_ Z Z b ( Z an o ) regions 1ndependf.:1.1tly of th.e resolution. The dlffere.nt terms

. g% in the decomposition are interpreted as an attention map

associated with each image region. This is the visualization

N Je shown in Fig. the row of the first term corresponds

- Z Z Orr.jr <Z Ajr zgz r/ to patch-based attention which depends on all the tokens

of the feature map, while the second row represents
1 window-based attention.

+ Z Aj,r' it Ng Wy ) (6) Overall, global tokens embedded with GLAM-

= transformers provide a way for information propagation

across all windows (first row in Fig. [7), but also global

r=1j=1

'—1g 1

The variables z; ., g; » and w; ,. corresponds respectively to information (second row) that goes beyond matching visual
the visual, global or generic token ¢ in window r. a; ,; is features in a single image. Especially, this represents
the attention coefficient given by the token j to the token global and learned information across the dataset, and can
i inside the window r. b;, ;. is the attention coefficient be leveraged as a stabilizing effect in SA, because the
from the global token j in the window r to the global token information is shared not only from the input but from all
j in the window r’. Re-arranging the indices of equation the windows in the dataset. This makes them a powerful

Eq. @) leads to the following expression for the k" global tool to interpret isolated tokens and to take advantage of
token in the 7" window: redundant structures in the data.



Non-Local Upsampling. We introduce a Non-Local Up-
sampling (NLU) module for a fully transformer decoder
such as [2, 48]. NLU is designed to upsample the seman-
tic features based on all the tokens coming from the skip
connection, by drawing inspiration for non-local means [[1].

The proposed NLU is illustrated in the supplementary
material. To perform the upsampling, the skip connec-
tions are embedded into a query matrix of size (4N,) x C
while the semantic low-resolution features are embedded
into the keys and values of size N, x C. The projection
of the values on the resulting attention matrix has the size
(4N,) x C.

4. Experiments
4.1. Experimental Settings

Datasets. We evaluated on three different semantic seg-
mentation datasets: ADE20K [47]], Cityscapes [11] and
Synapse [21]. ADE20K is a scene parsing dataset com-
posed of 20,210 images with 150 object classes. Cityscapes
contains driving scenes and is composed of 5,000 images
annotated with 19 different classes. Synapse is an abdomi-
nal organ segmentation dataset that includes 30 Computer-
ized Tomography (CT) scans which are 3D volumes anno-
tated with 8 abdominal organs.

Implementation details. GLAM models were imple-
mented into the mmseg [[10] codebase and the models were
trained on 8 Tesla V100 GPUs. The layers were pretrained
on ImageNet-1K and standard augmentation was used: ran-
dom crop, rotations, translations, etc. More details are pro-
vided in supplementary. We used the Adam optimizer with
a weigh decay of 0.01 and a polynomial learning rate sched-
uler starting from 0.00006 and with a factor of 1.0. The
reported segmentation performances are mean Intersection
over Union (mloU) for ADE20k and Cityscapes and Dice
Similarity Score (DSC) for Synapse.

4.2. GLAM performance

GLAM in multi-resolution transformers. GLAM is well
suited to work with window transformers such as PvT [38,
37|] or Swin [24] as well as its variants [2, 48]. Due to
the top performances of Swin, we incorporated GLAM into
this backbone to compute the segmentation of 2D datasets
leading to two models: GLAM-Swin-UperNet and GLAM-
Swin-Unet. The first one is a hybrid model combining a
transformer backbone and a CNN head [2| |40] while the
second one is a full transformer model with a decoder sym-
metric to the encoder [2]. For 3D images, GLAM was
plugged into nnFormer [48] which is designed similarly to
Swin-Unet for 3D medical image segmentation. The per-
formances of the Swin and GLAM models are presented
in Table [[I GLAM models exhibit important and consis-
tent performance gains compared to their vanilla counter-

Table 1. GLAM Improvements on various multi-resolution
transformers. Performances are evaluated with respect to mloU
for ADE20k and Cityscapes and average DSC for Synapse.

Dataset Method Size  Score
Swin-Unet [2] Tiny  42.75
GLAM-Swin-Unet Tiny 44.19
Swin-UNet [2] Small 47.49
GLAM-Swin-UNet Small 47.90
Swin-Unet [2] Base 47.85
GLAM-Swin-Unet Base 49.10
Swin-UperNet[24]] Tiny  43.69
GLAM-Swin-UperNet | Tiny 44.16

ADE20K - o i UperNet [24] Small  47.72
GLAM-Swin-UperNet | Small 47.75
Swin-UperNet [24]] Base 47.99
GLAM-Swin-UperNet | Base 48.44
Swin-UperNet [24] Tiny  78.24
GLAM-Swin-UperNet | Tiny 78.64
Swin-UperNet [24]] Base 80.79

Cityscapes GLAM-Swin-UperNet | Base 81.47
Swin-Unet [2] Tiny 77.43
GLAM-Swin-Unet Tiny  78.29

Synapse nnFormer [48]] Tiny  87.40
GLAM-nnFormer Tiny  88.60

parts, either on small or larger models: e.g. ~ +1.5pt gain
on ADE20K with Swin-Unet (Base or Tiny), and +1.2pt on
Synapse on the recent nn-Former model.

State-of-the-art comparison. = We now compare the
GLAM-Swin models with existing approaches on the
ADE20K [47]], Cityscapes [11] and Synapse [21].

ADE20K and Cityscapes. Table [2|summarizes our results.
To be fair, we compared models up to ~ 150M parameters,
and we report the top performances from the mmseg [10]
benchmark for all methods, with 160K training epochs
for all methods. Moreover, we compared only methods
trained on 768 x 768 resolution images on Cityscapes.
In this setup, GLAM-Swin-Unet yields 49.10% mloU
on ADE20K outperforming its vanilla Swin counterpart
with at least 1.10% mlIoU. GLAM-Swin-UperNet achieves
81.47 % mloU on Cityscapes which is 1.58 % better than
its Swin-Upernet counterpart.

Synapse. Table [3| reports our results and recent base-
lines for 3D medical segmentation. GLAM-nnFormer sig-
nificantly outperforms all other existing methods by at
least 1.2% average Dice. To the best of our knowl-
edge, GLAM-nnFormer outperforms state-of-the-art on the
Synapse dataset.



Table 2. Comparison to state of the art methods on ADE20K and
Cityscapes. All experiments are made or reported are with single-
scale inference.

ADE20K Cityscapes
Method Backone mloU mloU
FCN [33] ResNet-101 41.40 77.34
CCNet [17] ResNet-101 43.71 79.45
DANet [14] ResNet-101 43.64 80.47
UperNet [40] ResNet-101 43.82 80.10
DNL [41] ResNet-101 44.25 79.41
PSPNet [45] ResNet-101 44.39 79.08
DeepLabV3+ [6] ResNet-101 45.47 79.41
Trans2Seg [38] PVT-S 42.60 -
FPN [38] PVT-L 42.10 -
TNT [15] TNT-S 43.60 -
SETR-PUP [46] DeiT-L 46.34 79.21
Swin-Unet [2] Swin-B 47.85 -
Swin-UperNet [24] Swin-B 47.99 80.79
Twins-SVT-L [9] Twins-SVT 48.80 -
GLAM-Swin-Unet Swin-B 49.10 -
GLAM-Swin-UperNet | Swin-B 48.44 81.47

Table 3. Comparison to state of the art methods on Synapse.

Methods Average Dice Score (%)
VNet [26] 68.81
U-Net [32]] 76.85
Att-UNet [27] 77.77
R50-Deeplabv3+ [6] 75.73
TransUNet [5] 77.48
Swin-Unet [2] 79.13
TransClaw U-Net [3]] 78.09
nnUNet (3D) [18] 86.99
nnFormer [48]] 87.40
GLAM-nnFormer 88.60

4.3. Model Analysis

In this part, we analyze various important aspects of
GLAM.

Number of Global Tokens. The number of global to-
kens directly influences the capacity of GLAM to model
global interactions between the windows. Fig. [4] shows
the impact of this hyper-parameter on segmentation perfor-
mances. We can see that using more global tokens improves
performances. However, it also increases the number of pa-
rameters and memory cost which forces a trade-off. We
keep a reasonable value of 10 global tokens, which gives an
important performance boost of +1.4pts in both the tiny and
base versions of the Swin-Unet model.

Impact of NLU. GLAM improves context modeling in
multi-resolution transformers thanks to global attention and
Non-Local Upsampling (NLU). Table [ provides an ab-
lation study of these two components. We can see that
NLU gives an improvement 0.45pt compared to the orig-
inal Swin-Unet that uses a patch expension operation for

49 { = Swin-UNet-T
= Swin-UNet-B
48

47
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Figure 4. Impact of the number of global tokens on performance
(mloU) using ADE20k.

Table 4. Impact of the NLU and the GLAM transformer on a tiny
Swin-Unet, 10 global tokens, on ADE20k.

Method NLU GLAM | mloU
Swin-Unet-T 42.75
Swin-Unet-T v 43.20
Swin-Unet-T v v 44.20

upsampling. GLAM brings another large improvement for
a total gain of +1.44pts compared to the baseline.
Long-range interaction. To highlight the impact of G-
MSA, Table E] shows the performances of GLAM back-
bones using only a W-MSA step but no G-MSA. GLAM
backbones show consistent gains compared to their coun-
terparts without G-MSA. This ablation highlight the crucial
role of this step to leverage long-range interactions and that
the performance gains made by GLAM can not only be ex-
plained by the parameter overhead.

Table 5. Impact of G-MSA phase on GLAM transformer on dif-
ferent model, 10 global tokens, on ADE20k. GLAM-nogmsa is
GLAM without the G-MSA phase.

Method mloU
GLAM-nogmsa-Swin-Unet B 47.90
GLAM-Swin-Unet B 49.10

GLAM-nogmsa-Swin-UperNet B | 47.95
GLAM-Swin-UperNet B 48.44

Parameter and FLOPs overhead. The overhead due to
the global tokens is controlled and proportional to the num-
ber of GLAM transformer blocks. This overhead brings
higher performance gains than increasing the backbone size
which validates the model architecture. Tab. [6] illustrates
that the GLAM-Swin Base backbones show superior effi-
ciency compared to their vanilla Large counterpart with a
superior mloU increase with respect to additional learnable
parameters. The same analysis can be done with FLOPs
overhead with a higher mIoU increase per extra-FLOP for
GLAM-Swin Base compared to Swin Large.

Visualizations. Fig. Fig. [5| shows qualitative visualiza-
tions of the GLAM method. In Fig. Fig. Sh), we show
GLAM attention maps for the highest resolution feature



Input image GLAM global attention

Ground truth GLAM prediction

a) Segmentation results and global attention of GLAM on ADE20K.

Ground truth

Input image (2D slice)

nnFormer prediction GLAM prediction

b) Segmentation results on Synapse.
Figure 5. Qualitative visualisations of GLAM. We show the ability of GLAM to model full contextual information in high-resolution
feature maps on ADE20K (first row), and the ability of GLAM-nn-Former to accurately segment the stomach (in pink).

Table 6. Analysis of the relative mloU increase with respect to
extra learnable parameters and FLOPs compared to the standard
Base and Large backbones.

1 rel. mIonQ#%pmam FLOPs 1 rel. mIoU / FLOPs

backbone #param.

x10 x10~2
Swin-UperNet B 121 0 81G 0
Swin-UperNet L 234 0.4 180G 0.4
GLAM-Swin-
UperNet B 197 0.6 99G 2.5
-

Input image

GLAM global attention

Figure 6. Averaged GLAM attention map in 3D. The informa-
tion inside the blue window is ambiguous. To segment the voxel
at the red cross, the model leverages long-range dependencies in-
cluding neighbor organs. The pancreas is in green, the aorta in red,
and the stomach in blue.

maps of a GLAM Swin-Unet model. Echoing observa-
tions in Fig. Fig. [T] in Cityscape, we can see that GLAM
can model full-range interactions in this spatially-fine layer.
This enables to exploit spatial relationships with other im-
portant structures (e.g. other sofas, arcades), which is not
possible with the baseline Swin-Unet due to its limited win-
dow attention. We can notice the relevance of the GLAM

segmentation. Furthermore, Fig. Fig. [f] shows the GLAM
attention averaged over the axial direction for the red cross
(pancreas). We can see that long-range dependencies are
involved, with a much larger spatial extent than the local
window (in blue), where attention is given to neighboring
organs (stomach and aorta). The full context is crucial to
properly segment complex organs with visual local ambi-
guities such as the pancreas. In Fig. Fig. Bp), we show
segmentation results of GLAM-nn-Former for 3D medical
image segmentation. We show the results on a given 2D
slice. We can notice that GLAM nn-Former is qualitatively
much better at segmenting the stomach (in pink) than nn-
Former. This can be explained by the global interactions
of our model, which enables it to better represent specific
interactions between organs.

5. Conclusion

This paper introduces GLAM, a method for modeling
full contextual interactions in multi-resolution transformer-
based models. the GLAM transformer leverage learnable
global tokens at each resolution level of the model, which
allows a complete interaction of the tokens across the im-
age regions, and is further equipped with a non-local up-
sampling module. Experiments show the large and consis-
tent gain of GLAM when incorporated into several multi-
resolution transformers (Swin-Unet, nn-Former, Swin) on
diverse medical, street, or more general images. Future
works includes applying the GLAM idea for modeling full
contextual information on very high-resolution images or
3D medical volumes.
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