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Statics and dynamics of continuum robots based on Cosserat rods
and optimal control theories

Frederic Boyer, Vincent Lebastard, Member IEEE, Fabien Candelier, Federico Renda, Member IEEE, Mazen
Alamir.

Abstract—This paper explores the relationship between op-
timal control and Cosserat beam theory from the perspective
of solving the forward and inverse dynamics (and statics as
a subcase) of continuous manipulators and snake-like bio-
inspired locomotors. By invoking the principle of minimum
potential energy, and the Gauss principle of least constraint,
it is shown that the quasi-static and dynamic evolution of
these robots, are solutions of optimal control problems (OCPs)
in the space variable, which can be solved at each step (of
loading or time) of a simulation with the shooting method.
In addition to offering an alternative viewpoint on several
simulation approaches proposed in the recent past, the optimal
control viewpoint allows us to improve some of them while
providing a better understanding of their numerical properties.
The approach and its properties are illustrated through a set
of numerical examples validated against a reference simulator.

I. INTRODUCTION

The relationships between optimal control theory (OCT)
and statics of Cosserat rods are well known from the
geometric control community [1]. In particular, it has been
shown that the kineto-static model of a Cosserat rod con-
sists of the Euler-Lagrange equations of an optimal control
problem where the cost function is defined by its potential
energy, the time by its arc length, and the optimal trajectories
by the equilibrium configurations of the rod. Since the
configuration space of a Cosserat rod is defined as a space of
curves on SE(3), the optimal control theory of left-invariant
systems on Lie groups must be used to relate the two theo-
ries intrinsically [2]. As an illustration of this relationship,
the search for deformed configurations of a Cosserat rod
manipulated quasi-statically at both ends [3], is equivalent
to that of optimal trajectories of a space vehicle on SF(3)
between two time-varying pauses [4]. In OCT, once the
necessary first-order optimality conditions are deduced from
the maximum principle, they define a Boundary Value
Problem (BVP), whose solutions are the optimal trajectories
that can be computed by various numerical technics, such
as the shooting method [5]. Thus, once formulated as an
OCP, the kineto-statics of a Cosserat rod can be solved
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at each step of a quasi-static simulation by applying the
shooting method to its BVP. Beyond static modelling and
quasi-static simulation of rods, further stability issues related
to buckling [6], can be addressed with the second-order
(sufficient) conditions around the optimal configurations,
solutions of the first-order (necessary) ones [7].

With the emergence of continuous robotics, Cosserat rod
theory has progressively imposed itself as one of the
standards for modelling robots composed of rods actuated
at their boundaries, or along them in a distributed way [8],
[9], [10], [11], [12], [13]. In the first category, one finds
the concentric tube robots (CTR) and continuum parallel
robots (CPR), while the second includes tendon actuated
continuum robots (TACR) [12], soft robots equipped with
pressure chambers [14], or hyper-redundant swimming
robots inspired of slender animals such as snakes and fish
[8]. As an alternative to Lagrangian (variational) approaches
such as the geometrically exact FEM [15], the discrete rod
formulation [16], or the strain-based parametrization [17],
the vast majority of the continuous robotics community
simulates these systems by formulating their model as
BVPs in the spatial variable (arc length), which are then
solved at each step of the simulation by the shooting method.

OCT has been successfully applied to statics of CTRs and
CPRs to study the difficult problem of their stability with
second order conditions [18], [19]. However, to the best of
the authors’ knowledge, it has so far never been applied to
the dynamics of continuous robots, while it does not seem
to be mentioned in the statics of distributed actuated robots.
In particular, the BVPs addressed so far in these contexts
with the shooting method by the robotics community, seem
not to derive from optimal control problems (OCPs), but
rather to be deduced by an adhoc combination of equations
based on beam kinematics and Newton’s laws [20].

It is one of the main contributions of this paper, to show
how, and to what extent, it is possible to model and simulate
the statics and dynamics of continuous (possibly distributed
actuated) robots, by deriving their BVPs systematically with
the OCT, and solving them numerically with the shooting
method. To illustrate our point and initiate future work,
we will focus on the case of a one-piece robot which
can be a manipulator (fixed at one end and free at the
other) actuated by tendons, or a slender locomotor (free at
both ends) actuated internally by an idealized model of the
muscular activity of elongated vertebrates [21], a case never
approached before with this numerical method. In statics, the



expected extension of OCT can be achieved by modeling the
distributed actuation as a stress field governed by an actuated
constitutive law, as proposed in [17]. In dynamics, we will
see that the forward dynamic problem of a continuous robot
(manipulator or locomotor), can be reformulated as an OCP
by invoking one of the founding principles of dynamics
originally introduced by Gauss [22], and integrated into
the framework of rational mechanics by Gibbs [23] and
Appell [24]. Nowadays known as Gauss’ Principle of least
constraint, the role of this principle in the dynamics of
rigid manipulators has been revealed in [25]. Remarkably,
for these discrete systems, the principle leads to a linear-
quadratic OCP (LQ-OCP), that once solved with the so-
called sweep method [26], provides Featherstone’s forward
dynamic algorithm of rigid multibody systems [27]. More
generally, it is possible to show that all Newton-Euler’s
(NE) dynamics of rigid discrete systems (from models to
algorithms), are, in fact, based on Gauss principle and OCT.
From this view point, a further conceptual contribution
of the article consists in relating OCT and Newton-Euler
dynamics in the context of continuum robotics. In particular,
we will show that, as in the case of discrete rigid systems,
the dynamic BVPs derived with OCT naturally contain a
continuous model of the accelerations as one of the Euler-
Lagrange equations, a model that is generally omitted in
previous work on the shooting-based approach, and yet plays
a non-negligible role in simulation.

In addition to these modeling contributions, the OC perspec-
tive will provide new insight into the numerical properties of
the shooting-based approaches applied to continuous robots.
In particular, we will see that the LQ-OCP underpinned
by the Gauss principle applied to a continuous robot is
singular, and that it can be regularized using an implicit time
integration scheme. Note that a similar numerical strategy
has been introduced in the ocean engineering community for
towed submarine cables [28] and more recently, to solve
the dynamics of continuous manipulators [20]. However,
the OC point of view will show that such a regularization
process is intrinsically limited by a certain critical value
of the time step below which, the singularity re-expresses
itself and the approach aborts, and that this critical value
increases as the robot becomes increasingly soft. These
numerical considerations and others are illustrated on a set
of numerical benches related to fixed and floating base rods,
for which an implicit geometric integration scheme on the
Lie group SO(3) x R? is proposed. These benches are
compared to a reference simulator based on the Lagrangian
approach of [17]. Finally, the paper ends with the case of
the forward dynamics of a bio-inspired swimmer, and thus
completes the past results of the authors devoted to the
inverse dynamics of such systems [8], while opening new
perspectives for bio-inspired robotics and bio-mechanics of
swimming.

The article is structured as follows. We first remind in
section 2 some of the key concepts of Cosserat rods theory
used in the article. In section 3, the model of distributed

actuation (tendons, muscles) is also reminded and defined aé
a field of internal stress of a generalized active constitutive
law. Based on this model, in section 4, the statics and
dynamics of a single piece continuum robot are formulated
in the framework of OCT, with the principle of minimum
potential energy, and the Gauss least constraint principle,
respectively. The BVPs provided by these different OCPs
are then solved with the shooting method in section 5. While
all these developments concentrate on the forward static
and dynamic problems, the inverse problem is addressed in
section 6 as a byproduct of the approach. In section 7, the
approach is illustrated through several numerical examples.

II. REMINDER OF COSSERAT ROD THEORY

1) Configuration and twists: We here consider an elliptic
cross-sectional! elastic rod subject to finite displacements
and small strains” (see Figure 1). In the Cosserat approach,
such a medium is modeled by a continuous set of rigid
cross sections stacked along a material line and labelled by
a coordinate X € [0, 1]. To each X-cross section, a mobile
cross-sectional frame F(X) is attached. These frames are
located on the center of the cross sections with their first
vector normal to them and the two others aligned with the
elliptic axes. In this context, the beam configuration space
is naturally defined as:

C=1{g:Xe[0,1]— g(X) e SE3)}, )

which stands for a functional space of curves in SE(3),
where g(X) = (R,r)(X) is represented by a 4 x 4
homogeneous transformation matrix (with R(X) € SO(3),
and r(X) € R3), parameterizing the pause of F(X) in
Fs. Throughout the article, we will consider continuum
manipulators or locomotors. In the first case, the proximal
cross section (X = 0) is clamped and g(0) = 14x4, while
in both cases, the tip cross-section (X = 1) is free to move.
Noting 0./0X and 0./0t by a ”prime” and a dot”, the field
g depending on both X and ¢, its space-time variations are
described by the two vector fields 1 and £ from [0, 1] to
se(3) =2 R (see [17] for standard Lie group notations):

n=(g"'9" . £=("9)", @)
Where n = (Qla927937V17‘/27‘/é)T = (QT7VT)T
stands for the field of the velocity twists of the
cross-sections in their mobile frames, while ¢ =

(K1, Ko, K3,T1,T5,T3)T = (KT, TT)T is the exact geo-
metrical counterpart of 17 when replacing ¢ by X (see Figure
1). Since X is a material label, it is independent of ¢, and
we have by symmetry of derivatives of transformations:

(@) =(9) = &=1u"+aden. A3)

Replacing ¢ in the definition of the velocity twist 7, by any
real parameter ¢, independent of ¢ and X, allows defining

I'This choice will allow to model continuous swimmers inspired from
fish as addressed in one of the numerical examples of section VIL

This assumption which is systematically made in the Cosserat rod
theory typically means that the radius of curvature along the rod is of
the order of its length.
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Fig. 1: Twists (left) and wrenches (right) of a Cosserat rod.

what we name a variation dg = géé of the rod configuration.
Such a §g generates on a functional f of g, a variation ¢ f
defined for all X by:

7 (9 exp(eal(x))) . @)

e=0

The parameter € of a J-variation being independent of X,
a similar commutation relation to (3) holds where the time-
derivation 9/0t, is simply replaced by the variation 0:

8(9') = (69)" = & =06¢"+ adedC. §))

Relations (3) and (5) are due to Poincaré [29] and play
a key role in the modern Euler-Poincaré Lagrangian re-
duction theory [30]. In this context, they allow applying
Hamilton’s variational principle to Cosserat rods directly on
the configuration space (1), where 6¢ = (g~ *dg)" are then,
some virtual displacements of the rod configuration [31]. In
section IV.A, devoted to statics, we adopt the view point
of optimal control theory. In this context, we will also use
configuration variations ¢, for which (5) holds. However,
in contrast to Lagrangian mechanics, these variations are
not directly applied to the configuration of the rod as this
is the case of virtual displacements, but are the indirect
consequences of some variations of its strain field.

2) Strains and stress: The Cosserat rod model can cap-
ture several rod sub-models (e.g. Kirchhoff) by allowing
only a subset of the components of £ to be free. Referring
to [17], these allowed components are gathered in a n, X 1
(ne < 6) vector field noted &,, while the other components
(that are constrained to some constant values), defines a
complementary n. x 1 field, noted &, with n, = 6 — n,.
With these definitions in hands, we have the partition of &:

¢ = B¢, + B, (6)

where B and B are two selection matrices of dimension
6 X n, and 6 X n., with entries equal to zero or one, while
& is a constant vector field whose components (zero or
constant), depend on the adopted rod kinematics (e.g. for a
Kirchhoffrod, B = (13><3, 03><3)T, B = (ngg, 13><3)T, and
if X is the arc length along the rod &. = (1,0,0)7). If g,
defines a reference stress-less configuration of the rod with
space-twist field £, = (g, g.)", a linear strain measure is
defined by the field:

€=¢&y —Eao =BT (€ &) @)

.. .3
Combining (6) and (7), one can express the field £ and its
time derivatives, in terms of strains as:

€ =B(e+ &) + BE = Be + &,,
£ =B, =B¢, £=DBE, = Bt 8)

The stress state is described by a field of wrench A :
X € [0,1] = AX) = (CT,NT")T(X), where C =
(C1,0,C3)T, and N = (Ny, No, N3)T, are the moment
and the resultant of the internal tension forces transmitted
from right (Y > X), to left (Y < X), across the X-cross
section, and expressed in its mobile frame (see Figure 1).
According to (6), one can partition A as:

A = BA, + BA,, )

where A, = BTA, gathers the components of A acting
along the allowed internal d.o.f of £,, while A, defines a
set of Lagrange multipliers (internal forces and/or reaction
torques) in charge of forcing the internal stresses B7¢ = ...

3) Forces and energies: In statics, we only consider the
case of a manipulator subject to a density of wrench I and a
tip wrench F; applied along its length, and at its distal end
respectively. In all the subsequent developments, we assume
F and F, to be prescribed by some explicit functions of
time and/or defined by a state-dependent model, where the
state is g in statics, and (g, n) in dynamics. In statics, a force
F(g) exerted on a single cross section of pause g, is said
to be conservative if it derives from a potential, i.e. if there
exists a function Uy of SE(3) in R, such that:

6CTF(g) = —0Uex, (10)

where U,y is defined by instantiating f by Uey in (4). In the
following developments on statics, F'y and F' are assumed
to be conservative, i.e. it exists Uy, for the entire rod, such
that:

1
Ukt :/ oU dX + 66U, (11)
0

with: B -
o= —6¢CT"F , U, = —6¢(1)TF,. (12)

Assuming the rod to be elastic, and subject to small strains,
its internal (potential) energy is defined as the integral over
the rod of a quadratic form of the strains:
1 1
1
Uine = / Ui dX = = / e’ edX, (13)
0 2 Jo

where H, = BTdiag(GJ,,EJy, EJ3, EA,GA,GA)B is
the reduced n, x n, Hooke matrix of the rod. Moreover, in

this case, the field of stress A, is also conservative, and so
derives from the potential (13), i.e. we have:

Ay = BTA = B gy o (14)
e
Similarly, the kinetic energy of the rod is:
1
T= 5/ n’ MndX, (15)
0

where M = diag(PJlaPJ%PJ3,PA7PA7PA> =
diag(pJ, pAlsyxs), is the field of 6 x 6 inertia matrix
of its cross-sections.



III. CONTINUUM ROBOTS AS INTERNALLY ACTUATED
COSSERAT RODS

We consider a continuum robot as an elastic slender body
equipped with some active devices able to exert some forces
on it. The body is modelled as a Cosserat rod, actuated
with “external” or “internal” actuators, depending whether
the forces they exert on the robot, are supported by the
external environment, or by the constitutive material of
the rod itself. As emblematic examples of each category,
rods equipped with magnetic dipoles in interaction with a
controlled external magnetic field are externally actuated.
On the other hand, a continuum manipulator consisting
of a rod made with a piezoelectric material controlled in
voltage is internally actuated. Beyond robotics, the muscles
contractions that bend the slender body of a snake or an
eel, define an internal actuation. To derive the model of a
continuum robot, it suffices to modify the model of (passive)
Cosserat rods in two different ways, depending on the nature
of actuation. If it is external, we add to the external wrenches
F (gravity, contact..), a field of external actuation wrench
F,. If it is internal, we add to the field of elastic stress
BTA = A, = H,e, a further exogenous active component
A 44 modelling the actuation. In this case, the passive consti-
tutive law (14) is changed into the active/passive one [17]:

BTA = A + Hoe. (16)
Physically, when the rod kinematics are not constrained (i.e.
B = 1gxg), (16) simply means that if we (virtually) cut a
slender continuous robot into two parts at any point X along
its dominant length, the part of the robot ¥ > X exerts
on the part Y < X a wrench defined by (16) evaluated
in X, i.e., with two components, one (#,¢) modeling the
elastic restoring forces and torques of the structure, the other
(Aq4q) modeling the effects of any internal actuating device
transmitting forces along it. Remarkably, some continuous
manipulators such as TACRs can be classified in both
categories, i.e. the actuation forces can be modeled either
by modifying £ or by using a constitutive law of the form
(16). To illustrate this context, let us consider a TACR shape
controlled by pulling a set of NV tendons of negligible inertia,
elasticity and friction. In the first view point (external),
Newton’s law are first applied to the tendons and the rod
alone, and action-reaction is then used to get the field of
external wrench exerted by each tendon onto the rod [12].
In the second (internal), the rod and tendons are considered
as a single system to which Newton [32], or Lagrangian
mechanics is applied [17]. In this later context, invoking
kinematic invariance of virtual works between the space
of tendon lengths and that of Cosserat strains, provides
the expression of the internal stress-wrench field A,y as a
function of the tensions 7; along the tendons (the subscript
”’c” here means “cable”):

Ti(t)
Hl_‘c,i”7

N
Aaa(X,t) —ZBT< o (17)

Di X Fc,i >
=1

where we introduced the notation I'.; = '+ K x D; + D{t
with D;(X) the position of the intersection point of cable 4
with the X -cross section of the rod, in the X -cross-sectional
frame. Note that although A,,; depends on e due to the
presence of K in I'.;, more detailed computations show
that this dependence vanishes as soon as the routings of
the cables are parallel with the rod backbone, while due to
small radius of TACRs, they are very small otherwise. In the
following, the case of a TACR in which the e-dependency
of Ayq is neglected, is used as an emblematic example of
the approach. However, beyond this archetypal example, all
the subsequent results can be applied to any continuous
slender robot whose internal stress (elastic and actuated)
can be modeled by a nonlinear version BT A = f(e, 7(t)) of
(16), with 7(t) a finite vector of control inputs (e.g., tendon
tensions, chamber pressures...). The key to extending the
approach to this broader context will be provided in a future
remark numbered 4, the goal of which is to capture the ¢
dependence of (17) throughout the approach?. In summary,
apart from remark 4, a continuum robot will in the following
be considered as a Cosserat rod internally actuated by (16),
where A,q is a dependent function of (X,¢) modeling a
technological action, or an idealization of the muscular
activity of a slender animal.

IV. FORWARD STATICS AND DYNAMICS OF CONTINUUM
ROBOTS AS OCPs

We now address the forward statics and dynamics of con-
tinuum robots as some optimal control problems (OCP). For
obvious reasons, the case of a locomotor is only considered
in dynamics. In statics, the cost functional is the potential
energy of the rod, in dynamics, it is the Gauss constraint.

A. Statics of a continuum robot

In statics, a material system subject to conservative forces
is governed by the principle of minimum potential energy,
which states that among all the configurations accessible
to the system, the equilibrium configuration it occupies
must make its potential energy stationary. In the case of
a continuum manipulator subject to external and internal
forces governed by (12) and (16) respectively, its potential
energy takes the form:

1
1 _
U = Upy+Usy, :/ T H e+l Agg+8 dX +U-. (18)

0 2
Now, giving to the strain e the role of a control variable w,
and to g, that of a state variable, the principle of minimum
potential energy can be reformulated as the following OCP,
where the space variable X replaces the usual time in
control:

3Note that this context is also that of a certain class of fluid-actuated
continuous robots where tendons are replaced by radially incompressible
pressure-controlled tubular chambers [32].



o OCPI: Find the optimal control u that makes stationary
the cost functional defined by the potential energy:

1
1 _
C(u) = / Fu Hrutul Agg + L dX + Uy (19)
0
under the constraints:
g = g(Bu + go)A N (gflg/)\/ = (Bu+6&,)
< {=Bu+¢&, (20)

with g(0) = 144, due to the fixed root cross-section e

While (19) defines the potential energy of the continuum
manipulator, (20) simply describes how the pause cross
sections evolve with X. In particular, (20) accounts for the
internal kinematic constraints imposed by the choice of the
selection matrix B, as its inextensibility or unshearibility.
Since the control is unbounded, the necessary conditions that
any optimal u needs to fulfill can be derived by applying
usual variational calculus on the Lie group SFE(3), to the
augmented cost functional:

1
Cy = / %UT’HrquuTAadJri_lJr(fffofBu)TA dX+U,,

’ @1
with A a field of Lagrange multipliers. This approach avoids
the (Hamiltonian) Lie-Poisson reduction, in favor of the
(Lagrangian) Euler-Poincaré one [33]. In this setting, the
optimal control must satisfy the stationarity condition of the
functional Cy :

3Cy = [} 0uT (Mgq + Hyu) dX +
+ [ 65+ (5¢ — Bou)TA dX + 0U, = 0,

(22)

where for any function f(g), variations ¢ f are consequences
of variations du in (20). Now, since these variations do not
affect X, they generate some pose variations §¢ = (g~ 1dg)V
which satisfy (5), and (22) can be rewritten:

3Cy = [ 0uT (Ngq + Hyu) + 0L dX +
Jo (6¢T +6¢Tad] — Bou)TAdX +6U, =0, (23)

which gives, after by-part integration and with the definition
of conservative external forces (12):

0= [ 6u” (Aa + Hru — BTA)IX (24)
— Jy 6CT(N — adT A+ F)dX +6¢T(1) (A1) — Fy),

where we used the fact that the BC at X = 0, imposes
5¢(0) = (g710g)V(0) = 0. It would be tedious to determine
the variation §¢ produced by a given du, so we choose A
to cause the coefficients of §¢ in (24) to vanish [26]. After
this choice, (24) only imposes the coefficient of du to be
zero, and the conditions of stationarity that any optimal
trajectory must satisfy are (remind that £ = (g~ 1g’)V):

e The two Euler-Lagrange equations :

g o g(go =+ Bu)A
(A/)_( adlA — F ) (25)

e The optimality condition:

BYA = Aga + Hyu, (26)
e The transversality condition:
A1) = Fy. 27

Once supplemented with the geometric BC: ¢g(0) = 14x4,
this set of equations defines a closed formulation of
the statics of a continuum robot. Finally, solving this
formulation, or solving OCPI, is equivalent. Achieving
such a resolution, numerically at each loading step, i.e.
when the internal actuation stress, the density of external
wrench and the external wrench at the tip Agq, F and
F, are updated, provides a simulation algorithm of the
quasi-static evolution of a continuum manipulator.

Remark 1: In the passive case of Kirchhoff rods straight
at rest, i.e. when Ayg = 0, B = (l3x3,03x3)7, and
& = (01x3,1,0,0)T, this formulation has been derived
from optimal control theory of left-invariant systems on Lie
groups in [2], and applied in robotics [3] with a second
geometric BC instead of (27), in order to address the difficult
problem of controlling the shape of a rod manipulated at its
two ends [34]. In continuum robotics it has been exploited in
[18] and [19], in order to analyse the stability of concentric
tubes robots (CTR), and continuum parallel robots (CPR)
respectively, i.e. continuum robots constituted of several
passive rods actuated by exerting localized torques and
forces on their boundaries. In these two cases, the above first
order optimality conditions are augmented of second order
Legendre-Clebsh conditions, which once supplemented with
a study of conjugate points (the so-called Jacobi conditions),
allow to analyse the stability of these systems [35]. In the
case of systems actuated in a distributed way, as TACRs,
a similar BVP is considered for static simulation, but with
actuation modelled as external forces (see section III), and
with no reference to OC [12].

B. Dynamics of a continuum robot

To extend the previous picture of statics to dynamics, we
must introduce a little known variational principle proposed
by Gauss in 1829 and known today as the “principle of
least constraint”. In words this principle can be stated as
follows: Let us consider a constrained material system that
has reached at a given time t its current state, then, among
all the accelerations compatible with the constraints that the
system can have at t, that it will have is the closest to that it
would have if all the constraints would be instantaneously
removed at that time [36]. Remarkably, this principle can
ground dynamics as does Hamilton’s principle in Lagrangian
mechanics. However, in contrast to Hamilton’s principle, the
Gauss principle is not an extremal integral principle, but
rather a minimal differential principle, that can be formally
stated at any instant of the motion of a system subject to
constraints (holonomic or not), in the form:

1
a = arg min (2||ac—af||§<> , (28)



where a., ay € R? stand for the acceleration field of the
system, with, and without constraints respectively, while a
stands for its actual acceleration field, and ||.|| x is the norm
defined by its kinetic energy. The minimized functional is
named the “Gauss constraint”. Going further into details,
consider a material system of volume element dv with mass
density p, applying (28) to this system leads to:

a = argming, (3 [(ac —ay)?pdv)

= argming, ([p(2pa2 —al f)dv), (29)

where f = pa ¢ denotes the volume density of all external
and internal forces, except for the “reactive forces” produced
by the constraints*, while the term a? can be ignored since
it does not depend on the optimization variable a.. In this
equivalent formulation, the first integral term is named the
“acceleration energy” by Gibbs and Appell [23], [24], and
here noted T,.. By extension, the opposite of the second
term of (29) could be named the “acceleration power of
external and internal non-reactive forces” and noted Pj,.
By ”non-reactive” forces we here mean those which do not
contribute to force the constraints. Practically, T, and P,
can be easily computed by replacing first, the velocities by
accelerations in the usual definitions of kinetic energy and
(non-reactive) power, and second, by removing the terms
that only depend on velocities, in the final expressions>.
Applying these computational rules to a continuum robot,
these definitions become (see Appendix 1):

1 1
Toee = 5/ paidv = / 577TM77 - ﬁT(adgMn)an
D 0 (30)
and:

Pie = [pal fdv =

JETF 4 €7 (Naa — Hre) X +0(1)TFy. (1)

if the robot is a manipulator, or:

Pacc = fD aCdev = fol 77TF + éaT(Aad - Hre) dX+
+n(0)T F_ 4+ n(1)" Fy, (32)

if it is a locomotor. Note here, that the constraints being
those imposed by the geometric BCs and the internal
rod kinematics (e.g., inextensibility and unshearability of
a Kirchhoff rod), the reactive forces they produce, do not
appear in P,... Applying the Gauss principle to the forward
dynamics of continuum robot, leads to find at each time ¢
of the robot motion, the strain acceleration € that minimizes
the functional:

1

5/ (ac — af)2pdv = Tiacc — Paces
D

with Ty and P, defined by (30) and (31,32), and where a.
being compatible with Cosserat kinematics (see Appendix

(33)

4In the Lagrangian terminology, these reactive forces are the Lagrange
multipliers in charge of forcing the constraints.

SThese terms play no role in Gauss principle since they add meaningless
constants to the Gauss constraint.

6
1), 1 needs to fulfill the constraints on accelerations deduced
by time-differentiating (3):

il = —adgi — adgn+ Be | 7(0) =0, (34)

where ¢ plays the role of a minimal set of accelerations
parameterizing any acceleration field compatible with the
internal constraints imposed by the rod model. Moreover,
interpreting this field of acceleration strain as a control
input 4 = fa = ¢, the principle turns to be an optimal
control problem that can be stated as follows.

e OCP2: Find at each time t of the robot motion, the strain
acceleration u that minimizes:

1 . . . =
Clu) = [y 37" Mi)— 0T (F + ad] Mn)dX
+ [y u” (Mag — Hr)dX —i()TFy,  (35)
if the robot is a manipulator, or:
1 . . . =
Clu) = [y 307 M5 — 0T (F + ad] Mn)dX
+ Jo w7 (Maa = Hee)dX —i(0)"F- —i(1)T Fy, (36)

if it is a locomotor. In all cases (manip. or locom.), this has
to be done under the constraint:

./

10" = —aden — adgn + Bu, 37

and the further one:
7(0) =0,

if the robot is a manipulator e

(38)

Note that in this formulation, the mechanical state (g,7) of
the robot is frozen at the current time ¢, which means that
all the (g,n)-dependent functions of (35,36,37) (including
e = BT(g71¢")V — €,45), can be considered as some X-
dependent functions. As a result 7) stands for the state vector
of an optimal linear-quadratic (LQ)-OCP, in which, like in
the static case, X plays the role of time. Using usual control
notations, the linear state system® is defined by (37) and
takes the form:

& =A(t)x + B(t)u + c(t), (39)

with the correspondence between notations as indicated in
table 1, and where the state-independent drift vector c,
can be easily removed by a change of variable on the
accelerations 7 as done in the discrete case in [25]. As
regards the quadratic cost (35) or (36), it is of the generic
Bolza form [26]:

Cu) = [ LaT M(t)z dt
— 3 2Th(t) +uT () dt + H(x(0), z(1)),

where we used the notations of table 1. The control variable
u being unbounded, one can still apply direct variational cal-
culus to obtain the first order necessary conditions that any

(40)

6Referring to OC, where the time replaces X, this is a “time”-variant
linear system.



OCP2 Gauss principle
u Eq =€
t X
h F+ adz/\/ln
z n
f Ngg — Hre
M M
A —adg
B B
¢ (manip.) ()T Fy
¢ (locom) | —n(0)"F_ —n()TFy

TABLE I: Table of correspondences between the linear opti-
mal control problem OCP2 and the Gauss “least constraint”
principle.

optimal control u needs to fulfill [37]. These conditions can
be expressed with the (control) Hamiltonian of a continuum
robot:

H(n, A u) = L(n,

with L, the Lagrangian of the problem defined as the
function under the integral of (35) or (36), and where, as
in the static case, the stress field A defines the costate of
the optimal problem. Then, remarking that the state 1 now
belongs to a vector space, usual variational calculus provides
the classical first order conditions [26]:

u) + AT (—adgi) — adgn + Bu), (41)

OH OH O0H
- Y4 r_ g g
OA A an ~ Ou 0 “2)
as well as the transversality condition:
o¢
A1 (43)
W= gy
for a manipulator, or:
¢ o¢
AO)=——= , A1) = . (44)
=g "V e

for a locomotor. From left to right, the two first equations
of (42) are two Euler-Lagrange ODEs governing the state
7 and costate A vectors, while the third stands for an
algebraic condition that an optimal control u must hold in
any point of an optimal (), A) trajectory. Introducing (41)
into these formulas, and changing the orientation of the
stress, (i.e. A into —A and A4 into —A,4), which is a
matter of convention’, provides:

e The two Euler-Lagrange equations:

’I?l - —adg 0
AN ) M adT

J(3)

—ad:n + Bu
+ ( edI Ay ) (45)
e The optimality condition:
BTA = Agg + Hye. (46)

7Conventionally, in Cosserat theory, A(X) represents the wrench of the
internal contact forces exerted by the piece of rod Y > X onto the piece
Y < X, across the X-cross section, while in Gauss principle this is the
opposite convention which holds.

e The transversality and geometric boundary conditions:

A1) =F1 , g(0) = 1yx4. 47
for a manipulator, or:
A0)=—-F_ , A(1)=F,. (48)

for a locomotor. Solving this formulation is equivalent to
solve OCP2, i.e. an optimal control problem, here based on
Gauss principle.

Remark 2: The above formulation (45-48) holds at any
fixed time. To use it continuously along a time interval,
we need to add a further set of equations. To introduce
this point, let us consider the problem of the dynamic
simulation of a manipulator. If at a_given time ¢, one has
solved (45-47). Then u(t) = &(t) = &,(t) is known and can
be time-integrated twice with an explicit scheme, to give
(fa,éa)(t + At). Then, to update (45-47) at ¢ + At (and
resume the process), we need to reconstruct (g,n)(t + At)
from the knowledge of (£,,&,)(t+ At). This is achieved by
X-integrating from X = 0 to 1, the continuum kinematic
models of transformations and velocities deduced from
(2) and (3) respectively, and initialised with (g,7)(0) =

(14><4,O)Z R
(7)=(adhee)
n' —aden+¢€ )’

where remind that ¢ = B, + B, and £ = BE,. As a
result, to be used in a simulation time-loop, the above set
of equations (45-48) needs to be supplemented with the
reconstruction equations (49). This is in contrast to OCP1
where the Euler-Lagrange equations contained all the
information required by a (static) simulation, and can be
explained by the fact that, while in statics the mechanical
state and the control state are identical (and coincide with
g), in dynamics, the control state is defined by the pose
acceleration 7), while the mechanical state is (g, 7).

(49)

Remark 3: In bio-robotics, the formulation (45-49) with the
reduced stiffness matrix H, = 0, has been used as a con-
tinuous Newton-Euler (NE) model, to inverse the dynamics
of hyper-redundant locomotors inspired from fish [8] and
snakes [38]. As for discrete rigid multibody systems (MBS),
such a model consists of the NE equations of the rigid bodies
(here the cross sections), and of recursions (here ODEs) on
their pauses, velocities and accelerations®. In Section VI, a
new solution to the inverse dynamics of continuous robots
will be given. In [20], a slightly different formulation is
extensively used for the simulation of continuum robots.
This formulation differs from the one derived above in that
the model of 7 accelerations (the upper ODE of (45)) is
ignored, while distributed actuation (e.g., by tendons) is
not modeled by A,4, but rather by F, as discussed in
Section III. Inherited from the ocean engineering community

80ne can deduce this continuous NE model from that of a rigid
multibody system, by taking an infinite number of infinitely small bodies.



interested in submarine cables [39], this alternative dynamic
formulation does not derive from an OCP.

OCP Statics: OCP1 Dynamics: OCP2
Cost funct. Potential energy (19) | Gauss constraint (35) or (36)
State g € SE(3) N € se(3) 2R
Costate A € se(3)* =R A€ se(3)* = RS
State-eq. (25.top) (45.top)
Costate-eq. (25.bottom) (45.bottom)
Optim.-cond. (26) (46)
BVP (25-27) (45-48)

TABLE II: Table of correspondences between the static and
dynamic OCPs.

Before addressing the resolution of OCP1 and OCP2, the
role of mathematical relations and objects from the point of
view of optimal control, are listed in statics and dynamics in
Table 2, which thus allows the two contexts to be compared.

V. RESOLUTION OF THE OCPS FOR SIMULATION OF
CONTINUUM ROBOTS

Using indirect methods for solving OCPs [5], the reso-
lution progresses in two stages. The first consists in using
the optimality condition to remove u from the state and
costate equations. Once this is achieved, these two equa-
tions define an autonomous BVP, which can be solved by
different numerical technics (collocation, shooting method,
finite differences...). This numerical resolution defines the
second stage of the resolution of the OCP. In fine, the
optimality condition can be reused in an inverse way in order
to compute u. We are now going to see how this resolution
method can be applied to static and dynamic simulation of
continuum robots. In section V.A and V.B we first apply
the first stage of the approach in order to produce some
autonomous BVPs for OCP1 and OCP2, whose numerical
resolution is addressed with shooting method in section V.C.

A. Autonomous BVP for OCPI

In the static case, the above approach can be applied with
no difficulty. Indeed, using the condition (26) provides the

elimination relation:
BTA =Agg+Heu = u=H'(BTA - Ay), (50)

which once introduced in (25) provides the autonomous

BVP:

g g(B’H;l(BTA - Aad) + EO)A

N adl A~ F O
with BCs:

9(0) = 1yxa , A1) = Fy.

Finally, to achieve the resolution of OCP1 governing
statics of a manipulator, this nonlinear BVP needs to
be numerically solved, e.g. with the shooting method as
detailed in the section V.C.

(52)

Remark 4: When A,y depends on u = ¢, the optimalit}zj
condition (50) becomes an implicit relation and one cannot
directly use it to eliminate w in the BVP. In such a case, one
could use a further implicit solver, or more simply, reexpress
the BVP (25-27) in terms of strains ¢, instead of stress A,
by directly introducing the full constitutive law (9,16):

A = B(Agq + Hre) + BA,, (53)

in the Euler-Lagrange equations (25). Then, remarking that
A4q depends on X both explicitly and implicitly through e,
we have:

:zd = (8€Aad)€/ =+ aand. 54)

Using this relation as well as the complementarity relations
on selection matrices BT B = (BBT)T =0,,,xn., BTB =
L, xn,» BTB = 1,,_xn., simple projections on the spaces
of allowed and constrained stress, change (25-26) into the
alternative equivalent form:

g g(& + Be)™
AL | = BT(adgA - F) . (55
€ H;Y(BY (adf A — F) — F)

where H, = (Hyp+0cAaa), F = Hle+0xNaq, € and A are
given by (8) and (53) respectively, while (27) now becomes:

€(1) = H (1) (BT Fy — Aaa(1)) , Ac(1) = BTFy.

Finally, note that (55) is now an explicit differential system
with respect to (g, A., €), and that such a process can be used
for any continuous manipulator governed by an actuated
nonlinear constitutive law of the form BTA = f(e,7(t)),
where 9f /0e is invertible, and 7(t) defines a set of time-
varying control inputs.

B. Autonomous BVP for OCP2

1) Application of LQ optimal control theory to OCP2:
A first approach, strictly consistent with Gauss principle,
would consist in addressing the problem (35-38) as a LQ
optimal control problem. However, it is worth noting that
although C is quadratic with respect to the control state, it
is only linear with respect to u. As a result, (46) does not
provide the expression of u, and this LQ-OCP is said to be
singular (see Appendix 2). Indeed, the expected dependence
requires to differentiate the optimality condition of (42)
twice w.r.t. to X which gives:

u =M, [(Aag + Hre)" — B (Diy+ EA+1)],  (56)

where M,, D, E, and I are X-dependent matrices defined
in Appendix (see eq.(107)). Using (56) in (45) provides an
autonomous BVP. In contrast to the static case, this BVP is
linear with respect to (1), A) and it could be solved with some
specific methods as the sweep method [26], which avoids
the iterations of the shooting method by postulating the
existence of a linear relationship between state and costate:

VX €[0,1] + AX)=S(X)n(X)+s(X), (57



where S and s define a field of 6 x 6 matrix and 6 x 1
vector respectively, both solutions of a set of Riccati
ODEs given in Appendix 2. In spite of its apparent
simplicity (due to linearity), this approach suffers from
several drawbacks. First, the singular nature of the OCP
requires further derivations of the constitutive law, which
can be numerically difficult to implement. Second, (56) is
ill-conditioned which makes the Riccati equations unstable.
At last, the approach provides £,, which then would require
to be integrated with an explicit time-integrator (see remark
5), i.e. with integration schemes that are known to be
less stable (than implicit schemes), when applied to the
simulation of nonlinear structural dynamics.

Remark 5: D’Eleuterio and Damaren have shown in [25]
that the Newton-Euler forward dynamics algorithm of Feath-
erstone [40], which allows to find the joint accelerations of
a rigid multibody system from the knowledge of its joint
state and torque variables, is the solution of a LQ problem
similar to the above one, but discrete instead of continuous.
This is in fact not surprising, since as mentioned earlier
(remark 3), a Cosserat rod can be seen as a continuous
multibody system with an infinite number of rigid bodies
(the cross-sections), connected by “infinitesimal” joints (the
usual vector ¢ of joint angles being replaced by the field
&,). Usually, the NE forward dynamics algorithm of MBS is
not deduced from optimal control, but rather by proving by
induction, that a sweep-factorization of the type (57), holds
from the tip body to the basis. To go a little further into
details, in the discrete case, (57) becomes A; = S;7; + s;
where the bodies index j replaces X, and where in the NE
terminology [27], S; and s; denote the inertia matrix and the
“bias-vector” of the “articulated body”, whose “handle” is
the body j. Based on this correspondence, one could expect
to recover in S(X) and s(X) the continuous counterparts of
these discrete concepts. Unfortunately, this is not the case
because of the singular nature of OCP2. In contrast, we
will see in section VI, that the resolution of the inverse
dynamic problem does not suffer of the same difficulties,
and that in this case, the correspondence between the NE
inverse dynamic algorithm of MBS and that provided by
the resolution of (45-48) when £, is imposed through a
prescribed time-law, is entirely preserved.

2) Regularisation of OCP2 by using an implicit time-
integrator: In order to circumvent the difficulties raised by
the singularity, one can directly use an implicit integration
scheme from the beginning. Such an integration scheme is
applied to the field &,, and takes the generic form:

ga,n-i-l = aéa;n-i—l + fn 5 éa,n-&-l = béa,n-l—l + hn7 (58)

where a,b are two time-step dependent scalars, while f,
and h,, are some functions of the values of (§a,£a,§"a) at
past steps t,,t,_1..., all these scalars and functions being
defined by the specific scheme adopted. Now, reminding that
€, = u in OCP2, the integrator (58) imposes to any (£, &)
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possibly solution of the dynamic balance at ¢,,4;, to fulfil
the constraints:

Co=au+t fr , & =bu+hy,

Moreover, thanks to the relations (8) between strains and
the allowed X-rate &,, one has:

e=au+ fn =& , E=bu+h, , E=u. (59)

Therefore, ¢ now depends on u, and the problem becomes
regular since the optimality condition (46) can be explicitly
used to express u= €:

BTA — Apg = Ho(au+ fr — €ao) =
U= %(Hr_l(BTA - Aad) —fat gaO)'

Finally, thanks to the implicit integration and the constitutive
law, the OCP becomes solvable. However, in contrast to the
previous case, since £ = Be + &, and f = B¢, now depend
on u through (59), the continuum kinematics (49) loose their
status of reconstruction equations, to join those of the BVP
(45), which is no longer linear, but takes the full nonlinear
form:

(60)

g dgf .
0 P R
A adf A + Mi) — adi Mn — F
with BCs:
(9,m,1)(0) = (14x4,0,0) , A(1) = F}. (62)
for a manipulator, or:
A0)=—-F_, A1) = F,. (63)

for a locomotor. In all cases, note that &, f and f are removed
from (61), by using the elimination relations:

€= Be+ & = BHY(BTA — Ayg) + &,
é: BE == B(E(H:l(BTA - Aad) - fn + gao) + hn)7
§= Bé = LB Y (BTA — Nga) — fo + Eao),  (64)

which are directly deduced from (8) and (59,60). Note that
as this is expected, when removing all the velocities and
accelerations from this formulation applied to a manipulator,
the autonomous dynamic BVP (61,62) is changed into the
static BVP (51,52). In the case of a locomotor, there are
not enough BCs to fix the solutions of (61) and in this
primary formulation, the BVP is undetermined. However,
we shall see in section 3 how this indetermination can be
removed with an implicit time-integration scheme of the
net motion dynamics. Finally, as in the static case, these
nonlinear BVPs will be solved with the shooting method
in the next section.

Remark 6: In the wake of works on simulation of towed
cables and rods [28], a similar but different approach
was proposed to address the issue of continuum robots
simulation in [20]. In this alternative approach, the



continuous model of accelerations, i.e. the third ODE
(top-down) of (61) being ignored (see remark 3), 7 in the
costate ODE of (61), is removed with an implicit scheme
of the form 7 = c¢n + fy . (with ¢ and f,, ,, a scalar and
a past-dependent function of (n,7), fixed by the choice
of the scheme). Otherwise, f is removed from the second
ODE of (61) as above. This integration is hybrid since it
involves strain (relative) and pause (absolute) accelerations,
and hides the nature of the configuration space on which
the model is based. In contrast, the above formulation
based on Gauss principle, is consistently based on the
strain configuration variables. Beyond these modeling
considerations, we will see later that these two alternatives
are not totally equivalent numerically.

Remark 7: In mechanics, an extensively used one-step
implicit scheme is the Newmark implicit scheme. It has been
originally developed for systems governed by Newtonian
second order ODEs, and enriched along time of several
adaptations (HHT, a-methods...), to tackle different issues
related to nonlinear structural dynamics [41]. It is defined
for any vector of generalized coordinates ¢ € R™, by (58),
in which &, is replaced by ¢ and where we impose:

a=BAt? |, b=~At,
fn=an+ Atgy, + At? (% - 6) Gn

hn = n + AU(L = )G, (65)
with At is the time step, and (3,7) are two constant
parameters tuning stability and dissipation respectively,
while (5,v) = (1/4,1/2) ensures second order accuracy
with no damping, a choice that will be systematically
adopted in the following.

Remark 8: Finally, the above regularization of OCP2 is
based on the inversion of the constitutive law and the use of
an implicit integrator of strain accelerations. Now, one can
easily reflect the consequences of these two ingredients on
the starting cost function. To this end, it suffices to introduce
the first of the relations (59) in the term €7 #,.€ of (35) or
(36), to realize that this regularization consists in adding to
the Gauss cost functional, a quadratic term with respect to
control of the form:

C, = auT H,u, (66)
where a is proportional to At? (for the Newmark scheme
a = BAt?). Therefore, as soon as #H, = 0, as for a
continuous rigid chain, the problem becomes again singular
and the approach aborts. For similar reasons, decreasing At
also put the approach in trouble, and there exists a lower
bound of At, noted At. ("¢’ for “critical”), beyond which
the method becomes unfeasible. From the point of view of
optimal control, in such cases, the cost does not penalize
enough the control which can take infinite values. This
limit of the approach depends on the numerical methods
used to solve the OCP, the machine accuracy, and the
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physical parameters of the rod as this will be illustrated later.

3) Implicit time-integration of a locomotor: In the case
of a locomotor, the root cross-section X = 0 is free
to move in space and the BVP (61,63) is undetermined,
since it consists of 4 X 6 = 24 independent ODEs for
2 x 6 = 12 BCs. To remove this indetermination, it suffices
to time integrate the dynamic of g(0) that we note go, with
an implicit time-integrator. As in the case of strains (see
(58)), such an integrator allows the poses and velocities
(9,m)(0) = (go,m0) to be deduced from the accelerations
7(0) = 1), and so the 3 X 6 kinematic ODEs of (61) require
only 6 BCs. Then, since the remaining ODEs on A require
6 BCs, the 12 BCs (63) are sufficient in number to ensure
BVP resolution. This integrator can be designed without
resorting to any coordinate chart of SO(3). To that end,
we first replace the root cross-section pauses go of SE(3),
by their orientation and position (Rg,70) € SO(3) x R3,
considered as a Lie group with internal composition law
o, such that (Rl,rl) o (RQ,’/‘Q) = (RlRQ,Tl + 7‘2). Then,
we use the usual Newmark scheme on linear spaces for the
positional component 7, i.e.:

T0,n+1 = @Tont1 + fn , Tont1 = 0ot + hpn,  (67)

with a,b, f,, h, defined by formulas (65) in which ¢ is
replaced by 7y, while for Ry, we use an extension of the
same scheme on SO(3) originally proposed in [15]:

O0mi1 = a2 mi1 +En s Qoms1 =00 mi1 + 1y, (68)
with (a,b) given by (65), and:

ke = At + A2 (3 — B)Q0,1,
ln = QO,n + At(l - V)Qo,n )

(69)

and where the vector ©g ,,11 is defined at any time step by:

Roni1 = Ronexp(©Ogni1), (70)

with “exp” denoting the exponential map of SO(3). Note
that this scheme can be simply deduced from the usual
Newmark integrator in vector space defined by (67) and
(65). To that end, it suffices to make appear the dis-
placement 79,41 — 7o, between two steps in the first
of the relations (67), and then when shifting from R3 to
SO(3), to change this displacement into the translation
along the one-parameter subgroup of SO(3) defined by (70),
while keeping all velocities and accelerations expressed in
the mobile frame, consistently with left-invariance of rigid
body dynamics on SO(3) [42]. Now, removing the index
n+ 1, we have the kinematic relations between SE(3) and
SO(3) x R3:

-

{ Q . Qo
T =\ RTio ) ™7\ REito+ (RE70) x % )
Finally, introducing (67) and (68) in these relations, allows
expressing (go, 7o, 7o) at any time beyond t,, as some

Ry, exp(©0) 70 )

71
015 1 D



functions of vy = (0F,rd)T € RS only (the past values
of pause, velocity and accelerations being fixed):

no = A(g) , 1o =B(r) , go=C(w), (72)

where the third of these relations is simply given by (71),
while the two others are detailed in Appendix 3. Note that,
as with any implicit scheme, these relations can be used to
transform the differential equations of motion (here the net
motions), into nonlinear algebraic equations of positional
variables only, that can be treated at each time-step of a
simulation, with an iterative root-finder as the Levenberg-
Marquardt (LM) algorithm.

C. Shooting method for OCP1 and OCP2

To solve the autonomous BVPs (51,52) and (61-64), we
apply the shooting method, which allows to solve a BVP
through a sequence of initial value problems (IVPs) whose
solution converges toward that of the BVP. Practically, one
applies an initial guess of the unknown BCs at X = 0
(proximal end) that is corrected until the integrated solution
of the ODEs of the BVP initialized with these proximal BCs
(which so defines an IVP), matches with the known (distal)
BCs at X = 1. This is achieved in the correction loop of
the LM algorithm that formally reads, with ¢ the adaptive
damping:

ol — gk ((JJT)(xk) + 0’1)71 JT(xk)Tes(Ik)a (73)

where k stands for the index of the iteration, x is the vector
of the unknown proximal BCs, 7s(x) the residual vector of
the known distal BCs, J = (Ores/0x) its Jacobian, x and
Tes being both related by the numerical forward integration
(i.e. from X =0 to 1), of the X-ODEs of the BVP.

Subsequently, the method is applied to the BVP of OCP1,
as well as to that of OCP2 for a manipulator and for
a locomotor. Analysing the known and unknown BCs of
each of these cases, and using the Newmark scheme on
SO(3) x R3 for a locomotor, allows to instantiate  and
res(x) according to table 3. Going into further details, to

OCP
Unknown BCs
Residual vector

Statics: OCP1
z = A(0)
res = A(1) — Fiy

Dynamics: OCP2 (manip.)
x = A(0)
res = A(1) — Fy

OCP
Unknown BCs
Residual vector

Dynamics: OCP2 (locom.)
T =1
Tes = A(l) — F +

TABLE III: Table of instantiation of the shooting method
for our three OCPs.

calculate the residual vector of OCPI1, one first integrates
(51) from X = 0 to 1, starting with initial conditions:

(9,A)(0) = (Laxa, ), (74)
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and then compute re(x) = A(1)—F4. The residual of OCP2
(manip.) is calculated by integrating (61,64) from X = 0 to
1, starting from:

(Qﬂ%naA)(O) = (14><470307‘T)7 (75)

and compute 7e(x) = A(1) — F. For the OCP2 (locom.),
we do the same, but starting with initial conditions com-
patible with the constraints (72) imposed by the implicit
integrator (67-70), i.e.:

(91,7, M)(0) = (C(x), A(z), B(=),

and computing at the distal end: re(z) = A(l) — Fj.
Finally, at any time-step (or “loading-step” in statics),
once the LM loop has converged (i.e. [|re|| is below a
given threshold), £ in statics, and (&, &, €) in dynamics, are
updated with (64). In dynamics, they are stored for the next
step, in f, and h, of (65). The "loading” or time-step is
then incremented, and the shooting algorithm resumes. The
initial guess of this algorithm can be defined as follows.
For a manipulator, x = A(0) is initialized by its value at
the previous loading or time-step, while for a locomotor,
one can use one of the usual predictors of the Newmark
scheme as the inertial (ballistic) one, which consists in
choosing (7o n+1,70,n+1) and (©¢ n+1,20,n,+1) such that
To,n+1 and Qo’nﬂ are forced to zero in (67) and (68)
respectively.

—F), (76)

To complete the picture, the LM loop (73) needs the
Jacobian of the residual vector J = (Jre/0x), to be
calculated. This can be achieved by first linearizing each of
the IVP, to get their tangent IVP, that we note here TIVP.
We now give these TIVP for OCP1, OCP2 (manip.) and
OCP2 (locom.). The first one is given by the linearization
(or second variation A) of (25-27), the second and the
third by that of (61-64). Note that all these TIVPs are fed
with different initial perturbative conditions at X = 0 that
do not affect X in any case (i.e. AX = 0). Therefore,
the second variation A behaves as the first one §, and
fulfills the commutation relation (5). Defining A( such that
Ag = gACA , the TIVPs are defined as follows:

e The TIVP of OCP1 is defined by gathering (51) and:

AYARR N —adeAC+ AL a7
AN ) T\ adP AN+ adX5 A —AFy )
3 AL
where from (64), and since AA,q = 0:
A& = BH 'BTAA, (78)
and with ICs given by (74), and:
(A¢, AA)(0) = (0,Az). (79)

e The TIVP of OCP2 is defined by gathering (61) and:

Al —ade AC + AL
Ay | | —adeAn — adaen + AE
Ay —adg A — adg:An
AN MAT) — adl MAy



0
O .
—adgn — adagn + AL )
—adzn./\/ln + adgAA + adggA — AFey

, (80)

with A&, A«f, and A«f, given by the variation of (64):
. |
A¢ = BH'BTAN |, A¢ = éAg , A& = AL (81)
a a
And with ICs given by (75), and:

(AC, An, An,AA)(0) = (0,0,0, Ax). (82)
in the case of a manipulator, and by (76) and:
(A¢, An, An, AA)(0) = (83)

((0C/0x)Ax, (0A/0x)Ax, (0B/0x)Ax, —AF_).

in the case of a locomotor, where we used the tangent
maps (Jacobian matrices) to (72) detailed in Appendix
3. Finally, integrating these linearized systems of ODEs
from X = 0 to 1, and keeping only the variation of the
known BCs in X = 1, provides Are, = AA(1) — AF,,
for each of them, where AF,, like AF_ and AF, can
be calculated from the variation (4) of a possibly state
dependent model of the tip wrench F, (resp. F__ and F).
By simple identification of this numerical computation with
the explicit matrix relation Ar.; = (Ores/0x)Ax, one can
infer the following computational process of J = (Jres/0x).
Feeding the above linear ODEs with unit initial conditions
Ar = 6;, i = 1,2,...,6, with §; a vector of zero entries,
except the i*" which is fixed to I, allows the i*” column
of the Jacobian to be computed. Thus resuming this process
column after column, completely fills the matrix.

VI. INVERSE STATICS AND DYNAMICS OF CONTINUUM
ROBOTS

In the above development, we addressed the forward static
and dynamic models, which can be formally defined as
the input-output maps: £, = FSM(state, A,y) and &, =
FDM (state, A,q) respectively, where in statics the state of
the rod is defined by g or £, (through integration of ¢’ = gé ),
and in dynamics by (£,,&,), or equivalently (g,7) thanks
to the reconstruction equations (49). Inverting the role of
inputs and outputs defines the inverse static and dynamic
models: A, = ISM (state,&,4) and A, = IDM(statefad)
respectively. Solving these inverse problems is much more
simple than solving their forward counterparts. Indeed, in
this case, u = € is known in (25), and u = € is known in
(45), which so directly define two autonomous BVPs.

A. Inverse statics of a continuum manipulator

In the static case, it suffices to impose &, = &yq in
the state ODE of (25) that is integrated forward, and to
reintroduce g (which appears in F'(g) and F (g)) in the co-
state equation which is integrated backward from X = 1,
where A(1) = Fy(g), to X = 0. This provides the field
A along the entire rod, which is then used to calculate
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Agg = BTA — H,e. Note that this algorithm in two
passes is the continuum version of the Luh computed torque
algorithm (here in statics) of rigid manipulators [43].

B. Inverse dynamics of continuum robots

In the dynamic case, we need to find the two fields
(1, A) solution of the system of ODEs (45) with BCs (47)
or (48) where u = éa = éad while other state-dependent
fields are considered as functions of X only (e.g. updated
at each time ¢ of a time loop fed by a prescribed motion
t— ($ads £ud, fad)(t)). This problem defines an autonomous
linear BVP with state and costate (1, A) in the generic
form (108) of Appendix 2. As introduced in section V.B,
one can then apply the backward sweep method, which in
both cases (manipulator or locomotor), consists in exploiting
the factorization (57). Then, using the identification and
elimination process introduced in Appendix 2, one obtains
that S and s are solutions of the Riccati ODEs:

5" = M+ ad{ S + Sadg,

s = adgs —F+ S(adgn — Béaq), (84)
where we introduced the notation ' = F + adl M. These
two ODEs need to be X-integrated backward with initial
conditions S(1) = 0 and s(1) = A(1) = F;. Once S and s
known in X = 0, if the robot is a locomotor, 7(0) = 7 is
an unknown of the problem that one has to compute from
(57) in X = 0 and the first of the BCs of (48):

A(0) = =F_ = 5(0)7jo + 5(0)

= 1o = —S(0)~}(s(0) + F_). (85)

If the robot is a manipulator, the same process can be
applied but directly with 7(0) = 0. Finally, this resolution
can be implemented through the following (inverse)
algorithm which proceeds in three passes. First integrate
forward (from O to 1) the reconstruction equations (49),
then integrate backward (from 1 to 0) the two Riccati’s
ODEs (84), starting with initial conditions S(1) = 0 and
s(1) = A(1) = F. Once S and s known over [0, 1], one
can calculate 7 by forward integrating the state equation
of (45) initialised with 7(0) = 0, for a manipulator,
and (85), for a locomotor. While integrating the state,
calculate the costate field A with (57) an the actuated stress
Agqg = BTA — H,e, which is the output of the inverse
dynamics.

Remark 9: This inverse algorithm is new, and in particular
different from, though equivalent to, the one in [8]. When
H, = 0y, xn,, it is nothing more than a continuous version
of the inverse algorithm of MBS based on the composite
bodies [27]. As its discrete homologous, it is structured
into similar functional steps, where the 3 (2 forward and
1 backward) recursions on body indices of the discrete
case, are replaced by 3 ODEs (2 forward and 1 backward)
on the continuous label X. In the terminology of MBS
[27], S(X) and s(X), solutions of (84), are the exact



continuous counterpart of the inertia matrices and external-
inertia wrenches of the composite bodies of a MBS, i.e.,
they define the inertia matrix and wrench with respect to the
X -cross-sectional frame, of a composite beam constituted of
all the cross-sections included into [X, 1] and frozen in their
current configuration. Going further, using standard relations
between ad and Ad operators [44], allows integrating (84),
which yields:

S(X) = [ Ady " MAd; 'Y, s(X) = Ad, [ Fy
— [ AdT(F + S(Béoq — adgn))dY,  (86)

where h = g~ 1(X)g(Y) here represents the transformation
mapping the X-cross-sectional frame onto the Y-one
(Y € [X,1]). Examining (86) confirms that S(X) and
s(X) represent the sum of all the cross-sectional inertia
matrices and external-inertia wrenches along the rigid
piece of beam [X, 1], consistently carried from their local
Y -frame to the X-frame.

Remark 10: As formulated above, the inverse problem is
related to the input-output map A,qy — &, in statics, and
Apa — éa in dynamics. In practise, these inverse static and
dynamic models need to be supplemented with the inversion
of the map 7 — A4, where 7 is a finite set of actuation
inputs that depends on the technology of the actuation.
For example, in the case of TACRs, 7 = (T3, Ty, ...Tn)T
represents the vector of tendon tensions in the equation
(17), and this additional map can be inverted by generalized
inversion as illustrated in [17].

VII. NUMERICAL APPLICATIONS

To illustrate the above simulation approach, we consider
four tests. We start with a tendon-actuated continuum manip-
ulator statically bent by pulling one tendon (test 1), and sud-
denly released in gravity (test 2). In addition to providing a
validation against other simulators, this second test allows to
discuss the behavior of the dynamic simulator. The third test
is inspired of the bench of the flying beam initially proposed
by Simo to validate the model of rigid overall motions in
his geometrically exact FEM (GE-FEM) [15]. This third test
allows to validate our geometric integrator on SO(3) x R3
as well as the OC-based shooting method applied to a rod
free at both ends. In a last example (test 4), the approach is
applied to the simulation of an undulatory swimmer at high
Reynolds numbers internally actuated with a torque field.
All the results are compared to those provided by another
(totally different) simulator recently validated against GE-
FEM in [17]. In this simulator, the strains are projected
on a truncated basis of Legendre polynomials (modes),
whose coefficients are governed by Lagrangian dynamics
coupled to those of the pause of the root (parameterized
with quaternions), all being explicitly time-integrated with
ODE45 of Matlab. The same integrator (ODE45) is here
used to X-integrate the IVPs and TIVPs of the shooting
method. As regards time-integration, we use the previously
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Fig. 2: A rod is deformed by pulling one tendon of a conver-
gent (a) and spiral (b) pair. Snapshots of static equilibrium
configurations obtained by solving OCP1 with the shooting
method applied to the BVP (51,52).

introduced Newmark schemes with (8,v) = (1/4,1/2)
which ensures second order accuracy and no damping.

A. Test 1: a TACR statically deformed

We consider a single piece TACR of length [ = 0.4m
and disk diameters 2R; = 0.04m, equipped with a pair of
convergent and spiraled tendons [17]. Initially aligned with
gravity (i.e. with the vertical), it is deformed by pulling
one of the two tendons (indexed by 1, 2), in the quasi-static
regime. Simulations are carried out by applying the shooting
method to the autonomous BVP (51,52) of OCP1 with the
actuation model (17) in which I' = E; = (1,0,0)7, the in-
fluence of ¢ is neglected, while D; = (0, Ry4(1—(X/1)),0)”
and Dy = (0, Rycos(2rX/1), Rysin(2r X /1)) (1% con-
vergent and spiral routing). Figure 2 displays the converged
equilibrium configurations when incrementing the pulling
force T} step by step from 0 to 67.5N. The arm is modelled
by a rod with p = 8000kg.m > and E = 207GPa, which are
typical of continuum robots [20]. In these examples, which
are representative of all others here not reported, the two
simulators fit exactly in the first case, and very well (error
at the tip ~ 1.4%), in the second. Numerically, the shooting
method just requires a few iterations of the LM algorithm
of Matlab fsolve.

B. Test 2: TACR bent and released in gravity

We reconsider the TACR of test 1 in static equilibrium
under the effect of a convergent tendon with a tension
Ty. At t = O0s, the tendon is instantly cut and the rod
is released under the effect of its stiffness and gravity.
Solving the OCP2 of this manipulator at each time step,
allows to simulate its temporal evolution. Figure 3(a) shows
the time plots of the tip of the rod, here released from
a weakly deformed static configuration (77 = 15N). The
simulation is performed over 1s, with At = 1ms. Once
again, the results obtained with the shooting method (in
blue), here applied to the BVP (61,62), are very close to
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Fig. 3: Rod of test 1 pulled and released from a weakly de-
formed configuration: (a) Time-evolution of the tip position
obtained with the shooting method applied to the BVP of
OCP2 with (blue), and without acceleration equation (red),
and with the reference simulator (green). (b) Snapshots
illustrating the numerical instability due to At < At%.

those provided by the Lagrangian simulator of [17] (green)
which here needs 5 modes to achieve convergence. Beyond
validation, the same example was tested under many other
conditions in order to obtain an overview of the approach,
which can be summarized as follows. First, we remarked
that the shooting method is much more difficult to apply in
dynamics than in statics and requires good initial guesses to
converge. Otherwise, the IVPs defined by (61) can blow up
before reaching the distal end. These difficulties increase in
the regime of finite deformations and/or strong transients,
and the method cannot generally be applied in a single
shoot, but rather in several ones using the “multiple” or
“modified shooting method” of [45]. In all that follows, we
have used a non adaptive version of the latter approach with
10 intermediate shoots. Second, as mentioned in remark &,
decreasing the time-step At tends to degrade the numerical
convergence of the LM algorithm. Calculating the Jacobian
of the residual vector with the TIVPs as explained in section
V.C, contributes to delay divergence, but there always exists
a critical time-step At. below which the method fails. In
order to estimate the value of At., we started by considering
the rod of test 1. For the sake of concision, we use the
notations (EI, pA,l) = (k,p,1), while any quantity related
to this reference rod is indicated with a star. Based on
successive numerical trials and errors, we noticed that the
numerical instability of the simulator is not a threshold
instability, as can be a standard CFL condition [46], but
rather an instability with a “transitional” regime. After a
finer analysis, we obtained that 0.5ms < At% < 1ms. From
this first result, we tried to determine how At. varies when
the physical parameters (k, u1,!) change. The results of this
study led us to the following scaling relationships:

2
At* k: At* 1y At* (l*)’ 87)

which suggest that At follows a law of the form:

2 [PA
At. x x1 I

where  is a dimensionless pre-factor. It seems quite natural
that At. evolves in this way because we recognize in

(88)
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Fig. 4: Rod of test 1 with &k = k*/l()O, pulled with
an horizontal force and released from a highly deformed
configuration: Snapshots (a), and time-evolution of the tip
coordinates (b). The color code is the same as in figure 3.a.

the factor of y, the characteristic time of a linear Euler-
Bernoulli beam [47]. In this regard, note that such a result
could also have been obtained by a dimensional analysis
involving only the parameters k, p and [. It can be seen,
however, that the pre-factor x seems to depend on other
physical factors as the conditions of the test (imposed forces
and motions), and also non-physical ones as the adopted
numerical solver, and the machine accuracy. For example,
in the conditions of the test considered here, the y factor
can be estimated at 1/100. It is also worth noting that the
method proposed here is based on an OCP which tends
to be singular when the matrix a?, of (66) becomes ill-
conditioned (see remark 8). In the present context at, is
of the order of ETAt?, which suggests once again that At,.
evolves inversely with the square root of £k = E1, as the first
relation (87) does. We also noted that At,. is little influenced
by the amplitude of the deformations. Figure 3(b) shows
a few snapshots (every 15ms), of a simulation of the star
rod released from a weakly deformed configuration with
At = 0.5ms< At}. Around 0.18s, the rod seems loosing its
stiffness and some fast undulations appear at its distal tip and
increase up to destabilize simulation. Based on remark 6,
we also applied the same shooting approach but to the BVP
defined by removing from (61) the continuous model of
accelerations (the third ODE from top to bottom). To achieve
comparison in equivalent conditions of time-integration, we
used a one-step Newmark-like implicit approximation of
time-derivatives as proposed in [28], i.e., we approximate
€ and 7 in (61) by:

é=ce+ fen , N=cn+ fon, (89)

where ¢ = (aAt)™Y, f., = ala —1)712, — cz,, for
e and z = 7, and with a a parameter that tunes
numerical damping. In the results here reported we took
a = 1/2, which ensures no damping [28], as this is the case
of the Newmark-integrator (58,65). Note that in this case,
(89) also coincides with the trapezoidal approximation of
[20], which has a second order accuracy like our Newmark
integrator. In Figure 4, we have plotted the results of a 1s
simulation (snapshots and time plots of the tip position),
performed with both simulators based on shooting, and
with the Lagrangian approach of [17]. The rod is the
reference (star) rod with a material one hundred times softer

z =



(k = k*/100). It is initially bent with a horizontal tip force
of 0.4N, and released at ¢ = 0s. As observed in these
plots (which are representative of all others performed in the
regime of finite deformations), the full BVP-based shooting
approach fits perfectly with the Lagrangian simulator, while
the second one (based on the BVP without the acceler-
ations model) shows small discrepancies. Note that such
differences also appear in the small deformation regime,
but after many beats (see red plots of figure 3(a)). Despite
this, the deformations of both approaches remain in good
agreement with the reference simulator. Another key point
of comparison between the two approaches is that they are
constrained by critical time steps of almost identical values,
suggesting that the interpretation of At. based on Gauss
least constraint principle and OCT also holds for the second
shooting approach.

C. Test 3: a flexible flying stick

This test is directly inspired by the GE-FEM bench of the
flying rod, recently simulated by applying the Lagrangian
approach of [17]. In this test, a straight rod is initially
tilted as illustrated in figure 5.a. Gravity is ignored, and
at t = 0s, a force and a torque are applied to one of its tips
(X =1) according to the time-profiles of figure 5.a, which
are entirely quantified by ¢ max. The stick is thus catapulted
in space in a complex three-dimensional movement. The rod
here considered has the material properties of the slender
swimmer tested in the next example (Im length, 0.1m
diameter, p = 10°kg.m >, E = G = 10°Pa). In Figures 5.b
and c, we plotted the time evolution of the coordinates of
the center of mass of the stick and a sequence of snapshots
every 0.2s for a 5s simulation with ¢3 pax = 10.7Nm.
It is obtained with the shooting method applied to the
BVP (61,63) with the Kirchhoff rod model. As shown in
these graphs, the results obtained with the shooting-based
approach (here with At = 10ms > At,. ~ 3ms) are in very
good agreement with those of the simulator of [17], which
thus confirms its applicability to three-dimensional floating
basis systems, time-integrated with our implicit Newmark-
scheme on SO(3) x R3.

D. Test 4: a continuum bio-inspired swimmer

We now apply the approach to a bio-inspired locomotor,
namely a continuum swimmer mimicking a fish. The fish
body is modelled as a neutrally buoyant 1m length Kirchhoff
rod composed of elliptical cross sections as detailed in
[48] and illustrated in figure 6. The hydrodynamic forces
are modelled with Lighthill’s theory [49], in the geometric
setting of [48],[50]. In this context, we use the change of
variable on stress:

O3><1

AF = VlMaT] - ( TfEl

1
) Ty = 50" Man, - (90)
where V7 is the first (axial) component of 7 in the cross-
sectional frame, F; = (1,0,0)”, while M, stands for the
6 x 6 added mass matrix of the elliptic cross-sections, and

@ c3(t) = c2(t)/40 4
() f1(t) = ea(t)
€2, max
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Fig. 5: Flying stick: (a) Conditions of the test. (b) Mass cen-
ter coordinates vs time. (c) Snapshots over 5s. Blue/green:
shooting/Lagrangian based simulator.

t(s)

Fig. 6: (a) Morphology of the swimmer. (b) V; () given by
the FDM (red/shooting) and the IDM (blue/Riccati ODEs).

Ty is the corresponding density of kinetic energy along
the body. With these notations, the dynamic model of the
swimming fish is given by that of a Cosserat rod (in
vacuum) in which A needs to be replaced by A*, M by
M* = M + M,, and with the BCs:

)} (1). D)

To generate a swimming gait, we take an active constitutive
law (16) in the form of the distributed proportional control:

03x1

A (0) =0, A*(1) = {VWIW‘ ( T;E,

Aa = Aa,d + Hrga = HT’(ga - ga,d)a (92)
where (X,t) € [0,1] x Rt — &, 4(X,t) € R" defines a
desired time-evolution of the shape. In the test here reported,
we consider a planar swimming gait defined by £, 4(X,t) =
(0, Kq,2,0)(X,t) with:

Kd,2(X7t) = fr(t)fw(Xat)’ 93)

where we used two functions. One is a sinusoid ramp time-
function f, of the form:

f»,n(t) =0,0<t<t R f,»(t) =1,t> tf, 94)
t—1t; 1 . t—1t;

fr(t) = —sm(27r > i <t <tf,
tf—ti 27 tf—ti
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Fig. 7: Snapshots of a continuum undulatory swimmer
torque-controlled with an active constitutive law.

which is twice continuously differentiable and thereby guar-
antees smooth time transitions. The second, is a space-time
(backward) wave function f,, defined V(X,t) € [0,1] xR*:

fu(X,t) = (ap+a1 X +a2X?) sin [27T (f - ;)] , (95)

in which A is the wave length, T is the period, and ag, a;
and ao are the coefficients of a second order polynomial
amplitude envelop. To simulate this swimmer, we applied
the shooting algorithm to the BVP (61,63) in which A is
replaced by A* and F defined by (91). We assume the fish
has no stiffness except that of the control law (92). Noting
from (90) and B = (13x3,03x3)7 (the fish is modelled by a
Kirchhoff rod), that BT A = BT A*, the elimination relations
are still (64), in which Ayq = —H,&q.a(t), €u,0 = O3x1.
To illustrate the approach on a representative example,
we reported in figures 6(b) and 7, the time evolution of
the head axial velocity Vi(X = 0) (first component of
7(0) in the mobile frame of the cross-section X = 0),
and a sequence of snapshots obtained with the shape law
(93-95) with (ao,a1,(12) = (1,0.5,2), (ti,tf) = (0, 1),
(A\,T) = (1,1) (SI Units). The time-step of the test is
At = 10ms > At,. ~ 1ms. The control stiffness along the
body is H, = diag(0,50,0), which is enough to ensure &,
to perfectly track &,4. Hence, as illustrated in figure 6(b), the
motion of figure 7 matches with that obtained by directly
shape-controlling the swimmer with the inverse algorithm
of section VLB, i.e. by time-integrating (85) with ODE45,
where S(0) and s(0) are computed at each time step, by
X-integrating the Riccati ODEs (84).

VIII. CONCLUSION

In this paper, we have studied the relationship between
modeling and simulation of continuous robots and optimal
control theory. Based on the Cosserat model, we have shown
that beyond the static case of passive rods actuated by ex-
ternal forces, one can integrate in the optimal control theory
the modeling and simulation of continuous robots actuated
in a distributed manner, both in the quasi-static and dynamic
regimes. In statics, this extension is based on the minimum
potential energy principle applied to a Cosserat rod in which
the actuation is modeled by an internal stress field through
an extended active constitutive law. In dynamics, it is
achieved by invoking Gauss’s principle of least constraint, a
variational principle rarely used in rational mechanics, more
oriented towards Hamilton’s and D’Alembert’s principle.
Using these two principles, the statics and dynamics of
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continuous manipulators and bioinspired locomotors have

been formulated into OCP based BVPs that have been
solved at each step of a simulation loop with the shooting
method, as this is generally done in the continuum robotics
community. Remarkably, the OC perspective has shown that
while the static optimal control problem is well-posed, the
dynamic problem is inherently singular. In the context of
numerical simulation, this singularity can be circumvented
by using an implicit time integrator and the invertibility of
the constitutive law. However, this regularization process
imposes a certain limit to the time-step, below which the
approach fails. Although this phenomenon has been noticed
as one of the major difficulties of the shooting-based ap-
proach applied to dynamics, it has so far been interpreted
as a numerical artifact of the method due to the rounding
errors of the machine. On the contrary, the OC viewpoint
shows that this limitation of the method is in fact due to
the intrinsic structure of the dynamic OCP. In addition, OC
also shows that the dynamic BVP must contain the con-
tinuous acceleration model, which is systematically omitted
in the shooting-based approaches used so far to solve the
forward dynamics of Cosserat rods. As our numerical tests
show, adding this model to the dynamic BVP improves the
accuracy of the simulations. Moreover, as a by-product of
this improvement, the full BVP provided by OC turns to be
a continuous version of the Newton-Euler model of rigid
robots, thus linking the practices of continuous robotics
with the discrete dynamics of rigid robots. Beyond the
case of manipulators, the entire approach was extended to
locomotors and applied to a continuum swimmer inspired
by slender fish. In the context of bio-inspired robotics and
biomechanics, this simulator is a first step towards studying
the interactions of musculoskeletal and nervous systems
with the ambient flow, on which is based the emergent
synchronization of undulatory swimming [51]. Finally, let’s
end this article with some practical tips for the users. In
statics, the shooting-based approach is efficient and always
gives satisfaction. However, in dynamics, it is much more
fragile and fails when the time-step is smaller than a critical
value defined by (88). As shown in this relationship, this
limitation becomes more and more restrictive as the robot
becomes softer and softer, and for this reason we could
not recommend using it (at least in its current state of
the art) in soft robot dynamics. Despite this limitation, the
shooting-based approach has several advantages. First, it
does not require any reduction of the configuration space
and, from this point of view, should be very accurate.
Second, it is conceptually simple to program, at least for
simple architectures (like those simulated in the paper).
Third, the dimension of its residual vector is very small and
independent of the space discretization, and when it works,
the method is very time-efficient.

IX. APPENDIX 1: CALCULUS OF THE GAUSS
CONSTRAINT FOR A CONTINUUM ROBOT

To calculate the acceleration energy of a continuum robot,
we calculate the contribution dT;. of a single rigid cross-



section noted S(X), and add all these contributions along
the rod axis. Any material point of the rod is localized by
its material coordinates (X,Y, Z) where X is the label of
the cross-section containing the particle, and (Y, Z) are its
coordinates in the plane of the cross-section. Then using the
definition (30), we have:

1
AT yee = = / pa’dYdZ, (96)
2 Jsx)

where dYdZ is the area element of the section S(X),
and a. : (X,Y,Z) € R3 = a.(X,Y,Z) € R? is the
acceleration field of the material points of the rod. For the
sake of concision, we introduce the vector X | = (0,Y, Z)7
such that (X,Y,2)T = (X,0,0)T + X . According to
Gauss principle, a. needs to be compatible with the Cosserat
kinematics, i.e., it can be detailed as:
a(X,Y,Z)=¢(X,Y, Z) =
R(X)(V(X) + QX)X 1 + QX0 (V(X) + QX)X 1)),
where ¢ is deduced by time-differentiating twice the
Cosserat kinematics o(X,Y;Z) = r(X) + R(X)X,. In
these conditions, one has:

dTacc = %fS(X) pngdA =
L 5o PV +QX 1) + OV + QX,))2dYdZ,

which can be developed as:

(98)

p(V + QX )2dYdZ
Q(V +QX,))2dYdZ

we = 3 Jsx)
+3 fs
+ [0 PV + OX )TV + QX ,))dY dZ
=C1+Cy+Cs.
We now compute each of the integrals of (99), noted C1, Cy

and C3. Regarding C1, let us remark that the ordinary kinetic
energy of a cross-section being defined by:

AT = 5 [5x) p¢°dYdZ =
3 Jsoo PV +QX1)2dYdZ = 30" M,

we have for the same reasons (i.e. using the same calcula-
tions but with accelerations instead of velocities):

1
Ci = §7ITM7I
Regarding C5, one can ignore it, since it only depends on
velocities and brings no contribution to d7y.. It remains to

calculate the double product C5. It can be detailed first as:

99)

(100)

(101)

Cs = / p(V + QX )TV +QX1))dYdZ. (102)
S(X)

Once more, developing this expression while ignoring the
terms that only depend on velocities, and assuming that the
cross-sectional frame is centered on the mass-center of the
cross-section (i.e. fS(X) pX,1dYdZ = 0), one finds:

Csy = fS(X) pVT(QV)dYdZ+

QX )T (QOX L)Y dZ. (103)

fs(x

7
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where using the definition of the mass pA =

/. S(X) pdYdZ and inertia matrix of the cross section

pJ = fs(x) pX | XTdYdZ, one can show that:
C3 =VT(Q x pAV) + QT (Q x pJQ)
= —n" (ad} Mn), (104)

where we used the definition of ad, and M =
diag(pJ, pAlsy3). Finally, accounting for (101) and (104),
with Co = 0, in (99), and integrating dT .. along the robot,
provides the expression (30) of its “energy of acceleration”.
To calculate the acceleration power of non reactive force
P,c., we first remark that these forces are: the external forces
applied on the two tips (F_, F';) and inside the domain of
the rod (F), those generated by the exogenous activation
(Aqq), and finally the internal restoring forces. Summing the
usual definitions of power of all these forces, and changing
velocities into accelerations, gives (31,32), where remind
that the usual (velocity) power of internal restoring forces

is P =~ (3o € HoedX ) = = [ €7 (Hre)dX.

X. APPENDIX 2: SINGULAR LQ-OCP2

Even if the LQ optimal problem of the forward dynamics
is singular and indeed numerically unfeasible due to the ill-
conditioning of the Riccati equations (see section V.B.1),
we here ignore these numerical considerations and formally
address this problem. When applied to a cost functional
quadratic w.r.t. state and control, the optimality condition
(42-c) directly provides the expected expression of the
control and the optimal control is said to be regular. In
contrast, in our case, the optimal cost C is only linear
w.r.t. the control, and our problem is singular. To derive
the expected expression of £, = u, we need to differentiate
(42-c) further w.r.t. to X, up to make appear explicitly the
control [26]. As proved in [52], the number of derivation
required is even and noted 2p, where p defines the order of
the singular arcs along which the state and costate evolve.
Applying this process to our problem, gives for the zero and
first order X -derivatives of (42-c):

(%) = 0= BTA = Aog + Hre

(1) = 0= BTA = A, + (Hre),

ok (105)

which does not make appear the control, since from (45.b):

"= Mn+ adgTA — F. In contrast, because A” makes

appear 7)’, and finally a=u through the state ODE (45.a),
the second order X-derivative does provide the expected
dependence:

(21)" =0 = BTA" = A, +

o (Hre)" =

Mau+ BT (D + EA+ 1), (106)
where we introduced the notations:
Moo =BT*TMB , D=M + adgT/\/l — Madg ,
E = ad} + adfadf , I = —F' — ad{ F — Madgn,
F = F + adl My, (107)



As a result, the singular arcs are of degree one, and the
expression of u provided by inverting (106), is defined by
(56). Then, using (56) in (45) provides the autonomous BVP
(indexes s and ¢ mean “state” and “costate” respectively):

77/ _ Pss Psc 77 Ds
N )P, pe )\ a )T g

where we introduced the notations:
~-GE )
T s
ad€

P:<P9€ ch>:(—ad§—GD
PCS PCC M
_ Ps _ BM;al (Aad + ’HTE)” - adén - GI

r= (5= ( )
with G = BM_ ! B”. But all the entries of P and p, only
depend on (£,€) and not of the state 7). As a result, they
can be considered as X-dependent functions, and this BVP
is linear with respect to (7, A). As such, it can be solved
with the “sweep method” [26], which postulates the linear
relationship between state and costate (57). Now, identifying
AN = (Sn + s)’ with the costate equation of (108), and
introducing into this identity, the state equation of (108), as
well as the sweep relation (57), one finds:

) , (108)

5" + S(Pusty + Poc(S + 5) + ps) + 8

But such a relation needs to be true for any 7 # 0, which
provides the Riccati ODEs for S(.) and s(.):

S = Pcs - SPss + PccS - SF)SCS)

s’ =P,.s +p. — SP,.5s — Sps. (110)

Finally, the LQ resolution of OCP2 would progress as
follows. First integrate forward (from O to 1) the recon-
struction equations (49), then integrate backward (from 1 to
0) the two Riccati’s ODEs, starting with initial conditions
S(1) = 0 and s(1) = A(1) = F,. Once S and s known
over [0, 1], one can calculate 1 by forward integrating the
state equation of (108), while calculating the costate field A
with (57). For a manipulator, this last integration is merely
initialised with 7(0) = 0, while for a locomotor, we use
7(0) = S710)(A(0)—s(0)) = —S~L(0)(F_+s5(0)), which
requires the invertibility of S(0).

XI. APPENDIX 3: EXPRESSIONS OF C(vy), A(vy), B(vo)
AND THEIR JACOBIANS
While C' () is directly given by (71), A(vp), B(vp) can
be detailed as (remind that vy = (07, rI)7T):

Qo &@0 + ];n
A = = = 111
= (%)= (gt ) o
QO B@o + an
B = . = ~ -

o= (55 ) = (Cagiim ey 3590 )
where R = exp(©9)TRl,. and b = a™', a = bb,
hy = _bfn, fn = h, — C~Lfn, ln = =bkn, kn =l — aky
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Differentiating the above expressions as well as (71), one
can show that:

0C [ T(0g) 03x3
ovg < Osxs R )7 (112)
0A alsxsz  Osxs
g~ (virtony ot )o 0

9B _ ( o ?13><3 _ Osxs )
81/0 (A() — QOVO)T(@O) + aVy (b13><3 - &Qo)Rg ’
where Ay = Vi + Qg x Vj, and (REARy)Y =T (00)AOy,
is the differential of the exponential of SO(3) [15].
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