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Emotion expression in human body posture and movement: a survey on intelligible motion factors, quantification and validation

Mehdi-Antoine Mahfoudi, Alexandre Meyer, Thibaut Gaudin, Axel Buendia and Saida Bouakaz

Abstract—Many areas in computer science are facing the need to analyze, quantify and reproduce movements expressing emotions. This paper presents a systematic review of the intelligible factors involved in the expression of emotions in human movement and posture. We have gathered the works that have studied and tried to identify these factors by sweeping many disciplinary fields such as psychology, biomechanics, choreography, robotics and computer vision. These researches have each used their own definitions, units and emotions, which prevents a global and coherent vision. We propose a meta-analysis approach that cross-references and aggregates these researches in order to have a unified list of expressive factors quantified for each emotion. A calculation method is then proposed for each of the expressive factors and we extract them from an emotionally annotated animation dataset: Emilya. The comparison between the results of the meta-analysis and the Emilya analysis reveals high correlation rates, which validates the relevance of the quantified values obtained by both methodologies. The analysis of the results raises interesting perspectives for future research in affective computing.

Index Terms—Emotion, Body Expression, Survey, Meta-analysis, Human motion, Posture, Human Movement, Motion analysis, Emilya

1 INTRODUCTION

Emotion is a complex phenomenon that is difficult to formalize. According to the American Psychological Association, emotional experiences involve three components: a subjective experience, a physiological response and a behavioral or expressive response. The interpretation of an emotion is subjective, as two different people can perceive and interpret the same emotion differently [1]. Likewise, perception of emotion creates expressions which change from one culture to another [2], [3]. Furthermore, the complexity of an expression increases even more as humans express it through different channels such as facial expressions, speech, postures and movement. Thus, extensive research in multiple research areas has been conducted to understand how humans express emotions motivated by many applications such as disease detection and therapy in psychology or medicine [4], [5]; expression recognition in computer vision [6]; or synthesis of emotional gestures in computer graphics [7]. Abundant literature exists working on different input modalities such as speech, text, physiological signals, images, video, skeleton, etc. using techniques from different areas such as signal processing, statistics, machine learning, etc.

Verbal expression provides an important medium for the expression of emotion [8], nevertheless it is now widely accepted that nonverbal behavior constitutes another important way of communication in addition to speech. Even if facial expression has been widely studied in the area of nonverbal expression [9], several studies from various domains have shown that body expressions are as powerful as facial expressions [10]. In computer science, with the growth and easy access of devices that track 3-dimensional body, like the Kinect [11] or accelerometer based motion capture system [12], body movements become common data. Our assumption is that many applications would benefit from any advances in body expression understanding in order to provide more natural interactions in video games, robotics, human-computer interaction, artistic creation, etc. Some of these applications may favor fully automated approaches, such as when only an input/output emotion label is needed [13], [14]. Other applications might need a set of intuitive parameters associated with values for each expression, in order to edit or analyze them [15], [16], [17], [18], [19].

A movement is commonly represented in computer science by a succession of poses. Each pose is represented by a three dimensional position of each joint or an angle between each successive body parts. Understanding where an emotion is hiding in such data is a non trivial task. In this study we focus on finding parameters that remain intelligible to a human. The key challenge is to find a list of parameters able to encode the emotions for any action such as running, jumping, kicking, etc. A computer animator might want to change one of these parameters to produce a more pronounced expression of a cartoon character [20]. A virtual reality application could analyze the emotional contents of user gestures [21] in order to produce a symmetric expression to a non human virtual character. The movements of a robot might suggests an emotion using such parameters, even if its morphology is limited [22]. We expect to identify understandable parameters such as the tilt of the
spine or a kind of energy measure of each joint movement. Intuitively, a person leaning forward or with low energy motion will reflect a more negative feeling than a person with a bulging torso or with a dynamic motion.

In order to understand how the emotion is expressed in human posture and motion, many research fields such as psychology, arts, computer vision and computer graphics have proposed many comprehensible factors based on intuitive concepts, sometimes calling them parameters or descriptors. But in all publications, these descriptors are completely heterogeneous, either in their definition or units. In this paper, we propose to make a systematic review of all the comprehensive descriptors described in those fields. We have developed a method that unifies these heterogeneous results into a quantified list of expressive descriptors. The same descriptors have been measured in a motion capture database [23], [24]. We finally compared the results of the two analyses, and quantified the correlation between the two approaches.

2 Expressing emotion through body motion

Several studies from various domains have shown that body expressions are as powerful as facial expressions [10], [25] and this have been verified in many situations such as education [26], [27], sport [28] or communication [29]. According to [25], [30], body language includes different types of non-verbal indicators embodied in the postures and in the gestures: hands, head positions or movement; opening or closure of the shoulders and the torso; tempo, repetitions, energy of a gesture; etc. All these small imperceptible indicators change the way a person realizes an action such as walking, sitting, standing, catching objects or lying down, etc. It is commonly accepted [31] that it provides some cues about the inner emotional state of a person.

More formally, the psychology domain defines what are called general movement protocols, which consist of a set of cues for each emotion. These cues include textual description, often accompanied by values presented in a table. The computer vision domain talks about descriptors used by algorithms of classification for automatic emotion recognition. The field of computer graphics refers to the parameters, often provided to an animator in order to edit an animation. These three concepts called cues, descriptors and parameters all refer to the factors responsible for the bodily expression of emotion. The field of psychology seeks to understand the mechanism of the expression and the factors influencing the perception. The field of art has also contributed to formalize the relationship between movement and expressiveness [32], [33], [34]. Historically, the field of affective computing has used this knowledge to provide automatic approaches to recognize emotion expressions [35]. There is now a growing interest in approaches based on machine learning and more specifically on deep learning that relies on data to automatize this process. These approaches are powerful and strongly improve the recognition rates [14], [36], [37], [38]. In computer graphics, machine learning approaches are able to produce realistic animations [39], [40], and to automatically transfer an expression from one gesture to another [41], [42], [43]. All these approaches tackle an emotion as a high-level information, mostly a label. In emotion recognition, the approaches find the label in real time with very little error. In computer animation, a user choose the label of an emotion and get a realistic result. Nevertheless, many applications would benefit from having more granularity than a simple label. The use of intermediate parameters allows a user to refine the results proposed by an algorithm to handle more subtle emotions. Finding such intermediate parameters remains an open question in the field of computer animation. Few studies in this field have sought to exploit expressive models based on broadly applicable and intelligible parameters [7], [20], [44].

In this study our goal is to propose a list of comprehensible and intelligible features responsible for the expression of emotion in human motion. Our contribution focusing on comprehensible and broadly applicable features could be exploited in multiple research areas: as input parameters to enhance existing user-controllable animation systems [39], [40], in machine-learning-based approaches to build better latent spaces from motion capture data [45], or in psychology to unify different parameters.

2.1 Related Surveys

During the last years, several surveys have listed works related to expression, emotions, styles in body posture, gestures, animations, often focusing on the recognition aspect. The first surveys dealing with emotion recognition do not address a specific modality [46], [47], [48]. They cover in the same article a wide spectrum of cues: voice, face, physiological signals, etc. Emotion recognition based on posture and body movements is only a small part of these surveys.

Kleinsmith et al. in [10] were the first to propose a review entirely dedicated to the perception and recognition of affective body expressions. They study the question of how human factors such as culture affect expression, perception and recognition. They also review psychological studies that have examined body configurations to assess whether specific features contribute to the recognition of specific affective states. Karg et al. in [49] extend the review by looking at the generation or synthesis of such motions, including expressions. Zacharatos et al. in [50] focus on the importance of movement segmentation, since several gestures and emotion may appear in a long movement. Fripp in [51] complete the review by integrating methods for recognizing expression in static posture. Larboulette et al. in [52] provide a review of computable expressive descriptors in human motion. They provide formulas that can be applied to 3D motion capture data.

Recently, Noroozi et al. have updated previous surveys [53]. They review the complete framework for automatic recognition of emotional body gestures, from the capture of static and dynamic pose to the learning process dedicated to the recognition task. They also discuss multi-modal approaches that combine speech or face with body gestures to improve emotion recognition. Ribet et al. extend the review further by studying the notion of style in the context of data representation, motion capture and recognition [38]. As define in [54], they focus on style by defining them with the notion of verbs and adverbs. They study methods working on parameterized motions: the style in motion is defined as
verbs being parameterized by adverbs. For example, walk was a verb and happy and angry were some of its adverbs. Lastly Deligianni et al. in [55] focus on the body expression recognition in the healthcare context. They review methodologies for gait analysis to detect mood disorders.

By matching results from two different methodologies, our work complements recent surveys on several aspects. First of all, we identify the comprehensible descriptors used in the research to differentiate the expression of emotions. To our knowledge, there is no prior work which attempted to build such a list in a systematic review. We also propose a quantification of these descriptors for a number of emotions. The originality of our approach lies in the fusion of different research papers into unified values through a meta-analysis. In addition to this quantitative approach, we provide a way to extract from motion capture data a large part of the descriptors. Larboulette et al. proposed a similar review of descriptor computation. We add some necessary details to ensure perfect reproducibility of the computation and we use anthropomorphic tables to ensure that motion capture data is standardized for any skeleton topology. We finally present a methodology to validate the reliability of each of the emotionally unified values. This validation is obtained by comparing the value of the meta-analysis with those extracted from a motion capture database. All these steps taken together help to determine which comprehensible descriptors are most relevant, and for which emotions, with the aim of improving scientific understanding of bodily expression of emotion.

3 PARAMETERS AND QUANTIFICATION RESULTING FROM THE META-ANALYSIS

This section describes the systematic review done on previous works studying the expression of emotion through body movement in order to extract and unify all descriptors. The meta-analysis provides a list of expressive descriptors associated with a range of values for most common emotions. This section explains the methodology, the difficulties, and the resulting list of parameters and values.

An exploration of the state of the art in different research areas lead to identify studies providing comprehensible descriptor measures for each emotion. (Section 3.1). Despite the diversity of the collected studies, we can observe their results are often represented in tables. The most common representation uses rows for expressive factors and columns for emotions. Each line represents how a given expressive factor is modulated between emotions. We identified recurring expressive factors and emotions by comparing tables from different papers. Even if labels do not match, it is often possible to find correspondences using the textual description. This allows to obtain unified results from heterogeneous data in most cases. The reference lists provided in Sections 3.3 and 3.2 are the result of this process. Using such reference lists makes possible the aggregation of heterogeneous studies. The result takes the form of a big table, using rows as our reference expressive factors and columns as our reference emotions. It is subsequently named meta-analysis table.

An overview of our aggregation strategy is represented in Fig. 1. It can be decomposed into three main steps:
1) the normalization step ensures that all extracted values coming from different sources are expressed in the same range and units (Section 3.4);
2) the assignment step fills meta-analysis table with the normalized values (Section 3.5);
3) the merging step merges values within each meta-analysis cell (Section 3.6).

The last part of this section presents the quantified results of the computed meta-analysis (Section 3.7).

### 3.1 Identification of relevant studies

This meta-analysis focuses on the quantification of comprehensible descriptors responsible for the expression of emotions in the human body and movement. The methodology for identifying relevant studies is illustrated in Fig. 2. It is based on the PRISMA reporting guidelines [56].

For the first step, three databases were queried leading to 365 records with publications dating up to 2022. A survey met the inclusion criteria if it contained at least one section dealing with the expression of emotions in the human movement and/or posture, regardless of the field of application (recognition, synthesis, medical applications, etc.). The final process in step 1 led to identify 9 surveys covering our research field. 4 additional surveys have been included as a result of expert-contact and hand-searching. The publication dates of the included surveys ranges up to 2019.

For the second step, a number of 1228 references have been extracted from the bibliography sections of the relevant surveys. The screening process led to find 216 articles dealing with emotions in the movement and posture of a human body. The inclusion was based on the following criteria:

1) The article provided at least one descriptor extractable from human body movement and/or posture. This excluded descriptors based on physiological, neurological, face, voice or music signals, widely covered in the literature [57], [58], [59], [60].

2) At least one of the descriptors meeting criterion 1 could be easily understood by a non-expert and represented as a real number. This excluded state of the art methods based on complex mathematical transformations, or deep neural networks [61], [62], [63].

3) The article provided measures for at least one descriptor meeting criterion 2 and for at least two different emotions (not including neutral). In the context of this meta-analysis, an emotion is defined as a phenomena of short duration, intense and which can change quickly [49], [64], [65]. We therefore excluded results focusing on moods (phenomena of longer duration), pain (which can be considered as a separate emotional phenomenon [66]), and more generally affective phenomena related to the healthcare domain [4].

<table>
<thead>
<tr>
<th align="center">TABLE 1</th>
<th align="center">Listing of surveys and studies included with the PRISMA procedure.</th>
</tr>
</thead>
<tbody>
<tr>
<td align="center">Step 1 : 13 surveys included</td>
<td align="center"></td>
</tr>
<tr>
<td align="center">Origin</td>
<td align="center">No. of surveys</td>
</tr>
<tr>
<td align="center">* Database search</td>
<td align="center">9</td>
</tr>
<tr>
<td align="center">1 Expert contact and hand-searching</td>
<td align="center">4</td>
</tr>
<tr>
<td align="center">Step 2 : 27 studies included in meta analysis</td>
<td align="center"></td>
</tr>
<tr>
<td align="center">Research fields</td>
<td align="center">No. of studies</td>
</tr>
<tr>
<td align="center">1 Affective computing</td>
<td align="center">10</td>
</tr>
<tr>
<td align="center">2 Psychology</td>
<td align="center">7</td>
</tr>
<tr>
<td align="center">3 Kinesiology</td>
<td align="center">5</td>
</tr>
<tr>
<td align="center">4 Arts</td>
<td align="center">3</td>
</tr>
<tr>
<td align="center">5 Robotics</td>
<td align="center">2</td>
</tr>
<tr>
<td align="center">Measurement method</td>
<td align="center">No. of studies</td>
</tr>
<tr>
<td align="center">* Perceptual assessments</td>
<td align="center">13</td>
</tr>
<tr>
<td align="center">1 Feature extraction from motion capture or video</td>
<td align="center">12</td>
</tr>
<tr>
<td align="center">6 Both (perceptual + extraction)</td>
<td align="center">2</td>
</tr>
</tbody>
</table>
The TABLE 1 lists the 27 articles included in the meta-analysis, with publications dating up to 2018. These articles differ both in their field of research and in the way the values are calculated. There is an almost equal proportion of studies based on the extraction of motion capture data and those based on perceptual assessments. The dominant research area is related to affective computing (emotion recognition, computer vision), followed by psychology, kinesiology (study of human movements), arts (dance and music performances), and robotics.

To conclude this section, it should be noted that we have chosen to extract articles from bibliographies of relevant surveys instead of making a direct systematic search of relevant papers. We acknowledge the limitation of the process as this may have left out some papers. A direct systematic search (i.e. the same query as in the identification process of step 1 in Fig. 2, without the boolean expression “survey OR review”) leads to a very large amount of records (> 5000). Even if not all such studies may have been relevant to this paper, a more inclusive analysis may provide further insights in the subject.

3.2 Reference list of expressive descriptors

The reference list of expressive descriptors is one of the main contributions of this paper. Each of expressive descriptor in the list is made of a label, a description, a list of studies referencing it, and two opposite poles. Such a bipolar representation allows determining the level of influence of an expressive descriptor for a given emotion, relative to a neutral state, which is determined statistically (see Section 3.4). The expressive descriptors families are described in the following subsections.

3.2.1 Biomechanical features

Biomechanical features designate the lowest level primitives in human body that hold expressivity: these are the joints movements like neck flexion, shoulder abduction, etc. Among all the expressive descriptors, these are the most difficult to label. In our study set (see the “References” column in Table 3), many naming conventions can be observed such as Euler Axes, body parts orientation, etc. This leads to a lot of confusion, and sometimes hardly reproducible experiments.

In order to prevent such kind of reproductibility issue, we used knowledge from the field of functional anatomy [95], [96], [97] to design Fig. 3. It provides an illustration of all the joint rotations referenced in the meta-analysis, along with the studies that measure them.

In the rest of this study, the biomechanical features listed in Fig. 3 will sometimes be postfixed by the amplitude keyword in order to make the distinction between instantaneous measurements (e.g. elbow flexion) and delta measurements over a time window (e.g. elbow flexion amplitude).

3.2.2 High level features

In contrast to biomechanical features that are intended to describe body movements in a very factual way, higher level features allow to describe movements and postures in a more conceptual way. They may seem subjective, but they can actually be defined as a combination of lower level factors (see Section 4.1.3). Moreover, these features are scalable, in the sense that they can be used to describe the movements of a limb as well as a whole body.

In the first part of TABLE 2 are listed all gait features (walk stride length, walk speed, etc.), descriptive adjectives (fluidity, regularity, etc.) and movement properties (movement activity, movement amplitude, etc.) that we encountered in the meta-analysis study set.

The second part of TABLE 2 provides a listing of the main components of the Laban’s effort and shape factors along with the studies that measure them. Rudolf Laban is a choreographer from the 20th century who developed notation systems to describe human movements. His work is used in many research fields such as psychology, robotics, computer animation or motion analysis. An important part of his work is dedicated to the research of factors allowing to communicate and to transcribe the expressive qualities of a movement. Laban groups these factors into two distinct categories:

- effort for dynamic factors (how movement progresses in a time sequence);
- shape for postural factors (how body form changes).

Effort is subdivided into space, time, weight and flow components. Shape can be related to effort by expressing it with the same components [98].

The definitions provided in TABLE 2 are based on Laban’s books [32], [33] and writings from certified Laban Movement Analysts [98], [99], [100]. Although a substantial part of the studies listed in TABLE 2 do not refer to the Laban factors explicitly, their descriptions closely match. The Laban time effort descriptor refers to the speed/duration of a movement, which can be described in many ways, such as ‘slow/fast’ [84], ‘velocity’ [77], [92], etc. The Laban weight effort relates to the amount of energy injected into the movement and match many descriptions such as ‘energy’ [82], [89], ‘powerful’ [71], etc. The Laban space effort refers to the spatial expansiveness of a movement and is really close to the notions of ‘directness’ [81], ‘spatial extension’ [80], etc.

3.3 Reference list of emotions

Designing a reference set of emotions is not a trivial task. A small set would aggregate too many different labels into the same bin, resulting in a lack of affect diversity. On the other hand, using a larger set decreases aggregates, leading to fuzzier and less reliable values.

Many researchers have attempted to define an universal set of perceived emotions [101] and there is now scientific consensus on at least six of them: happiness, sadness, disgust, fear, anger, or surprise. A lot of considered studies are referencing these “basic” emotions. Though, there are also references to more subtle affective states such as shame [24], [80], [81], boredom [71], [80], anxiety [24], [71], [89], [102].

In order to classify a wide range of emotion types whilst keeping a compact representation, we used a lookup table of 38 affect categories proposed by Scherer [64], and presented in TABLE 3. A category is made of a central label and stems referring to synonyms of that label. A stem can occur in multiple categories, as it may have different meaning depending on the context.
Our modifications and additions to Scherer’s original work are motivated by the following points:

- Some studies include neutral performances. The new neutral category catches these kinds of specific entries.
- Usage of joy is often ambiguous, as it can refer to happiness as well as elation/euphoria. We renamed the Scherer’s joy category to the less ambiguous word elation to prevent any misinterpretation, and we placed the joy* stem in the elation and happiness categories.
- All other bolded stems are not referenced in Scherer’s original work, but do appear in the meta-analysis study set. For each of these stems, we chose the closer affect categories simply using the Merriam-Webster English dictionary.

3.4 Normalizing results from heterogeneous studies

Distinct studies may have made reference to the same expressive factor using completely different units: studies based on perceptual assessments mostly use n-item Likert scales, whereas computational studies provide measurable data, such as angles or speed.

As mentioned above, every study result from our meta-analysis set (listed in TABLE 1) can be represented in the following table form:

$$
\begin{array}{c|cc}
\hline
& \epsilon_1 & \ldots & \epsilon_j \\
\hline
f_1 & x_{1,1} & \ldots & x_{1,j} \\
\vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
f_i & x_{i,1} & \ldots & x_{i,j} \\
\hline
\end{array}
$$

(1)

where each cell \(x_{i,j} \in \mathbb{R}\) contains the value of an expressive feature labelled \(f_i\) when performing emotion labelled \(\epsilon_j\). These labels are the ones used in the original paper.

We define as \(\Omega\) the set of non-significant values. A non-significant \(x_{i,j}\) expresses that feature \(f_i\) is unnoticeable regarding emotion \(\epsilon_j\). These values are either those labelled as non-significant (‘ns’) in the source paper such as some values in [81], either those which are blank cells such as some values in [76].

Any other computation employed to determine the significance of specific cells, such as ANOVA statistical method, have been ignored. We believe that evicting some values is only relevant on their own datasets, whereas this study aims to aggregate as much value as possible without any assumption. Therefore, we take all raw results of all cells, provided that a value is explicitly specified.

Some studies are using unsigned features that are part of a more general signed feature. For example, [80] is using Shoulders up which is the positive part of the signed feature Shoulder Elevation. We denote \(\mathbf{U}\) this set of unsigned features.

For any input set of values \(\mathbf{V}\), its cardinality is denoted \(\text{card}(\mathbf{V})\). The arithmetic mean, standard deviation, root-mean-square and relative standard deviation (also known as coefficient of variation) of \(\mathbf{V}\) are respectively defined as:
Table 2

High level features extracted from meta analysis

<table>
<thead>
<tr>
<th>Features based on gait properties, descriptive adjectives and general movement properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Approach</td>
</tr>
<tr>
<td>Exaggeration</td>
</tr>
<tr>
<td>Movement activity</td>
</tr>
<tr>
<td>Movement amp.</td>
</tr>
<tr>
<td>Movement anticipation</td>
</tr>
<tr>
<td>Movement exertion</td>
</tr>
<tr>
<td>Movement settle</td>
</tr>
<tr>
<td>Regularity</td>
</tr>
<tr>
<td>Smoothness</td>
</tr>
<tr>
<td>Walk arm swing</td>
</tr>
<tr>
<td>Walk lat. body sway</td>
</tr>
<tr>
<td>Walk speed</td>
</tr>
<tr>
<td>Walk step frequency</td>
</tr>
<tr>
<td>Walk stride duration</td>
</tr>
<tr>
<td>Walk stride length</td>
</tr>
<tr>
<td>Walk vertical head sway</td>
</tr>
</tbody>
</table>

Let denote $X_i = \{x_{i,1}, \ldots, x_{i,j}\}$ the value set of the $i^{th}$ expressive feature for each emotion. We can define the set of significant values as follows:

$$S_i = \{x \in X_i \mid x \notin \Omega\}$$

We define a normalization function which expresses each value relative to the mean $\bar{S}_i$ and then scale it using $\sigma(S_i)$. It is defined as follows:

$$\eta_i(x) = \begin{cases} x, & \text{if } x \in \Omega \text{ or } \sigma(S_i) = 0 \text{ or } \text{rns}(S_i) = 0 \\ \bar{x} \text{ if } x \in U \\ \frac{x - \bar{S}_i}{\sigma(S_i)}, & \text{otherwise} \end{cases}$$

Each raw table (1) is normalized by applying $\eta_i(x)$ on each cell. If $\eta_i(x) = \text{ignored}$, the cell value is ignored for
TABLE 3
Affect categories and associated stems suggested by Scherer [64]. A stem may be followed by a *, suggesting all possible variations (e.g. joy* gives joyfulness, joyous, etc.). Our changes are framed

<table>
<thead>
<tr>
<th>Category Name</th>
<th>Matching Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>admiration/awe</td>
<td>admir*, adore*, awe*, dazed, dazz*, enzapt*, enthral*, fascina*, marveil*, rapt*, reveren*, spellbound, wonder*, worship*</td>
</tr>
<tr>
<td>amusement</td>
<td>amaze*, fun*, humming*, laugh*, play*, rollick*, smug*</td>
</tr>
<tr>
<td>anger</td>
<td>anger*, anger*, cross*, enrag*, furious, fury, insane*, infatuat*, irate, in*, mad*, rage*, resen*, temper, wrath*, wrongat*, hot anger, cold anger, aggressiv*, attack*</td>
</tr>
<tr>
<td>being touched</td>
<td>affect*, mov*, touch*</td>
</tr>
<tr>
<td>boredom</td>
<td>bort*, ennui, indifferen*, languor*, tedi*, wear*, fired*, exhaust*</td>
</tr>
<tr>
<td>compass</td>
<td>commiser*, compass*, empath*, pat*, sympat*</td>
</tr>
<tr>
<td>contempt</td>
<td>contempt*, deny*, deprec*, deris*, dispir*, dissair*, scorn*</td>
</tr>
<tr>
<td>contentment</td>
<td>comfortab*, content*, satis*</td>
</tr>
<tr>
<td>desperation</td>
<td>defect*, desolat*, despair*, despond*, disconsolate*, hopeless*, incomplet*, helpless*</td>
</tr>
<tr>
<td>disappointment</td>
<td>comedown, disappoint*, discontent*, disenchant*, disgruntl*, disillusion*, frustrat*, jilt*, letdown, resign*, sour*, thwart*, defeat*</td>
</tr>
<tr>
<td>dissatisfaction</td>
<td>dissatis*, unhapp*</td>
</tr>
<tr>
<td>envy</td>
<td>envious*, envy*</td>
</tr>
<tr>
<td>fear</td>
<td>afraid*, aghast*, alarm*, dread*, fear*, fright*, horr*, panic*, scare*, terror*</td>
</tr>
<tr>
<td>feeling</td>
<td>love, affection*, fond*, love*, friend*, tender*</td>
</tr>
<tr>
<td>gratitude</td>
<td>grat*, thank*</td>
</tr>
<tr>
<td>guilt</td>
<td>blame*, contrit*, guilt*, remorse*, repent*</td>
</tr>
<tr>
<td>happiness</td>
<td>cheer*, bliss*, delect*, delight*, enchant*, enjoy*, felicit*, happ*, merr*, joy*, joyous*</td>
</tr>
<tr>
<td>hatred</td>
<td>acrimon*, hat*, rancor*</td>
</tr>
<tr>
<td>hope</td>
<td>buoyart*, confidest*, faith*, hop*, optim*, aspire*</td>
</tr>
<tr>
<td>humility</td>
<td>devout*, humility*, inferior*</td>
</tr>
<tr>
<td>irritation</td>
<td>annoy*, exasperat*, grump*, indign*, irritat*, sullen*, vex*, antipath*, defiance</td>
</tr>
<tr>
<td>jealousy</td>
<td>covetous*, jealous*</td>
</tr>
<tr>
<td>lust</td>
<td>carnal*, lust*, climax*, erotic*, orgasm*, sens*, sexual*</td>
</tr>
<tr>
<td>pleasure/enjoyment</td>
<td>enjoy*, delight*, glows*, pleas*, thrill*, zest*</td>
</tr>
<tr>
<td>pride</td>
<td>pride*, proud*, conceit*</td>
</tr>
<tr>
<td>relief</td>
<td>rele*</td>
</tr>
<tr>
<td>sadness</td>
<td>chagrin*, deject*, dol*, gloom*, glum*, grie*, hopeless*, melancho*, mourn*, sad*, sorrow*, tear*, weep*, depress*</td>
</tr>
<tr>
<td>shame</td>
<td>abash*, ashamed*, crush*, disgrace*, embarres*, humillat*, shame*, inferior*</td>
</tr>
<tr>
<td>surprise</td>
<td>amaze*, astonish*, dumbfound*, startl*, stunn*, surpris*, aback, thunderstruck, wonder*</td>
</tr>
<tr>
<td>tension/stress</td>
<td>activ*, agit*, discomfort*, distress*, strain*, stress*, tense*</td>
</tr>
<tr>
<td>positive</td>
<td>agree*, excellent, fair, fine, good, nice, positiv*</td>
</tr>
<tr>
<td>negative</td>
<td>bad, disagree*, lousy*, negativ*, unpleas*, negati*, reject*, denial*</td>
</tr>
<tr>
<td>neutral</td>
<td>neutral*</td>
</tr>
</tbody>
</table>

all subsequent steps of the meta-analysis. The set of \(N\) normalized tables obtained from the meta-analysis study set is denoted \(\mathbf{T}_{\text{norm}} = \{t_1, t_2, \ldots, t_N\}\).

It is worth noticing that \(t_i(x)\) uses \(\mathbf{S}_i\) as a reference point. Carefully choosing this point is crucial for the merging step. Most of the studies in the meta-analysis set introduce a neutral emotion for comparison purpose, and some authors use it as a reference point [76], [87], [92]. We argue that values coming from neutral labels are often biased: this state has no clear definition, and can be influenced by many factors such as the performer mood, personality or morphology.

On the other hand, arithmetic mean is highly dependent on the chosen emotion set. For instance, computing mean on the expressive feature set \(\{x_{\text{happy}}, x_{\text{sad}}, x_{\text{angry}}\}\) probably won't give the same result as \(\{x_{\text{sad}}, x_{\text{shameful}}, x_{\text{bored}}\}\). We observed that such extreme cases never occur in practice because studies use sparse and distinct emotions such as \(\{x_{\text{happy}}, x_{\text{sad}}\}\) [5] or \(\{x_{\text{angry}}, x_{\text{fear}}, x_{\text{happy}}, x_{\text{sad}}\}\) [76], leading to a stable mean.

Though we seem to find a satisfying reference point for our meta-analysis, there is no doubt that research on affective computing would benefit from a deeper, dedicated study on this topic.

3.5 Filling the meta-analysis table

Once our studies are converted into normalized tables, we have to put their values into their corresponding row/column entries in the meta-analysis table \(\mathbf{M}\), using our reference lists of emotions and features. Let denote \(\mathbf{E} = \{e_1, \ldots, e_{\tilde{\mathbf{F}}}\}\) the reference emotion list (first column in TABLE 3) and \(\tilde{\mathbf{F}} = \{f_1, \ldots, f_{\tilde{\mathbf{F}}}\}\) the reference feature list (in Fig. 3 and TABLE 2).

For each value \(x_{i,j}\) in a given normalized table \(t_{i,j}\), we identify a subset of reference emotions in \(\mathbf{E}\) and a reference expressive feature in \(\tilde{\mathbf{F}}\) that respectively label the labels \(e_j\) and \(f_i\) of the original paper. This gives the corresponding cells to update in the meta-analysis table. The whole procedure is expressed by the following algorithm:
Algorithm 1 Assignation procedure

Input: set of normalized tables $T_{\text{norm}}$, set of reference emotions $\overline{E}$ and set reference expressive features $\overline{F}$

Output: meta-analysis table $\overline{M}$

1. $\overline{M} = \text{createEmptyMetaAnalysisTable}(\overline{F}, \overline{E})$
2. for each $t_k$ in $T_{\text{norm}}$ do
3.   for each feature in $t_k$.getFeatures() do
4.     for each emotion in $t_k$.getEmotions() do
5.       $\overline{E}_{\text{match}} = \text{matchEmotionSet(emotion, } \overline{E})$
6.       $\{f, \text{isOpposite}\} = \text{matchFeature(feature, } \overline{F})$
7.       $x_{\text{norm}} = t_k$.getCell(feature, emotion)
8.       if $x_{\text{norm}} \neq $ ignored then
9.         if isOpposite then
10.        $x_{\text{norm}} = -x_{\text{norm}}$
11.       for each $\overline{e}_{\text{match}}$ in $\overline{E}_{\text{match}}$ do
12.       $\bar{M}$.appendValueToCell($x_{\text{norm}}, f, \overline{e}_{\text{match}})$
13. return $\overline{M}$

3.5.1 Emotion label matching

The function matchEmotionSet used in Algorithm 1 return a subset $\overline{E}_{\text{match}}$ from any input original label $e$ with the following algorithm:

Algorithm 2 matchEmotionSet

Input: emotion label $e$, set of reference emotions $\overline{E}$

Output: set of matching reference emotions $\overline{E}_{\text{match}}$

1. $\overline{E}_{\text{match}} = \{\emptyset\}$
2. for each $\overline{e}$ in $\overline{E}$ do
3.   for each stem in $\overline{e}$.getStems() do
4.     if matchStem(stem, emotion) then
5.       $\overline{E}_{\text{match}}$.appendValue($\overline{e}$)
6.     break
7. return $\overline{E}_{\text{match}}$

Where matchStem(stem, emotion) is a wildcard string matching function (e.g. joyful matches joy*, fearful matches fear*, etc.).

The Algorithm 2 only returns the empty set if the input label does not match any of our affect categories. In these special cases, values are simply ignored and discarded from the meta-analysis table. This occurs for some labels in [79] and [71] for which we did not find any satisfying affective category in Scherer table (such as scrutiny, puzzlement, etc.).

3.5.2 Expressive descriptor matching

Unlike emotions, the expressive descriptor matching called matchFeature in Algorithm 1 is not an automatically performed step. It has been done during the result transcription of our study set. Each of the expressive parameters labels (i.e. each $f_i$ described in Section 3.4) have been manually associated with one reference parameter from $\overline{F}$, by carefully reading the definition provided in the original paper. This association may be subject to a sign inversion (isOpposite property in Algorithm 1). For example, some authors may use extension angles as positive pole, while our reference list favor flexion angles.

In cases where the definition of the parameter provided in the paper seemed unintuitive or difficult to associate with one of our reference parameters in $\overline{F}$, we have chosen to ignore the values. This is for example the case for the notions of periodicity [72], motion of the barycentre [72], excursion [78], frequency [89], pleasant [82], illustrator [80] etc.

3.6 Merging values inside each meta-analysis cell

After the assignation step described in the previous section, we obtain a meta-analysis table $\overline{M}$. Each cell of $\overline{M}$ contains a set of values $X$ coming from various studies but referring to the same feature and emotion. That value set need to be merged to obtain an exploitable scalar representation. For each cell $X$, we compute its arithmetic mean $\overline{X}$ and its standard deviation $\sigma(X)$.

3.7 Meta-analysis results

For all cells in the meta-analysis table $\overline{M}$, we propose a method to identify the most noticeable ones. The proposed method tries to encode both the level of agreement between papers and the ability to represent the emotion. The noticability of a given cell $X$, is determined using the opposite notion:

$$\text{unnoticeable}(X) = \begin{cases} \infty, & \text{if } \overline{X} = 0 \\ 1, & \text{if } \overline{X} \neq 0 \text{ and } \text{card}(X) = 1 \\ \text{rsd}(X), & \text{otherwise} \end{cases} \quad (8)$$

A value is not relevant to represent the emotion if $\overline{X}$ is close to zero. On the other hand, a cell is considered noticeable if unnoticeable$(X)$ is strictly less than one. This occurs when at least two measures coming from independent experiments have been merged, and the majority of measures are sharing the same sign. This does not necessarily mean that cells with only one measure (unnoticeable$(X) = 1$) should not be trusted, since the original experiment may have found a significant difference between emotions for this single value.

In order to have a more direct view of relevant results, we also propose a method to sort emotions and descriptors by level of noticability. The noticability level of a given descriptor (row) or emotion (column) in the meta-analysis table is computed using only the noticeable cells:

$$\text{noticeableLevel} = \sum 1 - \text{unnoticeable}(X_{\text{noticeable}}) \quad (9)$$

For a given descriptor, a high level of noticability can be interpreted as a high level of agreement on its ability to characterize different emotions. For a given emotion, a high level of noticability indicates a high level of agreement on its ability to be expressed through different descriptors. The meta-analysis results are presented in TABLE 4. Emotions without noticeable cells have been discarded from the table for layout issues (irritation, humility, amusement, etc.). In the following subsections, $\oplus$ will refer to positivity and $\ominus$ to negativity of the associated value.
<table>
<thead>
<tr>
<th>Movement</th>
<th>Value</th>
<th>Noticeability Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk speed</td>
<td>4.7</td>
<td>-1.3 (0.2)</td>
</tr>
<tr>
<td>Laban time effort</td>
<td>4.6</td>
<td>+1.3 (0.2)</td>
</tr>
<tr>
<td>Laban step frequency</td>
<td>4.5</td>
<td>+1.3 (0.2)</td>
</tr>
<tr>
<td>Vertebral flexion</td>
<td>3.5</td>
<td>-1.3 (0.2)</td>
</tr>
<tr>
<td>Shoulder flex. amp.</td>
<td>3.4</td>
<td>-1.3 (0.2)</td>
</tr>
<tr>
<td>Laban weight shape torso</td>
<td>3.3</td>
<td>-1.3 (0.2)</td>
</tr>
<tr>
<td>Laban space shape</td>
<td>2.8</td>
<td>+0.9 (0.2)</td>
</tr>
<tr>
<td>Laban weight effort leg</td>
<td>2.2</td>
<td>-1.0 (0.2)</td>
</tr>
<tr>
<td>Laban smoothness</td>
<td>0.8</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Knee flexion angle</td>
<td>0.1</td>
<td>-0.9 (0.2)</td>
</tr>
<tr>
<td>Movement settle</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Laban smoothness</td>
<td>0.0</td>
<td>-0.9 (0.2)</td>
</tr>
<tr>
<td>Walk arm swing</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Thoracic vert. flex.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Vert. lat. flex. amp.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Vert. rot. amp.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Wrist flexion amplitude</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Cervical vert. flex.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Cervical vert. lat. flex.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Cervical vert. rot. amp.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Cervical vert. flex. amp.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Cervical vert. lat. flex. amp.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Cervical vert. rot. amp.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Elbow flexion angle</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Shoulder h. flex. amp.</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Shoulder adduction</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Smoothness head</td>
<td>0.0</td>
<td>-0.9 (0.2)</td>
</tr>
<tr>
<td>Smoothness arm</td>
<td>0.0</td>
<td>-0.9 (0.2)</td>
</tr>
<tr>
<td>Smoothness torso</td>
<td>0.0</td>
<td>-0.9 (0.2)</td>
</tr>
<tr>
<td>Laban walk duration</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Exaggeration</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Walk lateral body sway</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
<tr>
<td>Walk vertical head sway</td>
<td>0.0</td>
<td>+1.0 (0.2)</td>
</tr>
</tbody>
</table>

**Noticeability Levels**: Noticeable cells are underlined, and the number inside square brackets stands for the noticeability level.
3.7.1 Noticeable emotions

The underlined cells of a given emotion (column) highlight its noticeable descriptors. For example, according to the meta-analysis results, the expression of pride is characterized by three noticeable factors: extension of the vertebral column (vertebrae flexion ⊕), limbs taking up a lot of space on the transversal plane (Laban space shape ⊕) and large and flexible movements (Laban space effort ⊕). The three emotions with the highest noticeability level are sadness, anger and happiness. The meta-analysis results tend to prove that the bodily expression of these ‘basic’ emotions is well covered and understood by the literature.

Sadness is characterized by decreased movement speed (walk speed ⊖, Laban time effort ⊖), decreased movement energy (Laban weight effort ⊖, movement activity ⊖), decreased movement amplitude (shoulder flexion amplitude ⊖, movement amplitude ⊖) and contracted posture (vertebrae flexion ⊖, Laban weight shape ⊖).

Anger is characterized by increased movement speed (walk speed ⊖, Laban time effort ⊖), increased movement energy (Laban weight effort ⊕), increased movement amplitude (shoulder flexion amplitude ⊖, movement amplitude ⊖), tense movements (Laban effort flow ⊕), contracted spine (vertebrae flexion ⊖) and limbs taking up a lot of space on the transversal plane (Laban space shape ⊖).

Happiness is characterized by increased movement speed (walk speed ⊖, Laban time effort ⊖), increased movement amplitude (shoulder flexion amplitude ⊖, movement amplitude ⊖) and expanded spine (vertebrae flexion ⊖, Laban weight shape ⊖).

The ‘neutral’ column has seven noticeable cells with a mean far from 0, though this central value should represent a neutral state. This reinforces the idea suggested in Section 3.4 that the notion of neutral is biased.

3.7.2 Noticeable descriptors

The underlined cells of a given descriptor (row) highlight its noticeable emotions. For example, the results of vertebrae flexion suggest that this descriptor has a noticeable contribution to the expression of five emotions: sadness, anger, happiness, elation and pride.

The five descriptors with the highest level of noticeability are related to movement speed (walk speed, walk step frequency and Laban time effort), and spinal flexion (vertebrae flexion and cervical vertebrae flexion).

The importance of movement speed to the bodily expression of emotion is highlighted by the three first descriptors walk speed, walk step frequency and Laban time effort. The high level of noticeability of the two gait descriptors walk speed and walk step frequency is explained by the very low standard deviations. The Laban time effort is extensively referenced in the literature (see TABLE 2), leading to eight noticeable emotions.

The next two descriptors are related to spinal flexion: vertebrae flexion and cervical vertebrae flexion. They could seem intuitively correlated, however it can be observed that these two descriptors do not share the same noticeable emotions. For example, anger and pride have low standard deviations for vertebrae flexion and high standard deviations for cervical vertebrae flexion. This could suggest that the cervical vertebrae have a low contribution to the expression of these emotions, but the lower vertebrae are important. Our hypothesis is that the different parts of the vertebral column do not characterize the same emotions.

According to the noticeable cells of TABLE 4, the three descriptors related to movement speed and the two ones related to spinal flexion seem important in expressing sadness, anger and happiness. According to [103], these three emotions are scattered in the arousal-valence space. Using the results from TABLE 4, these three emotions can be defined as:

<table>
<thead>
<tr>
<th>emotion</th>
<th>valence</th>
<th>arousal</th>
<th>spinal flex</th>
<th>movement speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>sadness</td>
<td>⊖</td>
<td>⊖</td>
<td>⊖</td>
<td>⊖</td>
</tr>
<tr>
<td>anger</td>
<td>⊖</td>
<td>⊖</td>
<td>⊖</td>
<td>⊖</td>
</tr>
<tr>
<td>happiness</td>
<td>⊖</td>
<td>⊖</td>
<td>⊖</td>
<td>⊖</td>
</tr>
</tbody>
</table>

We can observe that the arousal dimension is associated with movement speed and the valence dimension with spine flexion. Further studies similar to [104] could be carried out to confirm the hypothesis that some descriptors can be mapped to some dimensions of the arousal-valence space.

3.7.3 Explanation of low and zero noticeability levels

Zero and low noticeability levels are observed for the parameters at the bottom of the table and the emotions on the right side of the table. Low levels are observed because these descriptors and emotions have only cells containing a single value (unnoticeable(X) = 1). These are therefore not noticeable from a meta-analysis perspective because they have not been sufficiently studied and quantified. The meta-analysis show that the understanding and the quantification of the expression of the emotions after the neutral column is still an open issue. In the same way, every descriptors after Laban flow shape have not been explored enough.

4 ANALYZING EXPRESSIVE MOTIONS IN THE EMILYA DATABASE

The meta-analysis is the aggregation of highly heterogeneous data, which may seem risky. For this reason we computed similar descriptors directly on an emotionally annotated motion capture database, with the aim of validating the results of the meta-analysis.

Many databases are available in the field of motion analysis [38]. We chose the Emilya database [23], [24] as it provides a large number of animation files with a wide variety of performed actions and emotions, which can lead to results that are free of a specific motion. The Emilya database contains more than 7000 motions of 7 actions: walking, sitting down, knocking at a door, lifting and throwing an object with one hand and moving objects with two hands. It includes 8 emotional expressions (sadness, anger, happiness, fear, pride, anxiety, shame and neutral). The expressive motions are performed by 11 actors (6 females and 5 males) with an average age of 26 years.

Kleinsmith et al. caution about the influence that spontaneous or acted actions can have on the relevance of analyses [10]. Regarding this issue, we argue that most of the papers used in the meta-analysis are using recorded motions of acted data. Moreover, we think that the range of values we...
obtained will be particularly useful for animation synthesis applications: in this case acted emotions which are more exaggerated and stereotyped does not seem to be a problem and may even be a required quality.

4.1 Feature extraction methodology

This section describes all the steps required to extract expressive descriptors from an animation. A similar work has been conducted by Larboulette et al. [52] but our proposed framework is a complement to their work for several reasons. It introduces the use of anthropomorphic tables to ensure that motion capture data is standardized for any human. Anthropomorphic tables are also used to adequately weight the contributions of the joints and body segments. This section also addresses the question of which coordinate system should be used to represent positions and rotations (either local or absolute, depending on the use case). It also proposes a simple method to segment motion data into movement primitives (instead of using arbitrary fixed time windows). This section finally provides a dedicated part on the measurement of biomechanical joint angles. All these additions and clarifications aim at proposing a framework allowing a total reproducibility of the experiments. It also allows to compare the results of different motion capture databases or different actors.

4.1.1 File preprocessing

Each of the BVH files in the Emilya database is composed of the following items:

- A reference skeleton, which is a hierarchy of named joints. It is represented in Fig. 4: short labels in square brackets are used in equations to keep a compact representation. For this skeleton a reference pose is also defined: it corresponds to the position of each joint relative to its parent considering zero rotation.
- Successive poses representing the animation. Each pose is defined as a time series of joint transforms (translations and rotations) which must be applied to the reference pose.

Describing how to obtain such data from the BVH files is beyond the scope of this topic, and documentation can be found in [105].

Fig. 4 represents the Emilya reference skeleton and how it is associated with a segmented body representation. Each of the body segments are referenced in De Leva’s anthropomorphic table [106]. We use the average of the female and male values as reference.

From this Section to Section 4.1.4, \( M \) will refer to the number of frames in the animation and \( N \) to the number of joints in the hierarchy. The tilde notation \( \tilde{\cdot} \) above any symbol \( \cdot \) will refer to relative data (in opposition to absolute data).

Each animation coming from the Emilya database can be represented as a succession of \( M \) poses over a period of time \( t_M - t_1 \), where \( t_{i+1} - t_i = \Delta t \) is a fixed constant. We represent a pose at time \( t_i \) as a hierarchy of \( N \) joints, defined by a set \( \tilde{\mathbf{X}} \) of \( N \) relative positions constant at every time \( t_i \) (except for the Pelvis joint) and a set \( \tilde{\mathbf{E}}(t_i) \) of \( N \) varying relative ordered angles:

\[
\tilde{\mathbf{X}}(t_i) = \{ \tilde{x}_1, \ldots, \tilde{x}_N \}(t_i) \quad (10)
\]

\[
\tilde{\mathbf{E}}(t_i) = \{ \tilde{e}_1, \ldots, \tilde{e}_N \}(t_i) \quad (11)
\]

where \( \tilde{x}_{Pe}(t_i) \) and \( \tilde{e}_{Pe}(t_i) \) are expressed relative to the world.

The raw input data is transformed as follows:

\[
\tilde{\mathbf{X}}'(t_i) = \{ \text{scale} \cdot \tilde{x}_1, \ldots, \text{scale} \cdot \tilde{x}_N \}(t_i) \quad (12)
\]

\[
\tilde{\mathbf{E}}'(t_i) = \{ \mathcal{F}_{BW3}(\tilde{e}_1), \ldots, \mathcal{F}_{BW3}(\tilde{e}_N) \}(t_i) \quad (13)
\]

where \( \mathcal{F}_{BW3} \) represents a 3rd order Butterworth filter of a cut frequency of one tenth of the sampling frequency applied on each Euler angle. The choice of this specific filtering procedure have been motivated by [107]. Therefore, this produces smooth signal even at third order derivative whilst keeping great motion fidelity.

The value \( \text{scale} \) is applied to positions in order to get standardized measurements expressed relative to a human skeleton of a reference height:

\[
\text{scale} = \frac{\text{AnthropomorphicHeight}}{\text{EmilyaHeight}} \quad (14)
\]

where \( \text{AnthropomorphicHeight} \) refers to the sum of \( \text{trunk} \) (suprasternale to middle hip joint centers), \( \text{thigh} \) (hip joint center to knee joint center) and \( \text{shank} \) (knee joint center to lateral malleolus) heights from De Leva’s table [106] and where \( \text{EmilyaHeight} \) is computed as the height difference between the middle of the shoulders and the middle of the ankles.
4.1.2 Motion measurements and analysis toolbox

In this section are presented measurements and analysis techniques used for the extraction of high level expressive features of motion.

- **Opposite notion**: it should be noted that many descriptors are computed using the opposite notion of the original formulation to stick to the reference descriptors provided in Section 3.2. For example, a positive value of smoothness corresponds to the additive inverse of a jerk value. The opposite notion of a feature is denoted as:

  \[
  \text{Feature}_O = - \text{Feature}
  \]  

- **Parent joint**: the direct parent of a joint \( k \) is denoted \( \text{parent}(k) \).

- **Segment length**: for each joint \( k \), the associated segment length is defined as:

  \[
  l_k = \begin{cases} 
  0, & \text{if } k = \text{parent}(k) \\
  \text{scale} \cdot \|\mathbf{s}_k\|, & \text{otherwise}
  \end{cases}
  \]  

Bone lengths are defined using \( \text{scale} \) and \( t_0 \) in order to ensure constant and standardized values (i.e., animation without scaling factor).

- **Relative joint quaternions**: the set of relative joint quaternions at time \( t_i \) is defined as:

  \[
  \tilde{Q}(t_i) = \{\tilde{q}_1, \tilde{q}_2, \ldots, \tilde{q}_N\}(t_i)
  \]  

These are obtained by converting the set of filtered ordered Euler angles \( \tilde{\mathbf{E}}(t_i) \).

- **Absolute joint quaternions**: the set of absolute joint quaternions at time \( t_i \) is defined as:

  \[
  Q(t_i) = \{q_1, q_2, \ldots, q_N\}(t_i)
  \]  

These are obtained using a forward kinematic algorithm on the skeleton hierarchy with the set of relative quaternions \( Q(t_i) \).

- **Quaternion operations**: given two rotation quaternions \( q(t_a) \) and \( q(t_b) \), the delta rotation quaternion from time \( t_b \) to \( t_a \) is defined as:

  \[
  \Delta q(t_a, t_b) = q(t_a) * \overline{q(t_b)}
  \]  

where the symbol \(*\) denotes the quaternion product and \( \overline{q(t_b)} \) is the conjugate of \( q(t_b) \).

The angle of a quaternion \( q \) is obtained from its \( w \) component:

\[
\text{angle}(q) = 2 \cdot \cos(q_w)
\]  

- **Absolute joint positions**: the set of absolute joint positions at time \( t_i \) is defined as:

  \[
  \mathbf{X}(t_i) = \{x_1, x_2, \ldots, x_N\}(t_i)
  \]  

These are obtained using a forward kinematic algorithm on the skeleton hierarchy using the set of relative positions \( X(t_i) \) and the set of relative joint quaternions \( Q(t_i) \).

- **Local end effector positions**: whenever it is impossible to analyze movements in world space coordinates (e.g., analyzing arm swing during a walk animation), end effectors positions are expressed relative to a specific position and orientation in order to obtain exploitable data.

  Such spaces are defined using a three-dimensional origin vector \( \mathbf{o} \) and a triplet of vectors \( \{\mathbf{u}, \mathbf{v}, \mathbf{w}\} \) representing a left/up/front orthonormal basis.

  The normalization function applied to any vector \( \mathbf{x} \) is defined as:

  \[
  \text{unit}(\mathbf{x}) = \frac{\mathbf{x}}{\|\mathbf{x}\|}
  \]  

Feet and torso are expressed relative to a \( \text{Legs} \) orthonormal basis:

\[
\begin{align*}
\mathbf{e}_{\text{Legs}}(t_i) &= \text{unit}(\mathbf{x}_{\text{Legs}}(t_i)) \\
\mathbf{v}_{\text{Legs}}(t_i) &= \text{unit}(\mathbf{x}_{\text{Legs}}(t_i) - \mathbf{e}_{\text{Legs}}(t_i)) \\
\mathbf{w}_{\text{Legs}}(t_i) &= \text{unit}(\mathbf{x}_{\text{Legs}}(t_i) - \mathbf{v}_{\text{Legs}}(t_i) \times \mathbf{v}_{\text{Legs}}(t_i)) \\
\mathbf{u}_{\text{Legs}}(t_i) &= \mathbf{v}_{\text{Legs}}(t_i) \times \mathbf{w}_{\text{Legs}}(t_i)
\end{align*}
\]  

Hands and head are expressed relative to the \( \text{Arms} \) orthonormal basis:

\[
\begin{align*}
\mathbf{e}_{\text{Arms}}(t_i) &= \text{unit}(\mathbf{x}_{\text{Arms}}(t_i)) \\
\mathbf{v}_{\text{Arms}}(t_i) &= \text{unit}(\mathbf{x}_{\text{Arms}}(t_i) - \mathbf{e}_{\text{Arms}}(t_i)) \\
\mathbf{w}_{\text{Arms}}(t_i) &= \text{unit}(\mathbf{x}_{\text{Arms}}(t_i) - \mathbf{v}_{\text{Arms}}(t_i) \times \mathbf{v}_{\text{Arms}}(t_i)) \\
\mathbf{u}_{\text{Arms}}(t_i) &= \mathbf{v}_{\text{Arms}}(t_i) \times \mathbf{w}_{\text{Arms}}(t_i)
\end{align*}
\]  

The set of end effectors identifiers is defined as:

\[
\text{EndEff} = \{\text{lWr}, \text{rWr}, \text{lAn}, \text{rAn}, \text{Vr4}, \text{He}\}
\]  

with \( \{\text{lWr}, \text{rWr}\} \) representing hands, \( \{\text{lAn}, \text{rAn}\} \) representing feet, \( \{\text{He}\} \) representing Head and \( \{\text{Vr4}\} \) representing Torso.

The set of end effector positions expressed in their corresponding space (either \( \text{Arms} \) or \( \text{Legs} \) is defined as:

\[
\tilde{\text{Eff}}(t_i) = \{\tilde{\text{eff}}_k(t_i) \mid k \in \text{EndEff}\}
\]  

- **Anatomical planes**: any plane can be defined with a coordinate \( \mathbf{n} \) and a direction \( \mathbf{n} \) representing the normal vector to the plane with \( \|\mathbf{n}\| = 1 \):

  \[
  \mathcal{P} = \{\mathbf{n}, \mathbf{n}\}
  \]  

For a given time \( t_i \) the three orthogonal anatomical planes are defined as follows:

\[
\begin{align*}
\mathcal{P}_{\text{lateral}}(t_i) &= \{\mathbf{e}_{\text{Legs}}(t_i), \mathbf{u}_{\text{Legs}}(t_i)\} \\
\mathcal{P}_{\text{transversal}}(t_i) &= \{\mathbf{e}_{\text{Legs}}(t_i), \mathbf{v}_{\text{Legs}}(t_i)\} \\
\mathcal{P}_{\text{frontal}}(t_i) &= \{\mathbf{e}_{\text{Legs}}(t_i), \mathbf{w}_{\text{Legs}}(t_i)\}
\end{align*}
\]


- **Distance to plane:** The signed and unsigned distance of a point \( p \) to a plane \( \mathcal{P} = \{ \mathbf{o}, \mathbf{n} \} \) are respectively defined as:

\[
\text{sdist}(p, \mathcal{P}) = (p - \mathbf{o}) \cdot \mathbf{n} \tag{28}
\]

\[
\text{dist}(p, \mathcal{P}) = |\text{sdist}(p, \mathcal{P})| \tag{29}
\]

- **Travelled distance:** for any varying position \( p(t) \) at time \( t \), its instantaneous travelled distance is defined as:

\[
\text{travel}(p, t) = \|p(t) - p(t - \Delta t)\| \tag{30}
\]

- **Translational joint velocity, acceleration and jerk:** for any varying position \( p(t_i) \) at time \( t_i \), its velocity, acceleration and jerk are defined using finite central differences as in [52]:

\[
\text{vel}(p, t_i) = \frac{p(t_{i+1}) - p(t_{i-1})}{2 \cdot \Delta t} \tag{31}
\]

\[
\text{acc}(p, t_i) = \frac{p(t_{i+1}) - 2 \cdot p(t_i) + p(t_{i-1})}{\Delta t^2} \tag{32}
\]

\[
\text{jerk}(p, t_i) = \frac{p(t_{i+2}) - 2 \cdot p(t_{i+1}) + 2 \cdot p(t_{i-1}) - p(t_{i-2})}{2 \cdot \Delta t^3} \tag{33}
\]

These formulas can be applied to any scalar expression \( s(t_i) \) and any varying vector of arbitrary dimension.

- **Curvature:** for any varying position \( p(t_i) \) at time \( t_i \), its curvature and radius of curvature are respectively defined as:

\[
\text{curv}(p, t_i) = \frac{\|\text{vel}(p, t_i) \times \text{acc}(p, t_i)\|}{\|\text{vel}(p, t_i)\|^3} \tag{34}
\]

\[
\text{rcurv}(p, t_i) = \frac{1}{\text{curv}(p, t_i)} \tag{35}
\]

and for any varying scalar \( s(t_i) \) at time \( t_i \), the curvature and radius of curvature are simplified to:

\[
\text{curv}(s, t_i) = \frac{|\text{acc}(s, t_i)|}{(1 + \text{vel}(s, t_i))^2} \tag{36}
\]

\[
\text{rcurv}(s, t_i) = \frac{1}{\text{curv}(s, t_i)} \tag{37}
\]

- **Rotational joint velocity, acceleration and jerk:** for any varying rotation quaternion \( q(t_i) \) at time \( t_i \), its rotational velocity, rotational acceleration and rotational jerk are respectively defined as:

\[
\text{rotvel}(q, t_i) = \frac{\text{angle}(\Delta q(t_{i+1}, t_{i-1}))}{2 \cdot \Delta t} \tag{38}
\]

\[
\text{rotacc}(q, t_i) = \frac{\text{angle}(\Delta \dot{q}(t_{i+1}, t_{i-1}))}{\Delta t^2} = \frac{\text{angle}(\Delta q(t_{i+1}, t_{i}) \times \Delta q(t_{i}, t_{i-1}))}{\Delta t^2} \tag{39}
\]

\[
\text{rotjerk}(q, t_i) = \frac{\text{angle}(\Delta \ddot{q}(t_{i+2}, t_{i}) \times \Delta \dot{q}(t_{i}, t_{i-2}))}{\Delta t^3} \tag{40}
\]

These equations are obtained by adapting finite central differences to quaternions, assuming that a delta quaternion \( \Delta q(t_o, t_b) \) defined in (19) is equivalent to the following relation in cartesian space:

\[
\Delta p(t_a, t_b) = p(t_a) - p(t_b)
\]

- **Kinetic energy of human movement:** if the human body is represented as a poly-articulated system of \( S \) rigid segments with a mass (represented in Fig. 4), then its total kinetic energy can be defined as the sum of the kinetic energies of its segments [108]:

\[
E_{\text{body}}(t_i) = \sum_{k=1}^{S} E_k(t_i) \tag{41}
\]

The kinetic energy of a single rigid segment \( k \) at time \( t_i \) is equal to the sum of its translational and rotational kinetic energies:

\[
E_k(t_i) = E_{\text{trans}}(k, t_i) + E_{\text{rot}}(k, t_i) \tag{42}
\]

The position of the body center of mass (CoM) at time \( t_i \) is computed from \( s \) segments as follows:

\[
\text{CoM}_{\text{Body}}(t_i) = \frac{\sum_{k=1}^{S} m_k \cdot \text{CoM}_k(t_i)}{\sum_{k=1}^{S} m_k} \tag{43}
\]

where \( m_k \) is the \( k \)th segment mass. and \( \text{CoM}_k(t_i) \) denotes the CoM absolute position of the \( k \)th segment. It is calculated using the segment’s CoM longitudinal position.

Segment masses and CoM longitudinal positions are extracted from De Leva’s table [106], taking the mean of female and male values.

The position of the \( k \)th segment center of mass relative to the body center of mass is defined as:

\[
\text{CoM}_{k/\text{Body}}(t_i) = \text{CoM}_k(t_i) - \text{CoM}_{\text{Body}}(t_i) \tag{44}
\]

Translational energy of segment \( k \) at time \( t_i \) is defined as:

\[
E_{\text{trans}}(k, t_i) = \frac{1}{2} \cdot m_k \cdot \|\text{vel} (\text{CoM}_{k/\text{Body}}(t_i))\|^2 \tag{45}
\]

Rotational energy of segment \( k \) at time \( t_i \) is defined as the sum of the rotational energies on the x, y and z axes:

\[
E_{\text{rot}}(k, t_i) = \sum_{\text{axis}\in\{\text{x,y,z}\}} 1 \cdot I_{k,\text{axis}} \cdot \omega_{k,\text{axis}}(t_i)^2 \tag{46}
\]

where \( I_{k,\text{axis}} \) is the moment of inertia of segment \( k \) around axis and \( \omega_{k,\text{axis}}(t_i) \) is the absolute angular velocity of segment \( k \) around axis at time \( t_i \).

Each moment of inertia is calculated as follows:

\[
I_{k,\text{axis}} = m_k \cdot r_{k,\text{axis}}^2 \tag{47}
\]

where \( r_{k,\text{axis}} \) is the radius of gyration around axis. It is extracted from De Leva’s table [106], taking the mean of female and male values.

Each angular velocity is defined as:

\[
\omega_{k,\text{axis}}(t_i) = \frac{\Delta \theta_{k,\text{axis}}(t_i)}{2 \cdot \Delta t} \tag{48}
\]

where \( \Delta \theta_{k,\text{axis}}(t_i) \) is the delta euler angle around axis.

Delta euler angles are obtained from a delta quaternion by using an Euler to quaternion conversion in XYZ order. This delta quaternion is denoted \( \Delta q(t_{i+1}, t_{i-1}) \) and corresponds to the absolute quaternion of the parent joint associated to segment \( k \) (see Fig. 4). The delta is defined between \( t_{i+1} \) and \( t_{i-1} \), which explains the division by \( 2 \cdot \Delta t \).

- **End effectors motion segmentation:** Most expressive descriptors are computed frame by frame and do not need motion segmentation. On the other hand, some movement
analysis techniques need to split the end effector animation into meaningful primitives. There are a lot of advanced segmentation techniques [109] [110]. We developed an intuitive and computationally efficient approach well suited for our dataset analysis. Our segmentation approach is based on the observation that meaningful end effector movement phases are often characterized by a significantly higher radius of curvature and at least one noticeable velocity peak, as illustrated in Fig. 5.

Segmentation allows to identify the intervals of movement and pause. This is done by looking at the variations of the end effectors positions.

The set of movement intervals of the $k^{th}$ end effector is defined as:

$$\Phi_k = \{\phi_{k,1}, \phi_{k,2}, \ldots, \phi_{k,i}\} \quad (49)$$

Each $\phi_{k,i}$ is defined as a set of successive time values starting at $t_{start}$, ending at $t_{end}$ and with a time step of $\Delta t$:

$$\phi_{k,i} = \{t_{start} + \Delta t, t_{start} + 2 \cdot \Delta t, \ldots, t_{end}\} \quad (50)$$

Any movement interval $\phi_{k,i}$ has the following properties:

- The radius of curvature $rcurv(\tilde{\text{eff}}_{k}, t)$ is always above the threshold $r_{\text{threshold}} = 0.05 m/s$ for any time in the interval $\phi_{k,i}$
- The velocity magnitude $||vel(\tilde{\text{eff}}_{k}, t)||$ is above the threshold $v_{\text{threshold}} = 0.3 m/s$ for at least one time in the interval $\phi_{k,i}$

The threshold values $r_{\text{threshold}}$ and $v_{\text{threshold}}$ have been determined empirically for the Emilia database.

Let denote $A = \{t_1, t_2, \ldots, t_M\}$ the set of each successive time values in the whole animation. The set of idle intervals for joint $k$ is then defined as:

$$\Omega_k = A - \Phi_k \quad (51)$$

Finally, we denote $\Psi_k$ the set of time values which belong to a $\Phi_k$, but where the speed does not reach the velocity threshold $v_{\text{threshold}}$. These correspond to the light blue portions in Fig. 5.

- Result based on the aggregation of multiple joint or segment values: many high level descriptors in the following subsections are expressed as a single scalar for the whole body. This is based on the assumption that a body aggregation value is equal to the weighted sum of its subpart contributions:

$$value_{body} = \sum_{subpart=1}^{subpartCount} weight_{subpart} \cdot value_{subpart} \quad (52)$$

This formulation is regularly employed in the field of motion analysis [52], [85], [102], and we will make the same assumption for this study. Since the meta-analysis study set contains many studies based on perceptual assessments, it is expected that any feature $value_{body}$ computed from the dataset should match the way a human would rate it.

In order to match $value_{body}$ with an experiment based on perceptual assessment, two questions have to be addressed:

- Choose the appropriate coordinate system to calculate the subpart contribution $value_{subpart}$.
- Choose the appropriate weight $weight_{subpart}$ according to the measured descriptor.

Regarding the first point, we have noticed that a lot of papers in motion analysis do not explicitly specify a coordinate system (such as in [52], [85], [102], etc.). However, this choice greatly influences the result of $value_{body}$. Let consider the kinematic chain $A \rightarrow B \rightarrow C$. It is possible to express $C$ either (1) relative to a reference point such as world origin or center of mass, (2) relative to root $A$ or (3) relative to its direct parent $B$. This choice depends on the computed feature. We argue that option (3) is preferable as soon as we consider the joints of kinematic chains: it allows measuring the movements of $C$ independently of the influence of its parents. In this case, it should be noted that the position of $C$ relative to $B$ is equivalent to the relative rotation applied to $C$ and weighted by the length between $B$ and $C$.

The question of which weight to apply to $value_{subpart}$ is also worth discussing. In the specific case of energy, the weight $weight_{subpart}$ is equal to the segment mass, but it is not necessarily relevant for all measurements. For example, we can wonder if the computation of the fluidity of joints should not be weighted by the segment length rather than its mass. Only a few work which attempted to find extraction formulas validated by perceptual assessments [85], [111]. Making such a validation is out of the scope of this study, as it would require a whole study dedicated to this topic. Instead, for each of the expressive features involving a weighted sum we have empirically chosen the most appropriate weight:

- mass $m_k$ for all the features representing movement dynamics (energy or force).
- segment length $l_k$ for all the features representing kinematics motion qualities.
- all features representing aggregations of specific positions or trajectories (such as the end effectors) are not weighted ($weight_{subpart} = 1$).

4.1.3 Extracting high level features

- Smoothness: using the definition provided in [52] the smoothness is linked to the opposite notion of jerk. We
calculate it as the opposite notion of the average of the angular jerk over the whole animation and for all the joints:

\[
\text{Smoothness}_\Theta = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{k=1}^{N} l_k \cdot \left| \text{rotjerk}(\vec{q}_{\text{parent}(k)}, t_i) \right|
\]

(53)

The measure of TorsoSmoothness is the Smoothness calculated on a reduced set of joints \{\text{Vr1, Vr2, Vr3, Vr4}\}. HeadSmoothness is the measure of Smoothness on the single element \{\text{He}\}.

- **Regularity**: it is a complex notion involving both movement continuity (trajectory, speed, etc.) or the repetition of movement patterns [24]. The pattern repetition tracking is based on signal autocorrelation [112] which is not particularly suitable for a large database analysis such as Emilya, where repetitions are mostly due to the performed gestures (e.g., knocking, walking, etc.). As a consequence, we define the regularity solely on its continuity component. The regularity of the \(k\)th end effector is calculated as the opposite notion of its velocity curvature (high velocity curvature is synonym of low regularity):

\[
\text{reg}_k \oplus (t_i) = \text{curv}((||\text{vel}(\text{eff}_k, t_i)||, t_i))
\]

(54)

The global regularity is defined as the mean of the end effector regularities over the whole animation:

\[
\text{Regularity}_\Theta = \frac{1}{M \cdot \text{card(EndEff)}} \sum_{i=1}^{M} \sum_{k \in \text{EndEff}} \text{reg}_k \oplus (t_i)
\]

(55)

The measure of TorsoRegularity and HeadRegularity are defined as Regularity but calculated respectively on \{\text{Vr4}\} and \{\text{He}\}.

- **Movement activity**: it is calculated using \(\Phi_k, \Psi_k, \Omega_k\) and \(v_{\text{threshold}}\) described in Fig. 5.

The level of activity of the \(k\)th end effector is defined as:

\[
\text{Active}_k = \sum_{\{t \in \Phi_k \mid t \notin \Psi_k\}} \text{travel}(\text{eff}_k, t)
\]

\[
+ \sum_{\{t \in \Phi_k \mid t \in \Psi_k\}} \left(1 - \frac{||\text{vel}(\text{eff}_k, t)||}{v_{\text{threshold}}} \right) \cdot \text{travel}(\text{eff}_k, t)
\]

(56)

The idle level of the \(k\)th end effector is defined as:

\[
\text{Idle}_k = \sum_{t \in \Omega_k} v_{\text{threshold}} \cdot \Delta t
\]

\[
+ \sum_{\{t \in \Phi_k \mid t \in \Psi_k\}} \left(1 - \frac{||\text{vel}(\text{eff}_k, t)||}{v_{\text{threshold}}} \right) \cdot \text{travel}(\text{eff}_k, t)
\]

(57)

The measure of movement activity of the \(k\)th end effector is then defined as:

\[
\text{Activity}_k = \frac{\text{Active}_k}{\text{Idle}_k + \text{Active}_k}
\]

(58)

And the measure of body movement activity is defined as:

\[
\text{Activity} = \frac{1}{\text{card(EndEff)}} \sum_{k \in \text{EndEff}} \text{Activity}_k
\]

(59)

The measure of ArmActivity is defined as Activity but calculated on the end effector subset \{\text{Wr, rWr}\}.

- **Laban factors**: The work of Laban is extensively used in the field of motion analysis. The major drawback comes from the fact that these factors are very subjective: they are based on personal interpretation, and require a certification in Laban Movement Studies. TABLE 5 gives a review of existing formulations for each of the Laban effort/shape factors. Due to high subjectivity of the Laban parameters, this leads to various computation methods in scientific literature. Bolded entries are the definitions we have selected (most dominant). Selected methods are detailed in the rest of this section.

- **Laban space effort**: it is defined as the level of directness of the end effectors. First, we need to segment the end effectors motions into meaningful movement primitives using the method described in Section 4.1.2.

Then from any movement interval \(\phi_{k,i}\) of the \(k\)th end effectors, the trajectory length is computed as:

\[
\text{TrajectoryLength}_{k,i} = \sum_{t \in \phi_{k,i}} \text{travel}(\text{eff}, t)
\]

and the straight line length is defined as:

\[
\text{StraightLength}_{k,i} = ||\text{eff}(t_{\text{end}}) - \text{eff}(t_{\text{start}})||
\]

(61)

where \(t_{\text{start}}\) and \(t_{\text{end}}\) are the boundaries of the given interval \(\phi_{k,i}\).

The measure of trajectory directness for the \(k\)th end effectors is defined as:

\[
\text{Directness}_k = \frac{\sum_{i=1}^{\text{card}(\Phi_k)} \text{TrajectoryLength}_{k,i}}{\sum_{i=1}^{\text{card}(\Phi_k)} \text{StraightLength}_{k,i}}
\]

(62)

The space effort is calculated as the mean of end effectors directness:

\[
\text{SpaceEffort} = \frac{1}{\text{card(EndEff)}} \sum_{k \in \text{EndEff}} \text{Directness}_k
\]

(63)

- **Laban time effort**: it is defined as the opposite notion of the average of the angular acceleration over the whole animation and for all the joints:

\[
\text{TimeEffort}_\Theta = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{k=1}^{N} l_k \cdot |\text{rotacc}(\vec{q}_{\text{parent}(k)}, t_i)|
\]

(64)

where \(l_k\) is the segment length as in (16) and \(\text{rotacc}\) is the angular acceleration as in (39).

- **Laban weight effort**: it is calculated as the opposite notion of the mean of the body kinetic energy over the whole animation:

\[
\text{WeightEffort}_\Theta = \frac{1}{M} \sum_{i=1}^{M} E_{\text{body}}(t_i)
\]

(65)

where \(E_{\text{body}}(t_i)\) is the body kinetic energy as in (41).

- **Laban flow effort**: there is no clear consensus on the formulation of Laban flow effort (TABLE 5), but following the most dominant definition, it is related to jerk. As a result, it is calculated in the same way as the smoothness in (53):

\[
\text{FlowEffort}_\Theta = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{k=1}^{N} l_k \cdot |\text{rotjerk}(\vec{q}_{\text{parent}(k)}, t_i)|
\]

(66)
This does not mean that smoothness and Laban flow effort are two equivalent concepts, since the formula for the Laban flow effort have been chosen despite a lack of scientific consensus.

- **Laban space shape**: is the mean of joint distances to the lateral plane over the whole animation:

\[
\text{SpaceShape} = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{k=1}^{N} \text{dist}(x_k(t_i), \mathcal{P}_{\text{lateral}}(t_i))
\]

(67)

where \(\mathcal{P}_{\text{lateral}}(t_i)\) is the lateral plane as in (27) and \(\text{dist}\) is the distance point-plane as in (29).

The measure of the space shape component on the arms is denoted \(\text{ArmSpaceShape}\). The formula is the same as \(\text{SpaceShape}\), except that it is calculated on a reduced set of joints \(\{lSh, rSh, lEl, rEl, lWr, rWr\}\).

- **Laban time shape**: it is calculated as the mean of signed joint distances to the frontal plane over the whole animation:

\[
\text{TimeShape} = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{k=1}^{N} s\text{dist}(x_k(t_i), \mathcal{P}_{\text{frontal}}(t_i))
\]

(68)

- **Laban weight shape**: is the mean of joint distances to the transversal plane over the whole animation:

\[
\text{WeightShape} = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{k=1}^{N} \text{dist}(x_k(t_i), \mathcal{P}_{\text{transversal}}(t_i))
\]

(69)

The measure of the weight shape component on the torso is denoted \(\text{TorsoWeightShape}\). The formula is the same as \(\text{WeightShape}\) except that it is calculated on a reduced set of joints \(\{Vr1, Vr2, Vr3, Vr4, lCo, rCo, lSh, rSh\}\).

- **Laban flow shape**: it is calculated as the mean of the skeleton bounding volume over the whole animation:

\[
\text{FlowShape} = \frac{1}{M} \sum_{i=1}^{M} \text{boundingvolume}(t_i)
\]

(70)

where \(\text{boundingvolume}(t_i)\) is the volume of the bounding box calculated using the set of joint positions at time \(t_i\) expressed in the Legs orthonormal basis (23).

- **Laban torso flow shape**: using the set of absolute joint positions \(X(t_i)\), let denote \(\text{trianglearea}(lSh, rSh, Pe, t_i)\) the triangle area formed by the shoulders and the first vertebra at time \(t_i\). The torso flow shape is defined as the mean of the triangle area over the whole animation:

\[
\text{TorsoFlowShape} = \frac{1}{M} \sum_{i=1}^{M} \text{trianglearea}(lSh, rSh, Pe, t_i)
\]

(71)

### 4.1.4 Extracting Biomechanical features

Biomechanical features (prefix by \textit{angle} or \textit{amplitude angle}) are straightforward to define and calculate when based on formal definitions of functional anatomy.

- **Biomechanical joint angle**: According to the degrees of freedom of a joint, its biomechanical angles are measured on one, two or three planes.

  To obtain such a decomposition, a segment (starting from the joint position to its unique child) is projected onto three orthogonal planes. These planes are defined using the joint position and an orthonormal basis \(\{u, v, w\}\) which differs depending on the considered joint to obtain a zero angle in rest position. The correct orthonormal bases can easily
be deduced from Kapandji’s illustrations in [95], [96], [97]. Such a decomposition ensures that the angles will remain in the range $[-\pi, \pi]$.

For example, as shown in Fig. 6, in the shoulder joint, the flexion/extension angle $\theta_{\text{lateral}}$ on the lateral plane, the abduction/adduction $\theta_{\text{frontal}}$ on the frontal plane, and the horizontal flexion/extension angle $\theta_{\text{transversal}}$ on the transversal plane.

Let denote $\theta(t_i)$ any biomechanical angle (such as shoulder flexion angle, scapula medial rotation angle, etc.) measured at time $t_i$. The mean biomechanical angle over the whole animation is defined as follows:

$$\bar{\theta} = \frac{1}{M} \sum_{i=1}^{M} \theta(t_i)$$

where $\bar{\theta}$ gives information about the postural tendency of a given joint (e.g. is the shoulder rather oriented forward or backward).

- **Biomechanical joint angle amplitude**: A number of $\text{ExCount}$ local extrema are extracted from the discrete time series $\theta(t_i)$ of $M$ frames. As represented in Fig. 7, each extremum $e_i$ is either a local minimum or maximum of $\theta(t_i)$. The first extremum $e_1$ is positioned at $t_1$.

$$\theta(t_i) = e_i\text{ for } t_i = t_1, t_2, t_3, \ldots , t_{13}$$

The biomechanical angle amplitude for a given animation is defined as:

$$\theta_{\text{amp}} = \frac{1}{\text{ExCount} - 1} \sum_{i=2}^{\text{ExCount}} |e_i - e_{i-1}|$$

### 4.2 Results of the descriptors extraction in the Emilya database

All the equations provided from Section 4.1.1 to Section 4.1.4 are given for a single animation file. The extraction results of all these animations need to be aggregated in order to obtain a table comparable to the one calculated in the meta-analysis.

The Emilya dataset is divided into 8 emotions: neutral, anger, anxiety, joy, panic fear, pride, sadness and shame. Let denote $\text{Files}_{\text{emotion}}$ the set of $N_{\text{emotion}}$ animation files for a given emotion in the Emilya dataset.

For a given expressive feature and a given emotion of the Emilya dataset, let denote $\text{M}_{\text{feature,emotion}}$ the set of $N_{\text{emotion}}$ measures extracted from $\text{Files}_{\text{emotion}}$. The aggregation of a given feature for a given emotion is equal to the mean and the standard deviation of the measurement set $\text{M}_{\text{feature,emotion}}$.

The extraction results in TABLE 6 are obtained by computing such aggregation for every features and every emotions. It should be noticed that the measurements are expressed in their original units.

Some features of the meta-analysis have not been computed in the Emilya analysis because they were too specific to a given animation (such as walk speed, walk vertical head sway, etc.) or they needed advanced gesture knowledge (such as approach, exaggeration, movement anticipation, etc.).

### 5 COMPARISON BETWEEN META-ANALYSIS AND EMLIYA DATASET EXTRACTION

The results of the meta-analysis and the Emilya analysis share the same features, but the values have been calculated using completely different methodologies. Evaluating the similarity rate between the two tables allows validating certain results of the meta-analysis but also to determine the reliability of the expressive and emotional parameters.

#### 5.1 Comparison method

For any feature in the Emilya analysis table (TABLE 6) a comparable feature can be found in the meta-analysis (TABLE 4), and for any emotion in the Emilya analysis table, one or more corresponding emotions can be found in the meta-analysis table.

We obtain the following correspondences using the emotion label matching method described in Section 3.5.1:

<table>
<thead>
<tr>
<th>Emilya analysis</th>
<th>Meta-analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>Neutral</td>
</tr>
<tr>
<td>Anger</td>
<td>Anger</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Joy</td>
<td>Elation</td>
</tr>
<tr>
<td>Panic fear</td>
<td>Fear</td>
</tr>
<tr>
<td>Pride</td>
<td>Pride</td>
</tr>
<tr>
<td>Sadness</td>
<td>Sadness</td>
</tr>
<tr>
<td>Shame</td>
<td>Shame</td>
</tr>
</tbody>
</table>

For a given comparable feature $f$, an emotion of the meta-analysis table is said to be comparable if its corresponding cell is not empty and a correspondence exists with one of the emotions of the Emilya analysis table.

Let denote $X_{f,\text{meta}}$ and $X_{f,\text{emilya}}$ the value sets containing all comparable emotion values for a given feature $f$. 
5.2 Comparison results

The correlation coefficient between the two value sets is defined as follows:

\[
\text{corr}(X_f, meta, X_{f, emilya}) = \frac{\text{cov}(X_f, meta, X_{f, emilya})}{\sigma(X_f, meta) \cdot \sigma(X_{f, emilya})}
\] (74)

where cov is the covariance between two value sets A and B of a number of C correspondences and is defined as:

\[
\text{cov}(A, B) = \frac{1}{C} \sum_{i=1}^{C} (a_i - \bar{A})(b_i - \bar{B})
\] (75)

5.2.1 Notable results

First of all, none of the spider graphs has a circular shape, which confirms the hypothesis that all the present descriptors are able to encode the diversity of the addressed emotions. This is even more obvious when considering a set of several descriptors.

19 out of 33 descriptors have a spider graph labelled as a “good” match (corr > 0.8). 14 of them even have “excellent” correlation levels above 0.9. This means that for the majority of the expressive descriptors, the values from both meta-analysis and Emilya analysis have good reliability. We hope that the primary purpose of this study is therefore fulfilled.

Among the 14 “excellent” descriptors, 6 of them have a low level of noticeability (i.e. not studied enough) in the meta-analysis: shoulder flexion, knee flexion, movement activity, regularity torso, smoothness head, and smoothness torso. Our results suggest that these descriptors should be considered for future research.

By tracking visible cues, we know that some of the meta-analysis spider graphs are only the result of the aggregation of studies based on perceptual assessments. Although further studies are needed to confirm this hypothesis, the high correlation levels for smoothness head/torso,
Fig. 8. Comparison between the values of the meta-analysis and the Emilya analysis. Each emotion whose values have opposite signs is followed by one of the three following symbols: ~ indicates a meta-analysis cell which is not noticeable (unnoticeability level above one), ○ indicates a meta-analysis cell containing only the value of a single experiment and ◦ indicates all other cases (noticeable cells that mismatches with the Emilya analysis).
regularity head/torso and movement activity arm seem to indicate that we have found extraction methods in the Emilaya analysis that fit the way humans perceive these notions. The case of movement activity arm is particularly noteworthy because the meta-analysis values come exclusively from an experiment based on perceptual assessment conducted by Fourati et al. on the Emilaya database [24]. Despite the use of two different methodologies on the same database, our results and those of Fourati et al. are more than 90% correlated.

The hypothesis formulated in Sections 3.4 and 3.7 that the neutral is rarely placed at zero is confirmed by the comparisons. We therefore recommend considering the neutral point as a regular emotion rather than a reference point in future experiments.

A last notable observation is that the spider graphs of the weight and time efforts are very similar, while they should illustrate two independent notions according to Laban’s theory. Our comparisons suggest that light movements are always sustained, and strong movements are always sudden. However, Laban provides examples in [33] that contradict our results: one example among others is the action of pressing which correspond to a strong and sustained movement. The hypothesis which seems to us the most probable is that choreographed movements have much more diversity than movements of everyday life. This diversity is not represented in the meta-analysis and the Emilaya dataset as it almost exclusively refers to everyday actions such as walking, knocking on a door, sitting down, etc. Our study reveals a high similarity between weight and time efforts for this kind of movements, but this does not mean that the two factors are equivalent in every situation.

5.2.2 Hypotheses for mismatching values
In order to explain the “weak” matching graphs (i.e. \( \text{corr} \leq 0.8 \)), it is necessary to look at the emotions whose values have opposite signs. There are several factors and hypotheses to explain these mismatches (42 mismatches out of 216 comparisons).

22 mismatches result from an Emilaya analysis value which is compared with a meta-analysis cell containing only the value of a single experiment (represented with \( \bigodot \) in Fig. 8). This can be problematic, especially if the original study uses the performances of only few actors [91] [84] [81], or if the author claimed they did not found significant differences between emotions for this value. Investigating the less studied emotions and descriptors would certainly be beneficial in future works.

14 mismatches occur when the meta-analysis cell has its unnoticeability strictly above one (see Section 3.7), which means that this cell is the mean of multiple experiment but is not noticeable (represented with \( \bigcirc \) in Fig. 8). As previous studies do not reach a consensus for this value, it is not surprising that the value extracted from the Emilaya analysis could not be comparable.

The last 6 value mismatches do not have an obvious explanation (represented with \( \bigotimes \) in Fig. 8). This is for example the case of pride which have three noticeable values in the meta-analysis (Laban space effort, Laban space shape and vertebrae flexion in TABLE 4), but two of them have does not match with the Emilaya analysis (Laban space shape et Laban space effort). Our hypothesis is that an emotion can be performed in different manners, even with contradictory values for a specific descriptor. Tracy et al. [121] show that two expressions of pride can be identified either with arms raised or hands on hips, both corresponding to contradictory values for the Laban space shape.

Having one or two mismatches on a spider graph lowers significantly the correlation level. Such mismatches do not imply that the given descriptor is not relevant for all the emotions. A particularly noteworthy case concerns the expression of fear, which lowers the correlation levels of certain graphs (such as cervical vertebrae lateral flexion, Laban space shape arm, etc.). In many cases, the comparison for the expression of fear gives diametrically opposed results. Fear manifests itself either through an expanded posture (similar to surprise), or through a contracted body posture (protection against an external threat). These two archetypal body configurations are valid, but we cannot differentiate between these two cases using our methodology unless we use two distinct labels. We know that the Emilaya dataset mainly contains contracted body postures for the performance of fear, but many studies in the meta-analysis do not provide this information, making impossible the usage of distinct labels.

The relevance of a descriptor or its calculation method can be questioned when the correlation rate is very low (scapula elevation and scapula medial rotation) or even negative (cervical vertebrae lateral flexion). The calculation method of these descriptors is probably not to blame since it is limited to simple angle measurements. For the scapulation elevation, one possible interpretation could be that this descriptor is relevant only for a subset of emotions: sadness, anger and fear. The spider graph shapes of the two other descriptors (cervical vertebrae lateral flexion and scapula medial rotation) could even lead to question their relevance, at least in the context of this study.

Our last observation concerns the weak matching graph obtained for the Laban flow effort. This result is disappointing, considering that this factor is highly referenced in the literature (Tables 2 and 5). The Laban flow effort is defined in the meta-analysis as a tense/bound movement progression on the negative pole and a loose/free movement progression on the positive pole (TABLE 2). As suggested by previous studies (see TABLE 5), the Laban flow effort is computed in the Emilaya analysis using the opposite notion of jerk (66): discontinuous progression on the negative pole (high jerk, bound) and continuous progression on the positive pole (low jerk, free). The spider graph for the Laban flow effort tends to indicate that the calculation approach based only on the jerk does not reflect correctly this notion. All the other approaches based on “elementary” notions (curvature, velocity, acceleration, etc.) have also been computed without significantly improving the results. Some authors [116], [117] suggests that the Laban flow effort is in fact a combination of several of these elementary notions, and even that positive and negative poles are not described with the same notions. Laban effort components are complex notions anyhow, and further studies would be needed to determine extraction methods whose results better coincide with experiments based on perceptual assessments. Such investigation is out of the scope of this study, but the works
of Fdili Alaoui et al. [111] or Samadani et al. [85] could be good tracks to follow.

6 Conclusions & Future Work

The main purpose of this study was: (1) to establish a broad list of expressive descriptors responsible for the perception of emotions in human movements and (2) to quantify the contribution of each of these descriptors in a variety of emotions. To this end, we conducted a meta-analysis on other studies addressing this question. The results of this meta-analysis were compared with a computational approach on the Emilya dataset. The comparison reveals good matching levels between the two employed methodologies, which validates the majority of our quantified values. It is important to note that the Emilya dataset and the vast majority of studies in the meta-analysis are based on acted situations. Therefore, our results are necessarily related to this specific context. Further experimentation would be needed to determine whether the use of non-acted recordings produces less clear correlations.

The wide diversity of expressive descriptors we have extracted from the literature reveals how complex the question of bodily expression of emotion is. However, this study only focused on the question of movement and posture features. Additional work could be carried out to obtain quantified values for gestural descriptors, such as scratching the head, crossing the arms, etc. We would thus have the full range of criteria to analyze and synthesize emotions in human movements.

Our meta-analysis shows that basic emotions are relatively well covered in the literature. We do hope, however, that the missing entries revealed by our meta-analysis will encourage future research to explore more subtle and less documented emotions.

We also observed that the extraction of certain expressive descriptors produced results very similar to those obtained during experiments based on perceptual assessment. It would be interesting to deepen this approach in order to better model the perceptual schemes responsible for the identification of an emotion. Such perceptual schemes could be the building blocks of an artificial intelligence able to mimic the way a human perceives and expresses emotion in body motion. Our future research will focus on the exploitation of these results in the fields of automatic emotion recognition and animation synthesis.
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