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LOOP GROUP METHODS FOR THE NON-ABELIAN HODGE
CORRESPONDENCE ON A 4-PUNCTURED SPHERE

LYNN HELLER, SEBASTIAN HELLER, AND MARTIN TRAIZET

Abstract. The non-abelian Hodge correspondence is a real analytic map between the mod-
uli space of stable Higgs bundles and the deRham moduli space of irreducible flat connections
mediated by solutions of the self-duality equation. In this paper we construct such solutions
for strongly parabolic sl(2,C) Higgs fields on a 4-punctured sphere with parabolic weights
t ∼ 0 using loop groups methods through an implicit function theorem argument at the
trivial connection for t = 0. We identify the rescaled limit hyper-Kähler moduli space at
the singular point at t = 0 to be the completion of the nilpotent orbit in sl(2,C) equipped
the Eguchi-Hanson metric (modulo a Z2 × Z2 action). Our methods and computations are
based on the twistor approach to the self-duality equations using Deligne and Simpson’s λ-
connections interpretation. Due to the implicit function theorem, Taylor expansions of these
quantities can be computed at t = 0. By construction they have closed form expressions in
terms of Multiple-Polylogarithms and their geometric properties lead to some identities of
Ω-values which we believe deserve further investigations.
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1. Introduction

Hitchin’s self-duality equations [21] on a degree zero and rank two hermitian vector bundle
V → Σ over a compact Riemann surface Σ are equations on a pair (∇,Ψ) consisting of a special
unitary connection ∇ and an (trace free) endomorphism valued (1, 0)-form Ψ satisfying

(1) ∂̄∇Ψ = 0 and F∇ + [Ψ,Ψ∗] = 0.

These equations are equivalent to the flatness of the whole associated family of connections
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(2) ∇λ = ∇+ λ−1Ψ + λΨ∗

parametrized by λ ∈ C∗ – the spectral parameter. Solutions to (1) give rise to equivari-
ant harmonic maps from the Riemann surface into the hyperbolic 3-space SL(2,C)/SU(2)
by considering the Higgs field Ψ as the (1, 0)−part of the differential of the harmonic map
[7]. An application of a classical result by Eells-Sampson [9] then shows the existence of a
unique solution in each homotopy class of equivariant maps, i.e., when prescribing the (totally
reducible) monodromy of the harmonic map [7].
As first recognized by Hitchin [21], the moduli space of solutions to the self-duality equations
(modulo gauge transformations)MSD has two very different incarnations as complex analytic
spaces. Firstly as the moduli space of Higgs bundlesMHiggs, i.e., as the moduli space of pairs
(∂̄V ,Ψ) satisfying ∂̄V Ψ = 0, and secondly as the moduli space of flat connectionsMdR. The
non-abelian Hodge correspondence is the map between MHiggs and MdR obtained through
solutions to Hitchin’s equations. Both complex analytic spaces MHiggs and MdR induce
anti-commuting complex structures on MSD turning it into a hyper-Kähler manifold when
equipped with its natural L2-metric. Since the mapping is mediated by the harmonic map
this correspondence is not explicit and it is not possible to see every facet of the geometry
within one framework only.
Every hyper-Kähler manifold can be described using complex analytic data (subject to ad-
ditional reality conditions) via twistor theory [22]. For MSD, the twistor space has been
identified with the so-called Deligne-Hitchin moduli MDH space introduced by Deligne and
Simpson [30]. The spaceMDH is obtained by gluing the moduli space of λ-connections on the
Riemann surface with the moduli space of λ-connections on the complex conjugate Riemann
surface, and the associated family of flat connections (2) naturally extends to a special real
holomorphic section – a twistor line. The main subject of the paper is to construct twistor
lines and the hyper-Kähler structure ofMSD ‘entirely complex analytically, so we bypass the
nonlinear elliptic theory necessary to define the harmonic metrics’ 1.
The self-duality equations (1) generalize to punctured Riemann surfaces by imposing first
order poles of the Higgs fields and a growth condition of the harmonic metric determined by
their parabolic weights, called tameness, see Simpson [29]. In the following, we restrict to
strongly parabolic case, where the Higgs fields have nilpotent residues. Then the associated
family of flat connections has (up to conjugation) the same local monodromies for all spectral
parameter λ ∈ C∗ at the punctures [29, table on page 720]. The moduli space of solutions
has then again a hyper-Kähler structure which was first studied by Konno [24]. The complex
structure I is hereby the one of the moduli space of (polystable) parabolic Higgs fields, and
the complex structure J is that of the moduli space of logarithmic connections with prescribed
local monodromy conjugacy classes.
In this paper, we study the simplest non-trivial case where the underlying Riemann surface
is a 4-punctured sphere and restrict to Fuchsian systems, i.e., logarithmic connections on the
trivial holomorphic (rank 2) bundle. On the Higgs side, we assume that the parabolic Higgs
bundles are strongly stable with the same parabolic weights ±t with t ∈ (0, 1

4) at all singular
points. For t → 0 the space of polystable parabolic structures degenerates to a point given
by the trivial parabolic Higgs pair. When rescaling by t its blow-up limit at t = 0 consists
of the moduli space of parabolic Higgs fields Φ on the trivial holomorphic bundle. Using an

1C. Simpson in [30, Section 4]
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implicit theorem argument we construct for t ∼ 0 twistor lines near this singular limit, i.e.,
where the Higgs fields Ψ ∼ tΦ is small enough. On the corresponding rescaled moduli spaces
we then obtain an explicit version of the non-abelian Hodge correspondence. Moreover, we
study the hyper-Kähler structure ofM(t) via twistor theory and identify the limit metric as
the Eguchi-Hanson metric modulo a Z2 × Z2-action. It would be interesting to compare our
work with the results of [12] where the moduli space is studied for fixed weights and large
Higgs fields in the regular locus.

The paper is organized as follows. In Section 2 we introduce Higgs bundles, the associated
moduli spaces as well as its hyper-Kähler structure for compact Riemann surfaces. Their
complex geometric properties are encoded in the Deligne-Hitchin moduli space, see [30], and
we introduce twistor lines as special real holomorphic sections induced by self-duality solutions.
Furthermore, we identify the twisted holomorphic symplectic structure on the Deligne-Hitchin
moduli space with (a version of) Goldmann’s symplectic structure. Thereafter, we give the
ansatz in terms of Fuchsian systems for constructing real holomorphic sections through the
implicit function theorem and loop group methods in Section 3. In Section 4 we conduct
the actual implicit function theorem argument to obtain real holomorphic sections of the
Deligne-Hitchin moduli space. To find appropriate coordinates, we first consider the four-fold
covering of the Higgs bundles moduli space MHiggs and we rescale it by by the factor 1

t .
The limit space at t = 0 is then given by the blow-up of C2/Z2 (with coordinates (u, v))
at the origin. To perform the implicit theorem argument, we thus first consider the regular
case in Theorem 4 and then when (u, v) → (0, 0) in Theorem 5. It turns out that in the
appropriate (u, v) → (0, 0) limit the Higgs field vanishes and the corresponding sections are
flat unitary connections yielding twistor lines. Due to the fact that twistor lines form a
connected component of the space of real holomorphic sections, all constructed sections must
be twistor lines. Interestingly, we find a Lax pair type equation describing the deformation
given by the implicit function theorem. In Section 5, we compute the limit non-abelian Hodge
correspondence at t = 0, and identify the rescaled limit hyper-Kähler metric.

Theorem 1. For t→ 0 the blow-up limit of the moduli spaceM(t) of strongly parabolic Higgs
bundles on the 4-punctured sphere at the singular point given by the trivial parabolic structure
is the Eguchi-Hanson space modulo a Z2 × Z2 action.

The proof uses the twisted holomorphic symplectic form ofMSD on the 4-punctured sphere
in the Fuchsian ansatz. One advantage of our construction through the implicit function
theorem is that we can compute Taylor expansion of all geometric quantities. As an example,
we compute first order derivatives of the parameters in Section 5.4 and put them together
to obtain the first order expansion of the non-abelian Hodge correspondence, the twisted
holomorphic symplectic structure and the hyper-Kähler metric. In the last Section 6 we
analyze the structure of the higher order derivatives of the twistor sections with respect to t.
As in [20] for minimal surfaces in the 3-sphere, the n-th order derivatives of the parameters
are polynomial in λ of order (n+ 1).

Theorem 2. The hyper-Kähler metric of the moduli space M(t) of strongly parabolic Higgs
bundles on the 4-punctured sphere is real analytic in its weight t and there exist an explicit
algorithm to computing its Taylor expansion at the trivial parabolic Higgs pair in t = 0.
More precisely, when computing the Taylor expansion of the twistor lines in t at the trivial
connection, the n-th order coefficients are polynomials in λ of degree n+1 and can be expressed
explicitly in terms of multiple polylogarithms of depth and weight at most n+ 1.
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Since the twisted holomorphic symplectic form is a Laurent polynomial of degree one in λ,
evaluating it on meromorphic 1-forms which represent tangent vectors toM(t) yields infinitely
many cancelations for higher order terms in λ leading to identities for some iterated integrals,
called Ω-values, which can be expressed in terms of multiple polylogarithms. In Section 6.3
we give some identities of depth three Ω-values obtained from this idea which are non-trivial
in the sense that they cannot be derived from the shuffle and stuffle relations alone.

2. Preliminaries

2.1. The hyper-Kähler structures and their twistor spaces. The moduli space of
Hitchin’s self-duality equations MSD has through the non-abelian Hodge correspondence
three complex structures I, J,K = IJ which are Kähler with respect to the same Riemannian
metric g. In fact there exist a whole CP 1 worth of complex structures defined by

Iλ =
1− |λ|2

1 + |λ|2
I +

λ+ λ̄

1 + |λ|2
J − i(λ− λ̄)

1 + |λ|2
K

for λ ∈ C ⊂ CP 1. Within this family we find the complex structure I at λ = 0, the complex
structure J at λ = 1, and the complex structure K at λ = i.

We use the sign convention

ωI = −g(., I.) ωJ = −g(., J.) and ωK = −g(.,K.)

for the associated Käher forms so that h = g+ iω is the corresponding hermitian metric. The
twistor space of a hyper-Kähler manifold, introduced in [22], is the smooth manifold

P :=MSD × CP 1

equipped with the (integrable) complex structure

I = (Iλ, i) ,

at the point x ∈ MSD and λ ∈ C ⊂ CP 1, where i is the standard complex structure of
CP 1. Furthermore, the twistor space has a natural anti-holomorphic involution T given by
(x, λ) 7→ (x,−λ̄−1). By construction the twistor space has a holomorphic projection π to CP 1

and a twisted relative holomorphic symplectic form given by

$̂ ∈ H0(P,Λ2V ∗ ⊗O(2))

where V = ker dπ (is the complex tangent bundle to the fibers) and O(2) denotes the pull-
back bundle of the canonical bundle over T ∗CP 1. In terms of the Kähler forms the twisted
relative holomorphic symplectic form has the following explicit expression

(3) $̂ = $ ⊗ λ ∂

∂λ
,

where

(4) $ = λ−1(ωJ + iωK)− 2ωI − λ(ωJ − iωK),

see [22, Equation (3.87)]. (Be aware of the sign difference, due to a −1 factor in the stereo-
graphic projections used to identify S2 with CP 1.)
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Sections of P are holomorphic maps s : CP 1 → P with π ◦ s = Id. The simplest sections are
constant sections

(5) λ 7→ ((∇,Ψ), λ)

for a solution of the self-duality equations (∇,Ψ). By dimension count, these twistor lines
give rise to an open subspace of the space of real holomorphic sections [22]. The following well
known theorem then follows directly from the completeness (when adding reducible solutions)
of the moduli space of self duality solutions [21].

Theorem 3. Twistor lines form an open and closed subset of the space of real sections.

A convenient set-up for studying associated families of flat connections obtained from solutions
to self-duality equations is to consider them as real sections of the Deligne-Hitchin moduli
spaceMDH .

2.2. The Deligne-Hitchin moduli space MDH . The Deligne-Hitchin moduli space was
first introduced by Deligne (see [30, 31]) as a complex analytic way of viewing the associated
twistor space of the moduli space of solutions to the self-duality equations. As such it in-
terpolates between the moduli space of Higgs bundles MHiggs and the moduli space of flat
connectionsMdR.

Definition 1. Let Σ be a Riemann surface and λ ∈ C fixed. A (integrable) λ-connection on
a C∞−complex vector bundle V → Σ is a pair (∂̄V , D) consisting of a holomorphic structure
on V and a linear first order differential operator

D : Γ(Σ, V )→ Ω(1,0)(Σ, V )

satisfying the λ-Leibniz rule
D(fs) = λ∂f ⊗ s+ fDs

for functions f and sections s, and the integrability condition

(6) D∂̄V + ∂̄VD = 0.

Remark 2. The operators D and ∂̄V also act on (0, 1)-forms and (1, 0)-forms respectively.
For λ = 0 the integrability condition (6) is equivalent to

D = Ψ ∈ H0(M,KΣEnd(V ))

being a holomorphic endomorphism-valued 1-form, and for λ 6= 0 we have that

∇ = 1
λD + ∂̄

is a flat connection.

Example 3. Consider on the hermitian bundle V → Σ a solution (∇ = ∂∇ + ∂̄∇,Ψ) of the
self-duality equations. Then, the pair

(∂̄∇ + λΨ∗, λ∂∇ + Ψ)

defines a λ-connection on V for every λ ∈ C which coincides with the Higgs pair (∂̄∇,Ψ) at
λ = 0 and with the flat connection ∇1 = ∇+ Ψ + Ψ∗ at λ = 1.

Definition 4. A SL(2,C) λ-connection is a λ-connection on a rank 2 vector bundle V → Σ,
such that the induced λ-connection on the determinant bundle Λ2V is trivial.
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Definition 5. A SL(2,C) λ-connection (∂̄V , D) is called stable, if every ∂̄V -holomorphic sub-
bundle L ⊂ V with

D(Γ(Σ, L)) ⊂ Ω(1,0)(Σ, L)

is of negative degree and semi-stable if its degree is non-positive. All other λ-connections are
called unstable. A SL(2,C) λ-connection is called polystable if it is either stable or the direct
sum of dual λ-connections on degree zero line bundles.

For λ 6= 0, every ∂̄-holomorphic and D-invariant line subbundle L ⊂ V must be parallel
with respect to the flat connection ∇ = 1

λD + ∂̄. Therefore, the degree of L is 0 and the
λ-connection (∂̄, D) is semi-stable. Moreover, (∂̄, D) is stable if and only if the flat connection
∇ = 1

λD + ∂̄ is irreducible. The situation is different at λ = 0 and we need to restrict to
polystable λ-connections to obtain a well-behaved moduli space.

Definition 6. The Hodge moduli space MHod = MHod(Σ) is the space of all polystable
SL(2,C) λ-connections on V = Σ × C2 → Σ modulo gauge transformations, i.e., MHod

consists of gauge classes of triples (λ, ∂̄,D) for λ ∈ C and (∂̄, D) a λ-connection.
The gauge-equivalence class of (λ, ∂̄,D) is denoted by

[λ, ∂̄,D] ∈MHod

or by
[λ, ∂̄,D]Σ ∈MHod(Σ)

to emphasis its dependence on the Riemann surface.

The Hodge moduli space admits a natural holomorphic map

πΣ : MHod −→ C; [λ, ∂̄,D] 7−→ λ

whose fiber at λ = 0 is the (polystable) Higgs moduli space MHiggs, and at λ = 1 it is the
deRham moduli space of flat (and totally reducible) SL(2,C)-connections MdR, which we
consider as complex analytic spaces endowed with their natural complex structures I and J
respectively.
The next step is then to compactify the λ-plane C to CP 1. For a Riemann surface Σ let
Σ be its complex conjugate, i.e., the Riemann surface with conjugate complex structure.
As differentiable manifolds we have Σ ∼= Σ and thus their deRham moduli spaces of flat
SL(2,C)-connections are naturally isomorphic. Then the two Hodge moduli spacesMHod(Σ)
andMHod(Σ) can be glued together via Deligne gluing [31]

G : MHod(Σ) \ π−1
Σ (0)→MHod(Σ) \ π−1

Σ
(0); [λ, ∂̄,D]Σ 7→ [ 1

λ ,
1
λD,

1
λ ∂̄]Σ

along C∗ to give Deligne-Hitchin moduli space

MDH =MHod(Σ) ∪GMHod(Σ).

The natural fibration πΣ on MHod extends holomorphically to the whole Deligne-Hitchin
moduli space to give π : MDH → CP 1 whose restriction toMHod(Σ) is 1/πΣ.

Remark 7. Note that the Deligne gluing map G maps stable λ-connections over Σ to stable
1
λ -connections on Σ. Hence, it maps the smooth locus of MHod(M) (consisting of stable λ-
connections) to the smooth locus of MHod(M), and thus MDH is equipped with a complex
manifold structure at all stable points.
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Definition 8. A section ofMDH is a holomorphic map

s : CP 1 →MDH

such that π ◦ s =Id.

Example 9. The associated family of flat connections ∇λ to a solution of the self-duality
equations (1) gives rise to a section ofMDH → CP 1 via

(7) s(λ) = [λ, ∂̄∇ + λΨ∗, λ∂∇ + Ψ]Σ ∈MHod(Σ) ⊂MDH .

When identifying the Deligne-Hitchin moduli space with the twistor space P → CP 1 of the
hyper-Kähler spaceMSD (at the smooth points), the section given by (7) is identified with the
‘constant’ twistor line (5), see [30].

Definition 10. A holomorphic section s ofMDH is called stable, if the λ-connection s(λ) is
stable for all λ ∈ C∗ and if the Higgs pairs s(0) on Σ and s(∞) on Σ are stable.

It follows from Hitchin [21] and Donaldson [7] that every stable point in MDH uniquely
determines a twistor line. Therefore, a twistor line s is already stable if s(λ0) is stable
for one λ0 ∈ C. Moreover, twistor lines are in one-to-one correspondence with self-duality
solutions (1). Hence the following characterization of twistor lines as particular negative real
holomorphic sections ofMDH is useful to decide when certain real sections are in fact global
solutions to the self-duality equations.

2.3. Automorphisms of the Deligne-Hitchin moduli space. To define a real structure
on MDH we need to look at some natural automorphisms of Deligne-Hitchin moduli space.
First of all, for every µ ∈ C∗ the (multiplicative) action of µ on CP 1 has a natural lift to
MDH by

µ([λ, ∂̄,D]) = [µλ, ∂̄, µD].

Definition 11. We denote by N : MDH → MDH the map given by multiplication with
µ = −1, namely

[λ, ∂̄,D] 7−→ [−λ, ∂̄,−D].

Furthermore, we have a natural anti-holomorphic automorphism denoted by C.

Definition 12. Let C : MDH −→MDH be the continuation of the map

C̃ :MHod(Σ) −→MHod(Σ)

given by

(8) [λ, ∂̄,D] 7−→ [λ̄, ¯̄∂, D̄]Σ.

To be more concrete, for
∂̄ = ∂̄0 + η and D = λ(∂0) + ω

where d = ∂0 + ∂̄0 is the trivial connection, η ∈ Ω0,1(Σ, sl(2,C)), and ω ∈ Ω1,0(Σ, sl(2,C)),
we define the complex conjugate on the trivial C2-bundle over Σ to be

¯̄∂ = ∂0 + η̄ and D̄ = λ̄(∂̄0) + ω̄.
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The map C covers the map
λ ∈ CP 1 7−→ λ̄−1 ∈ CP 1.

Since C and N commute and both maps are involutive, their composition

T = CN

is an involution as well, which covers the fixed-point free involution λ 7→ −λ̄−1 on CP 1.

2.4. Real sections. Consider the anti-holomorphic involution of the associated Deligne-
Hitchin moduli space

T = CN : MDH −→MDH

covering the antipodal involution
λ 7−→ −λ̄−1

of CP 1. We call a holomorphic section s ofMDH real (with respect to T ) if
(9) T (s(λ)) = s(−λ̄−1)

holds for all λ ∈ CP 1.

Example 13. Twistor lines (7) are real holomorphic sections with respect to T . Let (∇,Ψ)
be a solution of the self-duality equations on Σ with respect to the standard hermitian metric
on C2 → Σ. Because we are dealing with sl(2,C)-matrices, the unitary connection ∇ satisfies

∇ = ∇∗ = ∇̄.
(

0 1
−1 0

)
which is equivalent to

∂̄∇ = ∂∇.

(
0 1
−1 0

)
and ∂∇ = ∂̄∇.

(
0 1
−1 0

)
,

and analogously we have

Ψ = −
(

0 −1
1 0

)
Ψ∗
(

0 1
−1 0

)
and Ψ∗ = −

(
0 −1
1 0

)
Ψ̄

(
0 1
−1 0

)
.

Therefore, the twistor line (7) satisfies

T (s(λ)) = T ([λ, ∂̄∇ + λΨ∗,Ψ + λ∂∇]M )

= [−λ̄−1, λ̄−1(Ψ + λ∂∇),−λ̄−1(∂̄∇ + λΨ∗)]M

= [−λ̄−1, ∂∇ + λ̄−1Ψ,−Ψ∗ − λ̄−1∂̄∇]M

= [(−λ̄−1, ∂∇ + λ̄−1Ψ,−Ψ∗ − λ̄−1∂̄∇).

(
0 1
−1 0

)
]M

= [(−λ̄−1, ∂̄∇ − λ̄−1Ψ∗,Ψ− λ̄−1∂∇)]M = s(−λ̄−1).

(10)

Let s(λ) be a real holomorphic section with ∇λ ∼ λ−1Ψ +∇ + . . . being a lift to the space
of flat connections, and such that (∂̄∇,Ψ) is stable. For the existence of such lifts see [5,
Lemma 2.2 ]. Then the reality condition (9) gives rise to a family of gauge transformations
g(λ) satisfying

∇−λ̄−1 = ∇λ.g(λ).

Applying this equation twice we obtain

∇λ.g(λ)g(−λ̄−1) = ∇λ.
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Because the section s is stable, the connections ∇λ are irreducible for all λ ∈ C∗. Therefore
g(λ)g(−λ̄−1) is a constant multiple of the identity for every λ ∈ C∗. By [16, Lemma 1.18] we
can choose g to be SL(2,C)-valued yielding

(11) g(λ)g(−λ̄−1) = ±Id

and the sign on the right hand side is independent of the lift ∇λ of s and is preserved in a
connected component of real sections motivating the following definition.

Definition 14. [5, Definition 2.16] A stable real holomorphic section s of MDH is called
positive or negative depending on the sign of (11).

Example 15. Twistor lines are always negative sections. In fact, the associated family of
flat connections is a canonical lift of the twistor line to the space of flat connections, and with
respect to the standard hermitian structure on C2 the gauge

g(λ) =

(
0 1
−1 0

)
,

as in (11), is constant in λ and to −Id.

The space of real sections of MDH has multiple connected components. A negative real
section lying in the connected component of the twistor lines must be a twistor line itself by
Theorem 3. It corresponds therefore to a global solution of the self-duality equation.

2.5. Reconstruction of self-duality solutions from admissible negative real sections.
A section s of the Deligne-Hitchin moduli space has lifts to families of flat connections in both
Hodge moduli spaces. Let

r∇λ = λ−1Ψ1 +∇+ higher order terms in λ

be a lift around λ = 0. Due to s being real, there exists a family of gauges g(λ) satisfying

r∇−λ̄−1 = r∇λ.g(λ).

Assume that the Birkhoff factorization

g(λ) = g+(λ)g−(λ)

such that g+ extends to λ = 0 and g− extends to λ = ∞ exist for every z ∈ Σ, see [27]
for details about loop groups. This factorization is unique up to the multiplication with
a λ-independent B, i.e., let g(λ) = rg+(λ)rg−(λ) be a second splitting, then there exist a
B : Σ→ SL(2,C) such that

rg+(λ) = g+(λ)B−1 and rg−(λ) = Bg−(λ).

Moreover, assume that the section s is negative, i.e,

g(−λ̄−1)
−1

= g−(−λ̄−1)
−1
g+(−λ̄−1)

−1
= −g(λ),

and since λ → −λ̄−1 interchanges the ()+ and ()− parts of the Birkhoff factorization, the
uniqueness assertion gives

g+(λ) = −g−(−λ̄−1)
−1
B−1 and g−(λ) = Bg+(−λ̄−1)

−1
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for some B : Σ → SL(2,C) with B̄B = −Id. This gives that B lies in the same conjugacy

class as δ =

(
0 1
−1 0

)
, i.e., there exist G satisfying δ = G−1BG. Then

∇λ = r∇λ.(g+(λ)G)

satisfies ∇−λ̄−1 = ∇λ.δ and is therefore the associated family of a self-duality solution with
respect to the standard hermitian metric.

Remark 16. In this paper we construct real holomorphic sections via loop group methods,
i.e, we write down a particular lift of a real section s of the Deligne-Hitchin moduli space
around λ = 0 in terms of a Fuchsian potential η (i.e., a λ-dependent Fuchsian connection
1-form). To obtain the actual harmonic map into the hyperbolic 3-space H3 (or the associated
self-duality solution), we need thus to perform a global Birkhoff factorization and we require
negativeness of the section. This needs further conditions, as examples for which the harmonic
map into H3 becomes singular and intersects the boundary at infinity of H3 exists [16] as well
as positive real sections with global Birkhoff factorization that give rise to harmonic maps into
the de-Sitter 3-space [5, Theorem 3.4].
By starting at appropriate initial conditions, the constructed solutions lie in the same connected
component as unitary connections, i.e., solutions to the self-duality equations with Ψ = 0
implying negativeness of the constructed solutions. The global factorization follows (after a
positive gauge near the poles) from the fact that the set of loops factoring into positive and
negative parts is an open dense subset of the whole loop group, containing the identity, see [27,
Chapter 8]. Therefore, for small weights, our approach gives an entirely complex analytic proof
of existence of solutions of the self-duality equations. By using the real analytic dependence
of the solutions on the weights by [23] and the completeness of the moduli space (Theorem 3),
one can actually deduce that the global Birkhoff factorization exists for all t.

2.6. Goldman’s symplectic form on the moduli space of λ-connections. Fix λ ∈ C
and consider the space of λ-connections modulo gauge transformations. Let (∂̄, D) be a λ-
connection. A tangent vector to the (infinite dimensional) space of λ-connection is given
by

(A,B) ∈ Ω(0,1)(sl(2,C))⊕ Ω(1,0)(sl(2,C))

satisfying the linearized compatibility (flatness) condition

0 = ∂̄B +DA.(12)

Tangent vectors at (∂̄, D) which are generated by the infinitesimal gauge transformation
ξ ∈ Γ(Σ, sl(2,C) are given by

(A,B) = (∂̄ξ,Dξ).

The Goldman symplectic structure Oλ on the moduli space of λ-connections [10, Section 1]
is defined to be

(13) Oλ((A1, B1), (A2, B2)) = 4

∫
Σ

trace(A1 ∧B2 −A2 ∧B1)

for (A,B) ∈ Ω(0,1)(sl(2,C)) ⊕ Ω(1,0)(sl(2,C)) representing tangent vectors. On a compact
Riemann surface, the symplectic structure Oλ is gauge invariant, and thus can be computed
using arbitrary representatives of the tangent vectors, which makes it well-defined on the
moduli space of λ-connections. Since we are not aware of any explicit reference (except for
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λ = 0 and λ = 1), we give the simple proof (which is of course an instance of an infinite-
dimensional symplectic reduction for the gauge group action with the curvature as moment
map, see [1]).

Lemma 17. Let λ ∈ C be fixed. The holomorphic symplectic form Oλ is well-defined on the
moduli space of λ-connections.

Proof. A gauge transformation acts on tangent vectors to the space of connections by conju-
gation, and since the trace is conjugation invariant we obtain

Oλ((A1, B1).g, (A2, B2).g) = Oλ((A1, B1), (A2, B2)).

Let (A1, B1) satisfy 0 = ∂̄B + DA and let (A2, B2) = (∂̄ξ,Dξ) be a tangent vector that is
also tangent to the gauge orbit. Then,

Oλ((A1, B1), (A2, B2)) = 4

∫
Σ

trace(A1 ∧Dξ − ∂̄ξ ∧B1)

= −4

∫
Σ
d trace(A1ξ + ξB1)− 4

∫
Σ

trace(DA1ξ + ξ∂̄B1) = 0.

(14)

Therefore, Oλ is well-defined on the quotient space (the moduli space of λ-connections). By
construction the form is closed and of type (2, 0) as required for a holomorphic symplectic
form. �

The Goldmann symplectic form in fact coincides (up to scaling) with the twisted holomorphic
symplectic form (4) on the twistor space P =MSD ×CP 1 of the moduli space of self-duality
solutions, also compare with [14, Equation (4.10)].

Proposition 18. Let λ ∈ C ⊂ CP 1 Then, the fiber Pλ = π−1(λ) is the moduli space of
λ-connections, and

λ$|Pλ

is the Goldman symplectic form Oλ on the moduli space of λ-connections.

Proof. We have discussed that Pλ = π−1({λ}) is the moduli space of λ-connections by [31,
Theorem 4.2].
In order to evaluate the corresponding symplectic forms, we need to first find appropriate
representatives of tangent vectors. For doing so, we fix h to be a standard metric (even
though this is not necessary by [13]). The tangent space of MSD at (the representative)
(∇,Ψ) is given by those

(ξ, φ) ∈ Ω(0,1)(sl(2,C))⊕ Ω(1,0)(sl(2,C))

satisfying

0 = d∇(ξ − ξ∗) + 1
2 [φ ∧Ψ∗] + 1

2 [Ψ ∧ φ∗]
0 = ∂̄∇ + [ξ,Ψ]

(15)

modulo infinitesimal gauge deformation (see [21, (6.1)]). These equations mean that we have
an infinitesimal deformation

t 7→ (∇+ t(ξ − ξ∗),Ψ + tφ)
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of a solution to the self-duality equation (for the fixed hermitian metric), and we can choose
harmonic representatives which are orthogonal to the (unitary) gauge orbit, which is equiva-
lent to

D∗(ξ, φ) = 0(16)

where

D : Γ(Σ, su(2))→ Ω(0,1)(Σ, sl(2))⊕ Ω(1,0)(Σ, sl(2)); ψ 7→
(
(d∇ψ)′′, [Ψ, ψ]

)
see [21, 13]. Provided (15), (16) hold, the complex structures I, J,K = IJ are given by

I(ξ, φ) = (iξ, iφ) J(ξ, φ) = (iφ∗,−iξ∗) and K(ξ, φ) = (−φ∗, ξ∗),(17)

see [21, page 109]. Provided (15), (16) hold for k = 1, 2, the Hitchin metric (see [21, (6.2)]) is
defined to be

g ((ξ1, φ1), (ξ2, φ2)) := 2i

∫
Σ

trace (ξ∗1 ∧ ξ2 + ξ∗2 ∧ ξ1 + φ1 ∧ φ∗2 + φ2 ∧ φ∗1) .

Thus
ωI((ξ1, φ1), (ξ2, φ2)) = −g((ξ1, φ1), (iξ2, iφ2))

= 2

∫
Σ

trace(ξ∗1 ∧ ξ2 − ξ∗2 ∧ ξ1 − φ1 ∧ φ∗2 + φ2 ∧ φ∗1)

ωJ((ξ1, φ1), (ξ2, φ2)) = 2

∫
Σ

trace(ξ∗1 ∧ φ∗2 − φ2 ∧ ξ1 + φ1 ∧ ξ2 − ξ∗2 ∧ φ∗1)

ωK((ξ1, φ1), (ξ2, φ2)) = −2i

∫
Σ

trace(−ξ∗1 ∧ φ∗2 − φ2 ∧ ξ1 + φ1 ∧ ξ2 + ξ∗2 ∧ φ∗1)

which gives

(ωJ + iωK)(ξ1, φ1), (ξ2, φ2) = −4

∫
Σ

trace(φ2 ∧ ξ1 − φ1 ∧ ξ2).

Recall that twistor lines corresponding to the self duality solution (∇,Ψ) are given by

λ 7→ (λ, ∂̄∇ + λΨ∗,Ψ + λ∂∇)Σ

or equivalently by the associated family of flat connections

(18) λ ∈ C∗ 7→ ∇+ λ−1Ψ + λΨ∗.

Thus, the tangent vectors X = (ξ1, φ1) and Y = (ξ2, φ2) correspond to the normal bundle
sections given by

X : λ 7→ (0, ξ1 + λφ∗1, φ1 − λξ∗1)

and
Y : λ 7→ (0, ξ2 + λφ∗2, φ2 − λξ∗2).

Therefore, when fixing λ ∈ C, we obtain from (13)

Oλ(X,Y ) =Oλ((ξ1 + λφ∗1, φ1 − λξ∗1), (ξ2 + λφ∗2, φ2 − λξ∗2))

=(ωJ + iωK)(X,Y )− 2λωI(X,Y )− λ2(ωJ − iωK)(X,Y ).

�
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2.7. The Goldman symplectic form for the space of logarithmic connections. See [3]
or [2] for details about Poison and symplectic structures on moduli spaces of flat connections
on punctured Riemann surfaces. We include the following discussion only for convenience to
the reader.
Let Σ be a compact Riemann surface, p1, . . . , pn ∈ Σ be pairwise disjoint. Fix SL(2,C)
conjugacy classes

C1, . . . , Cn
of (non-zero) diagonal matrices C1, . . . , Cn ∈ sl(2,C). Consider the infinite dimensional space
A of flat SL(2,C)-connections ∇ on

Σ0 := Σ \ {p1, . . . , pn}

which are of the form

(19) ∇ = Aj
dzj
zj

+ smooth connection

with Aj ∈ Cj , and with respect to centered holomorphic coordinate zj at pj .

Lemma 19. Let X ∈ Ω1(Σ0, sl(2,C)) be a tangent vector to ∇ ∈ A. Then, there exists smooth
ξ ∈ Γ(Σ, sl(2,C)) and X̂ ∈ Ω1(Σ, sl(2,C)) such that

X = d∇ξ + X̂ and d∇X̂ = 0

on the punctured surface Σ0.

Proof. Since X is a tangent vector at ∇, we have in particular d∇X = 0. Moreover, X
preserves the form of Equation (19) therefore we can write

X = [Aj , ξj ]
dzj
zj

+ X̃

around pj for appropriate ξj ∈ sl(2,C) and smooth X̃. Now, consider any section ξ ∈
Γ(Σ, sl(2,C)) with ξ(pj) = ξj . Then the splitting

X = d∇ξ + (X − d∇ξ)

is of the required form. �

Lemma 20. Let ∇ ∈ A with Aj as in (19) and X = d∇ξ + X̂, Y = d∇µ + Ŷ ∈ T∇A for
ξ, µ ∈ Γ(Σ, sl(2,C)) and X̂, Ŷ ∈ Ω1(Σ, sl(2,C)). Then∫

Σ0

trace (X ∧ Y ) =

∫
Σ

trace
(
X̂ ∧ Ŷ

)
− 2πi

n∑
j=1

trace (Aj [ξ(pj), µ(pj)]) .

Proof. Consider the punctured Riemann surface Σ and a centered holomorphic coordinate zj
around a puncture pj . For t > 0 small let

γt : S
1 → Σ0; e2πiϕ 7→ (zj)

−1(te2πiϕ).

Then we have with respect to the splittings of X and Y∫
Σ0

trace (X ∧ Y ) =

∫
Σ0

trace
(
X̂ ∧ Ŷ

)
+trace

(
d∇ξ ∧ Ŷ

)
+trace

(
X̂ ∧ d∇µ

)
+trace

(
d∇ξ ∧ d∇µ

)
.
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We need to compute the second till the fourth term in the above expression.∫
Σ0

trace
(
d∇ξ ∧ Ŷ

)
= −

∫
Σ0

d trace(ξŶ ) +

∫
Σ0

trace(ξ(d∇Ŷ ))

= lim
t→0

∑
j

∫
γt

trace(ξŶ ) = 0,
(20)

since d∇Ŷ = 0 and Ŷ , ξ are both smooth on Σ. Analogously, we have∫
Σ0

trace(X̂ ∧ d∇µ) = 0.

For the last term we have∫
Σ0

trace(d∇ξ ∧ d∇µ) =

∫
Σ0

d trace(ξd∇µ) = − lim
t→0

∑
j

∫
γt

trace(ξd∇µ)

= − lim
t→0

∑
j

∫
γt

trace(ξ[Aj , µ]
dzj
zj

)− lim
t→0

∑
j

∫
γt

trace(something smooth)

= −2πi
∑
j

trace(ξ(pj)[Aj , µ(pj)]) = −2πi
∑
j

trace(Aj [ξ(pj), µ(pj)])

(21)

�

This Lemma allows to define a holomorphic complex bilinear and skew-symmetric form on
the (infinite dimensional) tangent space T∇A by

O : T∇A× T∇A → C

(X,Y ) 7→
∫

Σ0

trace(X ∧ Y ) + 2πi
∑
j

trace(Respj (∇)[Respj (X),Respj (Y )] ).

Corollary 21. For d∇ξ, Y ∈ T∇A we have

O(d∇ξ, Y ) = 0.

Therefore, the bilinear form O descents to a well defined holomorphic 2-form on the quotient
of A by gauge transformations.

Remark 22. When the infinitesimal deformation of the flat connection preserves the holo-
morphic structure of Σ0, i.e., the tangent vector fields X, Y are meromorphic and the first
term when evaluating the bilinear form O vanishes, and only the residue term remains. For
A ∈ Oj, the complex skew bilinear form

[A,X], [A, Y ] ∈ TAOj 7→ trace(A[X,Y ])

is well-defined and known as the Kirillov symplectic form on the adjoint orbit Oj.

3. Ansatz and initial properties at t = 0.

In this section we write down an ansatz for potentials (λ-dependent connection 1-forms) on the
4-puncture sphere Σ = Σp depending on the parabolic weight t ∈ (−1

2 ,
1
2). We then explicitly

compute the initial conditions at t = 0 which we will deform via an implicit function theorem
argument in Section 4 to obtain equivariant harmonic maps from Σp into H3 for t 6= 0.
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3.1. The potential. To construct real holomorphic sections explicitly, we restrict to the case
where the underlying holomorphic structure is trivial for all λ ∈ Da = {λ | |λ|2 < a2} for
some a > 1. Then the connection 1-form is a holomorphic and complex linear

η ∈ Ω1,0(Σ,Λsl(2,C))

with
(λη) ∈ Ω1,0(M,Λ+sl(2,C)),

where

Λsl(2,C) := {η : S1 C∞−→ sl(2,C)}
Λ+sl(2,C) := {η ∈ Λ+sl(2,C) | η extends holomorphically to Da}

(22)

with (λη) denoting pointwise multiplication. Its residue at λ = 0

η−1 := Resλ=0(η)

is the (parabolic) Higgs field. Such an η will be referred to as a potential. On the 4-punctured
sphere we can further specialize to η being a Fuchsian system for every λ ∈ Da \ {0}, i.e., we
consider potentials of the form

η =
4∑
j=1

Bj
dz

z − pj
, and

4∑
j=0

Bj = 0

with z being the homogenous coordinate of CP 1, Bj ∈ Λ+sl(2,C). To be more explicit, the
coefficients of λBj , as functions of λ, are in the functional space

W≥0
a :=

{
h =

∞∑
k=0

hkλ
k |

∞∑
k=0

|hk|ak <∞

}
so have convergent power series in the disk of radius a > 1. We denote the subspace of
convergent power series with vanishing constant term h0 by W+

a . Whenever the dependence
on a particular a is not important, we will omit this index. More generally, Wa denote the
space of convergent Laurent series on the annulus Aa := { 1

a2
< |λ|2 < a2}. Elements of h ∈ W

will be splitted into its positive part h+ ∈ W+ and the constant part h0 = h0 and the negative
part h− = h− h+ − h0.

To fix further notations let C+ denote the upper-right quadrant of the plane

C+ = {z ∈ C | Re(z) > 0, Im(z) > 0}
and let p ∈ C+ and consider the four-punctured sphere

Σ = Σp = CP 1 \ {p1, p2, p3, p4}
with

(23) p1 = p, p2 = −1/p, p3 = −p and p4 = 1/p.

Up to Möbius transformations, every four-punctured sphere is of this form. By definition Σ is
invariant under the holomorphic involutions δ(z) = −z and τ(z) = 1/z. Moreover, consider
the Pauli matrices

m1 =

(
1 0
0 −1

)
m2 =

(
0 1
1 0

)
m3 =

(
0 i
−i 0

)
and the holomorphic 1-forms on Σ



16 LYNN HELLER, SEBASTIAN HELLER, AND MARTIN TRAIZET

ω1 =
dz

z − p1
− dz

z − p2
+

dz

z − p3
− dz

z − p4

ω2 =
dz

z − p1
− dz

z − p2
− dz

z − p3
+

dz

z − p4

ω3 =
dz

z − p1
+

dz

z − p2
− dz

z − p3
− dz

z − p4
.

(24)

Then the ωi have the symmetries

(25)

{
δ∗ω1 = ω1, δ∗ω2 = −ω2, δ∗ω3 = −ω3

τ∗ω1 = −ω1, τ∗ω2 = ω2, τ∗ω3 = −ω3.

In the following we will consider a potential of the form

(26) ηt = t
3∑
j=1

xj(λ)mjωj

where t ∼ 0 is a real parameter and λx1, λx2, λx3 ∈ W≥0 are parameters. We aim to
determine ηt in dependence of t through the implicit function theorem by imposing the reality
condition. We denote the parameter vector then by x = (x1, x2, x3) ∈ (W≥0)3. In particular,
ηt is a Fuchsian system for every λ ∈ Da \ {0} and the residues at a puncture is given by a
Λsl(2,C) element

Resz=pjηt = tAj

with

A1 =

(
x1 x2 + ix3

x2 − ix3 −x1

)
A2 =

(
−x1 −x2 + ix3

−x2 − ix3 x1

)
A3 =

(
x1 −x2 − ix3

−x2 + ix3 −x1

)
A4 =

(
−x1 x2 − ix3

x2 + ix3 x1

)(27)

satisfying

(28) det(Aj) = −x2
1 − x2

2 − x2
3

for all j = 1, ..., 4.
This ansatz is chosen such that the potential has the following symmetries

δ∗ηt = D−1ηtD with D =

(
i 0
0 −i

)
τ∗ηt = C−1ηtC with C =

(
0 i
i 0

)
.

(29)

In the following section we obtain from the implicit function theorem that these symmetries
are automatically satisfied when all parabolic weights at the four punctures of Σ are equal.

Remark 23. With this ansatz we only study harmonic maps for which the monodromy become
trivial for t→ 0 and consequently the corresponding Higgs fields Ψ(t)→ 0.

Remark 24. When comparing to the notations of [20] we have x1 = ia, x2 = b and x3 = c.
Moreover, we adjusted the Pauli matrix m1 as well. These changes of notations are to facilitate
writing compact and symmetric formulas with respect to the parameters xj.
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3.2. Potentials and Higgs fields. A potential of the form (26) with non-vanishing λ−1-part

Ψ := resλ=0ηt

naturally defines a strongly parabolic Higgs bundle where the underlying holomorphic vector
bundle is trivial:
Clearly, the functions x1, x2, x3 have first order poles at λ = 0. Moreover, from (26) we
obtain that the non-vanishing λ−1-part Ψ is a meromorphic and sl(2,C)-valued 1-form on
the 4-punctured sphere whose residues at the singular points are nilpotent and non-vanishing.
Define the parabolic lines at pi to be the kernels of the residue at pi, equipped with parabolic
weight t, and equip the full 2-dimensional fibre with parabolic weight −t.
By construction, the parabolic Higgs pair consisting of the parabolic Higgs field and the
parabolic structure, is uniquely determined by the nilpotent sl(2,C)-matrix A(−1)

1 . In fact,
we have

Ψ = A
(−1)
1

dz

z − p1
+A

(−1)
2

dz

z − p2
+A

(−1)
3

dz

z − p3
+A

(−1)
4

dz

z − p4

with

A
(−1)
3 = D−1A

(−1)
1 D, A

(−1)
2 = (CD)−1A

(−1)
1 (CD), A

(−1)
3 = D−1A

(−1)
1 D, A

(−1)
4 = C−1A

(−1)
1 C.

Moreover, conjugation of A(−1)
1 by C or D leads to a conjugation of the corresponding Higgs

field Ψ. To facilitate the notation, we will omit the superscript of A(−1)
1 in the following.

Lemma 25. Let 0 6= A1 ∈ sl(2,C) be nilpotent and g ∈ SL(2,C). The parabolic Higgs fields
Ψ and Ψ̃ corresponding to A1 and Ã1 = g−1A1g are gauge equivalent if and only if

g ∈< C,D >∼= Z2 × Z2.

Moreover, all these parabolic Higgs fields gives rise to semistable parabolic structures which
are generically strictly stable as we require t ∈ (0, 1

4). More precisely, we have

Lemma 26. Let p1, . . . , p4 as in (23) and let (u, v) ∈ C2 \ {0} with

A1 =

(
uv −u2

v2 −uv

)
.

Then, the corresponding strongly parabolic Higgs pair is semistable. The underlying parabolic
structure is strictly stable unless uv = 0, u2 = v2 or u2 = −v2.

Proof. Since 4t < 1 we only have to look for degree 0 line subbundles given by complex lines
in C2 as possible destabilising bundles. The kernels L1, ..., L4 of the residues at p1, ..., p4 are
given by

L1 = C(u, v), L2 = C(−v, u), L3 = C(−u, v), L4 = C(v, u),

respectively. Thus, at most two of these lines can coalesce, and this happens if and only if
uv = 0, u2 = v2 or u2 = −v2.

In these cases, one can compute that the corresponding Higgs field Ψ has non-trivial deter-
minant with simple poles at p1, . . . , p4, and therefore must be semistable. In fact an easy
computation shows that the Higgs pairs are polystable. Moreover, the Higgs fields with re-
spect to u = 0 and v = 0 gives rise to gauge equivalent parabolic structures, so does u = v
and u = −v as well as u = iv and u = −iv. �
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We call the parabolic Higgs fields Ψ induced by a single matrix A1 ∈ sl(2,C) as symmetric.
The following lemma can then easily be proven.

Lemma 27. Consider on the holormorphic trivial rank 2 bundle a parabolic structure on the
4-punctured sphere with parabolic weights ±t, with t ∈ (0, 1

4), at all four singular points. Then
every parabolic structure admit a symmetric parabolic Higgs field. Vice versa, every non-zero
polystable strongly parabolic Higgs field is gauge equivalent to a symmetric one.

Proposition 28. The moduli space of all polystable strongly parabolic Higgs bundles as in
Lemma 27 is given by the cotangent bundle of CP 1 modulo a natural Z2 × Z2 action.

Proof. The gauge class of a polystable strongly parabolic Higgs bundle can be represented
with a symmetric parabolic Higgs field induced by a non-zero nilpotent A1 ∈ sl(2,C). The
matrix A1 is uniquely determined up to sign by the spin covering

(u, v) ∈ C2 \ {0} 7→
(
uv −u2

v2 −uv

)
.

Recall that the kernel of A1 determines the induced parabolic structure. Moreover, by Lemma
25, the gauge class of a strongly parabolic Higgs field (or the induced parabolic structure)
determinesA1 unique up to conjugation by the group Z2×Z2 generated by C andD. Therefore,
up to the action induced by C and D, the moduli space is the blow up of C2 \ {0}/Z2, which
can be identified with the cotangent bundle of CP 1. �

3.3. The choice of initial data at t = 0, and parabolic Higgs fields. We denote the
initial value of the parameters with an underscore. These are chosen such that x1, x2, x3 at
t = 0 satisfy

(30)

{
det(A1) = −1

A1 = A∗1.

The ()∗-operator for matrices is hereby defined as

M∗(λ) = M(−1/λ)
T
.

The first equation in (30) will later give that the local monodromies of the associated Fuchsian
systems lie in the conjugacy class of diag(exp(2πit), exp(−2πit)) for every λ ∈ Da. The second
equation in (30) gives an infinitesimal version of T -reality at t = 0. The equations (30) on
the matrices are equivalent to {

x2
1 + x2

2 + x2
3 = 1

xj = x∗j , ∀j,
where the induced ()∗-operator for functions is defined to be

(31) f∗(λ) = f(−1/λ).

Since potentials have at most a first order pole at λ = 0 each eligible xj must be a degree 1
Laurent polynomial

xj = xj,−1λ
−1 + xj,0 + xj,1λ

with {
xj,0 ∈ R
xj,1 = −xj,−1.
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Then x2
1 + x2

2 + x2
3 = 1 is equivalent to

(32)



3∑
j=1

x2
j,−1 = 0

3∑
j=1

xj,−1xj,0 = 0

3∑
j=1

x2
j,0 − 2|xj,−1|2 = 1.

For the first equation, consider the standard parametrization of the quadric {x2 +y2 +z2 = 0}
in C3 given by

(33) x1,−1 = u v, x2,−1 = 1
2(v2 − u2) and x3,−1 = i

2(u2 + v2)

with (u, v) ∈ C2 \ {(0, 0)}. Then the second equation of (32) gives

(34) u v x1,0 + 1
2(v2 − u2)x2,0 + i

2(u2 + v2)x3,0 = 0

and its (real) solutions are

(35) x1,0 = ρ(|u|2 − |v|2), x2,0 = 2ρRe(uv) and x3,0 = 2ρ Im(uv), for some ρ ∈ R.

Finally, the third equation of (32)

ρ2(|u|2 + |v|2)2 − (|u|2 + |v|2)2 = 1

determines ρ up to sign. The geometric meaning of these equations and its relationship to
the classical Weierstrass representation of minimal surfaces in Euclidean 3-space is discussed
in Section 5.1. In particular, we obtain from Lemma 39 that the compatible ρ is

(36) ρ = −
√

1 + (|u|2 + |v|2)−2.

We have thus fixed the initial conditions of ηt depending on a pair (u, v) ∈ C2 \ {(0, 0)}
which parametrizes the space of all eligible non-vanishing λ-residues of the ηt. This gives a
4-fold covering of the open stratum of the moduli space of parabolic Higgs fields. In fact, the
symmetries (29) uniquely determine the potentials (27) up to conjugation with C and D for
t > 0, see also [17, Lemma 17].

Convention 29. In the following, we slightly abuse the notation and neglect the Z2 × Z2

issue when referring to completion of the nilpotent orbit as the moduli space of parabolic Higgs
fields. This 4-fold covering can be identified with the space of parabolic Higgs fields on the
1-punctured torus (with parabolic weight 1

2 −2t). We will also ignore the complex line of stable
parabolic Higgs fields with underlying holomorphic structure O(−1)⊕O(1) at t = 0, since the
t→ 0 limit of corresponding representations are far away from the identity.

Remark 30. When considering (26) for t > 0 we have to rephrase the second condition in
(30) encoding the reality condition at t = 0. We require only that η∗t and ηt lie in the same
gauge class. Moreover we fix the λ-residue of ηt at λ = 0 for all t. This corresponds to
constructing families of flat connections that descent to real holomorphic sections ofMDH(t)
with prescribed Higgs pair at λ = 0. Due to this choice of initial conditions, the constructed
family of flat connection is gauge equivalent to the associated family of flat connections ∇λ of
an equivariant harmonic map into hyperbolic 3-space, i.e., a twistor line.
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The moduli space of SL(2,C)-Fuchsian systems with prescribed local monodromies over the
4-puncture sphere as well as the space of associated strongly parabolic Higgs fields with fixed
weights are both complex 2-dimensional. For the potentials ηt, the underlying holomorphic
bundle is trivial, and the weight t is fixed at every puncture. Hence, the parabolic structure
is entirely determined by the eigenlines of the residues.
Using the above (u, v)-parametrization the parabolic Higgs field Ψ = Resλ=0 ηt is given by

Ψ = t

3∑
j=1

xj,−1mjωj

and has determinant

(37) det(Ψ) =
−4t2(u4 − (p2 + p−2)u2v2 + v4)

z4 − (p2 + p−2)z2 + 1
.

Its residues at pj , j = 1, ..., 4 are

Resp1Ψ = t

(
uv −u2

v2 −uv

)
Resp2Ψ = t

(
−uv −v2

u2 uv

)
Resp3Ψ = t

(
uv u2

−v2 −uv

)
Resp4Ψ = t

(
−uv v2

−u2 uv

)(38)

which are all non-zero, nilpotent and their 0-eigenlines viewed as points in CP 1 have homoge-
nous coordinates u/v, −v/u, −u/v and v/u, respectively. Their cross-ratio determining the
parabolic structure is then (

u

v
,
−v
u

;
−u
v
,
v

u

)
=
−4u2v2

(u2 − v2)2
,

where the cross-ratio is defined to be

(z1, z2; z3, z4) =
(z3 − z1)(z4 − z2)

(z3 − z2)(z4 − z1)
.

Using the symmetries a Higgs field is uniquely determined by its residue Ψ1 at p ∈ Σ. More-
over, the cross-ratio is already determined by the ratio u/v (since scaling u and v just scales
the Higgs field). Thus an open (and dense) subset of (the 4-fold covering of) the moduli space
of strongly parabolic Higgs bundles can identified with the nilpotent orbit in sl(2,C) which is
given by the blow-up of C2/Z2 at the origin.

4. Constructing real holomorphic sections

In order for the potential d− ηt to be the lift of a real holomorphic section s we first need to
impose the gauge equivalence

(39) [d− ηλ] =
[
d− η−λ̄−1

]
.

To make this condition more explicit, we identify the space of gauge equivalence classes of
flat connections with the space of representations of π1(Σ, z0) modulo conjugation via the
monodromy representation. Let p ∈ C+ and Σ = Σp be the 4-punctured sphere and fix the
base point z0 = 0. Choose the generators γ1, γ2, γ3 and γ4 of the fundamental group π1(Σ, 0)
as in [20], i.e, let γ1 be the composition of the real half-line from 0 to +∞ with the imaginary
half-line from +i∞ to 0, and more generally γk is the product of the half-line from 0 to
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ik−1∞ with the half line from ik∞ to 0, so γk encloses pk and γ1γ2γ3γ4 = 1. Let Φt be the
fundamental solution of the Cauchy Problem

(40) dΣΦt = Φtηt with initial condition Φt(z = 0) = Id

and let Mk(t) =M(Φt, γk) be the monodromy of Φt along γk. The moduli space of represen-
tations can be parametrized using so-called Fricke coordinates. Define

sk := trace(Mk); sk,l = trace(MkMl).

Since Mk ∈ SL(2,C), the trace sk determines the eigenvalues of Mk, i.e., the conjugacy class
of the local monodromy Mk. For the symmetric case considered in this paper we restrict to

s1 = s2 = s3 = s4 = 2 cos(2πt)

for t ∈]0, 1
4 [ and the following classical result by Fricke-Voigt holds.

Proposition 31. Consider a SL(2,C)-representation on the 4-punctured sphere Σ. Let

s = s1 = · · · = s4

and let U = s1,2, V = s2,3, W = s1,3. Then the following algebraic equation holds

(41) U2 + V 2 +W 2 + U V W − 2s2(U + V +W ) + 4(s2 − 1) + s4 = 0.

When satisfying (41) the parameters s and U, V,W together determine a monodromy represen-
tation ρ : π1(Σ)→ SL(2,C) from the first fundamental group of Σ into SL(2,C). By imposing
the symmetries (29), this representation is unique up to conjugation.

Proof. For the first (classical) part of the proposition see for example [11]. Whenever the
representations are irreducible, [11] moreover shows that they are uniquely determined by
their global traces U, V,W up to conjugation, even without symmetry assumptions. By [11,
Lemma 5] a representation is reducible if and only if

si,j ∈ {2,−2 + s2} = {2, 2 cos(4πt)}

for all i, j. For t ∈]0, 1
4 [ (41) then implies that

(U, V,W ) ∈ {(2, 2, 2 cos(4πt)), (2, 2 cos(4πt), 2), (2 cos(4πt), 2, 2)}.

It can be easily checked that for each of the 3 possibilities there is a unique (up to conjugation
with C and D) Fuchsian potential satisfying the symmetry assumptions (29). �

Using the above proposition the reality condition (39) on the potentials ηt is equivalent to

sjk = s∗jk for (j, k) ∈ {(1, 2), (1, 3), (2, 3)},

with ()∗ as defined in (31). The goal of this section is thus to solve the following Monodromy
Problem

(42)


sjk = s∗jk for (j, k) ∈ {(1, 2), (1, 3), (2, 3)}

3∑
j=1

x2
j = 1

using a similar implicit function theorem as in [19, 20]. Note that it remains to show that
the so-constructed real holomorphic sections are negative (and in the component of twistor
lines). This is done in Corollary 36 below.
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4.1. Setup. As in [20], let P = Φ(z = 1) and Q = Φ(z = i), where we omitted the index t.
Then the traces sjk are given by squares of holomorphic functions in terms of the entries of
P = (Pij) and Q = (Qij) as follows:

Proposition 32. With the notation above we have

(43) s12 = 2− 4p2

(44) s23 = 2− 4q2

(45) s13 = 2− 4r2

with
p = P11P21 − P12P22, q = i(Q11Q21 +Q12Q22)

and

r =
i

2
(P22Q11 + P12Q21)2 +

i

2
(P22Q12 + P12Q22)2

− i
2

(P21Q11 + P11Q21)2 − i

2
(P21Q12 + P11Q22)2.

Proof. The equations (43) and (44) have been proven in [20, Proposition 16]. It remains to
show (45). Using the symmetries δ and τ ◦ δ which fix z = 1 and z = i respectively we have
as in [20, Proposition 16]

Φ(+∞) = PCP−1C−1, Φ(+i∞) = QDCQ−1C−1D−1

M1 = Φ(+∞)Φ(+i∞)−1, M3 = DM1D
−1

(46)

This gives with C2 = D2 = −Id and CD = −DC

M1M3 = −(PCP−1C−1DCQC−1D−1Q−1D)2 = −
(
PCP−1DQCDQ−1D

)2
.

For A ∈ SL(2,C) we have
trace(−A2) = 2− trace(A)2,

hence (45) holds with

r =
1

2
trace

(
PCP−1DQDCQ−1D

)
which coincides with the formula given in Proposition 32 after a tedious computation. �

Proposition 33. At t = 0, we have

p(0) = q(0) = r(0) = 0

with derivatives
p′(0) = 2πx3, q′(0) = 2πx2 and r′(0) = 2πx1.

Proof. At t = 0 we have ηt = 0 thus all monodromies are trivial and P = Q = I2 from which
the first point follows. For the assertion on the derivatives define as in [20]

(47) Ωj(z) =

∫ z

0
ωj(z)

for j = 1, 2, 3, where the integral is computed on the segment from 0 to z. Then

P ′(0) =

3∑
j=1

xjΩj(1)mj , and Q′(0) =

3∑
j=1

xjΩj(i)mj ,
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from which we can compute

p′(0) = P ′21(0)− P ′12(0) = −2ix3Ω3(1)

q′(0) = i(Q′21(0) +Q′12(0)) = 2ix2Ω2(i)

r′(0) = i(P ′22(0) +Q′11(0)− P ′11(0)−Q′22(0)) = −2ix1(Ω1(1)− Ω1(i)).

By the Residue Theorem, we have for j = 1, 2, 3

2πi =

∫
γ1

ωj =

∫ 1

0
ωj −

∫ 1

0
τ∗ωj −

∫ i

0
ωj +

∫ i

0
(τδ)∗ωj .

Using the symmetries (25), this gives

(48) Ω1(1)− Ω1(i) = πi, Ω2(i) = −πi and Ω3(1) = πi

proving Proposition 33. �

In view of Proposition 32, the monodromy problem (42) can be reformulated to be

(49)



p = p∗

q = q∗

r = r∗

3∑
j=1

x2
j = 1

and the following proposition implies that it suffices to consider two amongst the three traces.

Proposition 34. Assume that (x1(t), x2(t), x3(t)) are analytic functions of t in a neighbor-
hood of t = 0 with xj(0) = xj and solving the following equations for all t

(50)


p = p∗

q = q∗

3∑
j=1

x2
j = 1.

Then also r = r∗ for all t. Analogous statements hold by cyclic permutation of p, q, r.

Proof. Let
U = s12, V = s23, W = s13 and s = trace(Mk)

as in Proposition 31 satisfying the quadratic equation (41)

Q := U2 + V 2 +W 2 + U V W − 2s2(U + V +W ) + 4(s2 − 1) + s4 = 0.

By substitution of U = 2− 4p2, V = 2− 4q2 and W = 2− 4r2, Q factors as

Q = Q1Q2 with Qj = s2 + 4(p2 + q2 + r2 − 1) + 8(−1)jpqr.

Since Q = 0 for all t, and Q1, Q2 are analytic functions of t, one of them must be identically
zero. Let

∆ = 64(1− p2)(1− q2)− 16s2
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be the discriminant of this Qj , seen as a polynomial in the variable r. Since P, Q are well-
defined analytic functions of t (with values in Wa), r is a well-defined analytic function in t
as well and ∆ admits a well-defined square root δ such that

r = (−1)j+1pq +
δ

8

for all t. From the hypotheses of the proposition, we have ∆ = ∆∗ so δ∗ = εδ where the sign
ε = ±1 does not depend on t because r∗ is a well-defined analytic function in t. Hence

r∗ = (−1)j+1pq + ε
δ

8
.

The sign ε can be determined using the first order derivatives at t = 0. We have

r′ = 2πx1 =
δ′

8
and r′∗ = 2πx∗1 = 2πx1 = ε

δ′

8
,

so since x1 6≡ 0, ε = 1. Hence r = r∗ for all t. �

4.2. Solving the Monodromy Problem. The moduli space of Higgs fields on V = O⊕O
is identified with the completion of the nilpotent orbit in sl(2,C) which in turn is given by
the blow-up of C2/Z2 at the origin. Consider first the regular case of (u, v) ∈ C2 \ {(0, 0)}
and consider the quadratic polynomials

Pj(λ) = λxj(λ) = xj,1λ
2 + xj,0λ− xj,1.

and denote their discriminants by

∆j = x2
j,0 + 4|xj,1|2 ∈ R.

Proposition 35.
(1) The polynomial Pj has a complex root µj with |µj | < 1 if and only if xj,0 6= 0. In this

case µj ∈ D1 depends real-analytically on (u, v).
(2) With the same notation, Pk(µj) and P`(µj) are R-independent complex number if
{j, k, `} = {1, 2, 3}.

Proof. If xj,1 = 0, the first point is trivial, because in this case Pj = xj,0λ. Therefore, xj,0 6= 0
is equivalent to µj = 0 which is constant in (u, v). Hence assume in the following xj,1 6= 0.

(1) If µ is a root of Pj , then µ 6= 0 and xj = x∗j gives that − 1
µ 6= µ is the other root of

Pj . Thus

|µ| = 1⇔ µ− 1

µ
= 0⇔ xj,0 = 0.

For xj,0 6= 0 the root µj with |µj | < 1 is given by

µj =
−xj,0 + sign(xj,0)

√
∆j

2xj,1

which we may rewrite as

µj =
2xj,1
xj,0

f

(
4|xj,1|2

x2
j,0

)
with f(z) =

√
1 + z − 1

z
.

The function f extends holomorphically to z = 0, therefore µj depends analytically
on (u, v).
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(2) To prove the second point, assume for simplicity of notation that j = 1. Suppose by
contradiction that P2(µ1) and P3(µ1) are linearly dependent over R. First assume that
µ1 6= 0. Then the complex numbers x2(µ1), x3(µ1) are linealy dependent. Moreover,
x1(µ1) = 0 so

x2(µ1)2 + x3(µ1)2 = 1

and this implies that x2(µ1) and x3(µ2) are real. Since all xk,0 are real, we obtain

xk,1µ1 − xk,1µ−1
1 ∈ R for k = 1, 2, 3.

Then
3∑

k=1

(
xk,1µ1 − xk,1µ−1

1

)2 ≥ 0.

Expanding the squares and using
∑3

k=1 x
2
k,1 = 0 we obtain

3∑
k=1

|xk,1|2 ≤ 0

which implies u = v = 0 which is a contradiction.
If µ1 = 0, we have P2(0) = x2,−1 and P3(0) = x3,−1. From P1(0) = x1,−1 = 0 we
obtain

x2
2,−1 + x2

3,−1 = 0

and since x2,−1 and x3,−1 are linearly dependent over R, x2,−1 = x3,−1 = 0 which
again results in u = v = 0 leading to a contradiction.

�

Theorem 4. Fix (u, v) 6= (0, 0), which determines xj,−1 for j = 1, 2, 3. Then there are ε0 > 0

and a > 1 such that there exists unique values of the parameters x = (x1, x2, x3) ∈ (W≥0
a )3 in

a neighborhood of x for all t ∈ (−ε0, ε0) depending analytically on (t, p, u, v) solving (42) with
x(0) = x and prescribed xj,−1(t) = xj,−1. Moreover, ε0 and a > 1 are uniform with respect to
(p, u, v) on compact subsets of C+ × C2 \ {(0, 0)}.

Proof. Fix (u, v) 6= (0, 0). By Proposition 35, at least one of the polynomials Pj has a root
µj inside the unit λ-disc. By symmetry of the roles played by the parameters p, q, r, we may
assume without loss of generality that j = 1. By Proposition 34, it suffices to solve Problem
(50). We fix a > 1 such that a|µ1| < 1 and consider the corresponding functional space W≥0

a .
We introduce a parameter y = (y1, y2, y3) in a neighborhood of 0 in (W≥0

a )3 and take

xk = xk + yk, k = 1, 2, 3.

Note that the negative part of the potential is fixed to its initial value xk,−1 = xk,−1. Since p
and q are analytic functions of (t, y) which vanish at t = 0, the functions

pp(t, y) =
1

t
p(t, y) and pq(t, y) =

1

t
q(t, y)

extend analytically at t = 0 and by Proposition 33 we have at t = 0

pp(0, y) = 2π(x3 + y3) and pq(0, y) = 2π(x2 + y2).
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We define
F(t, y) := pp(t, y)− pp(t, y)∗

G(t, y) := pq(t, y)− pq(t, y)∗

K(y) :=

3∑
k=1

x2
k =

3∑
k=1

(xk + yk)
2.

(51)

Then solving Problem(50) is equivalent to solving the equations F = G = 0 and K = 1. By
our choice of the central value, these equations holds at (t, y) = (0, 0). By definition we have
F∗ = −F so F = 0 is equivalent to F+ = 0 and Im(F0) = 0, and the analogous statement
holds for G as well. We have

dF(0, 0)+ = 2πdy+
3

Im(dF(0, 0)0) = 2πIm(dy3,0)

dG(0, 0)+ = 2πdy+
2

Im(dG(0, 0)0) = 2πIm(dy2,0).

(52)

Clearly the partial differential of (
F+,G+, Im(F0), Im(G0)

)
with respect to (

y+
2 , y

+
3 , Im(y2,0), Im(y3,0)

)
is an automorphism of (W+

a )2 × R2. The Implicit Function Theorem therefore uniquely de-
termines (y+

2 , y
+
3 , Im(y2,0), Im(y3,0)) as analytic functions of t and the remaining parameters,

namely y1, Re(y2,0) and Re(y3,0). Furthermore, the partial differential of (y+
2 , y

+
3 , Im(y2,0), Im(y3,0))

with respect to these remaining parameters is zero.

It remains to solve the equation K = 1. We write the Euclidean division of the polynomial
Pk by (λ− µ1) as

Pk(λ) = (λ− µ1)Qk + Pk(µ1)

with Qk ∈ C[λ]. Note that the Qk are analytic in (u, v) by Proposition 35. Observe that since
3∑

k=1

x2
k,−1 = 0,

K has no λ−2 term so λK ∈ W≥0. We write the division of λK by (λ− µ1) as

λK = (λ− µ1)S +R

where R ∈ C and S ∈ W≥0. Note that since |µ1| < 1, R and S are analytic functions of
all parameters by [20, Proposition 4]. We have, since P1(µ1) = 0 and dyk = Re(dyk,0) for
k = 2, 3

d(λK)(0, 0) =
3∑

k=1

2Pk(λ) dyk

= 2(λ− µ1)Q1dy1 +

3∑
k=2

2
(
(λ− µ1)Qk + Pk(µ1)

)
Re(dyk,0)
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so by uniqueness of the division

dR(0, 0) = 2P2(µ1)Re(dy2,0) + 2P3(µ1)Re(dy3,0)

dS(0, 0) = 2Q1dy1 + 2Q2Re(dy2,0) + 2Q3Re(dy3,0).

If x1,1 6= 0, we have µ1 6= 0 and the other root of P1 is −1/µ1 so

Q1 = x1,1

(
λ+

1

µ1

)
is invertible in W≥0

a because 1
|µ1| > a. (It is elementary that λ− c is invertible in W≥0

a if and
only if |c| > a.)
If x1,1 = 0, we have

P1 = x1,0λ

so Q1 = x1,0 ∈ C∗ is invertible in W≥0
a as well. By Proposition 35, P2(µ1) and P3(µ1)

are R-independent complex numbers. Hence the partial differential of (S,R) with respect
to (y1,Re(y2,0),Re(y3,0)) is an isomorphism from W≥0

a × R2 to W≥0
a × C. The Implicit

Function Theorem uniquely determines y1, Re(y2,0) and Re(y3,0) as analytic functions of t in
a neighborhood of 0. �

4.3. The limit (u, v) → (0, 0). Since the limit Higgs bundle moduli space is given by the
blow up of C2/Z2 at the origin, rather than expecting the solution x(t, p, u, v) to extend
continuously to (u, v) = (0, 0), the limit should depend on the direction in the blow-up. We
write

u = rru and v = rrv with |ru|2 + |rv|2 = 1.

Let 0 < |r| ≤ 1
2 so that (u, v) 6= (0, 0). With a slight abuse of notation, we write x =

x(t, p, r, ru, rv). Observe that (u, v)→ (−u,−v) does not change the initial value x, so the map
x(t, p, r, ru, rv) is even with respect to r.
Our goal is to prove

Theorem 5.

(1) There exists ε2 > 0 such that for |t| < ε2, the function x(t, p, r, ru, rv) extends analytically
at r = 0. Moreover, ε2 is uniform with respect to p in compact subsets of C+ and (ru, rv)
in S3.

(2) At r = 0, x(t, p, 0, ru, rv) does not depend on λ and solves the following problem:

(53)

{
∃U ∈ SL(2,C), ∀k, UMkU

−1 ∈ SU(2)

x2
1 + x2

2 + x2
3 = 1.

(3) At (t, r) = (0, 0), we have

x1 = −(|ru|2 − |rv|2), x2 = −2 Re
(

ru rv
)

and x3 = −2 Im
(

ru rv
)
.

Point (2) of the Theorem shows that the constructed real sections lie in the same connected
component as unitary flat connections, solutions with Higgs field Ψ = 0, which are negative,
showing that our approach is a complex analytic way of constructing twistor lines.

Corollary 36. The real sections constructed in Theorem 4 and Theorem 5 are twistor lines.
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Proof of Theorem 5. Rewrite the central value x in terms of (r, ru, rv) as

xj = r2
rxj,−1λ

−1 + rρ(r)rxj,0 + r2
rxj,1λ

with

rx1,−1 = ru rv, rx2,−1 = 1
2(rv2 − ru2), rx3,−1 = i

2(ru2 + rv2),

rx1,0 = |ru|2 − |rv|2, rx2,0 = 2 Re
(

ru rv
)
, rx3,0 = 2 Im

(
ru rv
)
,

rxj,1 = −rxj,−1

and

rρ(r) = r2ρ(r) = −
√

1 + r4 = −1 +O(r4).

Observe that

(54)
3∑

k=1

rx2
k,−1 = 0,

3∑
k=1

rx2
k,0 = 1,

3∑
k=1

rxk,−1rxk,0 = 0

and

(55)
3∑

k=1

|rxk,−1|2 =
1

2
.

For given (ru, rv) ∈ S3, fix j ∈ {1, 2, 3} such that rxj,0 6= 0. (This is possible by Equation (54)).
We take as ansatz that the parameter yj is of the following form

(56) yj = yj,0 + r2
ry+
j with ry+

j ∈ W
+
a .

We solve the equations F = G = 0 using the Implicit Function Theorem as in Section 4.2.
This determines the parameters y+

k and Im(yk,0) with k 6= j as functions of (t, r) and the
remaining parameters yj,0, ry+

j and Re(yk,0) with k 6= j. Moreover, at r = 0, y+
j = 0 and

y+
k = 0 solves F+ = G+ = 0. Since yk is an even function of r, this means that we can also
write for k 6= j

yk = yk,0 + r2
ry+
k with ry+

k ∈ W
+.

We decompose K = x2
1 + x2

2 + x2
3 as

K = K−1λ
−1 +K0 +K+ with K+ ∈ W+.

When r = 0, K does not depend on λ, i.e., K−1 = 0 and K+ = 0. Being even functions
of r, this means that rK−1 = r−2K−1 and rK+ = r−2K+ extend analytically at r = 0. More
explicitly,

K =

3∑
k=1

(
r2

rxk,−1λ
−1 + rρ rxk,0 + r2

rxk,1λ+ yk,0 + r2
ry+
k

)2
=

3∑
k=1

(
rxk,0 + yk,0

)2
+ 2r2

(
rxk,0 + yk,0

) (
rxk,−1λ

−1 + rxk,1λ+ ry+
k

)
+O(r4)
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from which we obtain at r = 0

rK−1 |r=0 = 2

3∑
k=1

(
rxk,0 + yk,0

)
rxk,−1

K0 |r=0 =
3∑

k=1

(
rxk,0 + yk,0

)2
rK+ |r=0 = 2

3∑
k=1

(
rxk,0 + yk,0

) (
rxk,1λ+ ry+

k

)
.

In particular, at the central value y = 0, we have by Equation (54) that K0 = 1, rK−1 = 0 and
rK+ = 0 and the differentials with respect to y at (t, r, y) = (0, 0, 0) are

drK−1 = 2
3∑

k=1

rxk,−1dyk,0

dK0 = 2
3∑

k=1

rxk,0dyk,0

drK+ = 2

3∑
k=1

rxk,0dry+
k + λrxk,1dyk,0.

Keep in mind that ry+
k and Im(y0

k) for k 6= j have already been determined and their differential
at (t, r) = (0, 0) is zero. Consider the polynomials

rPk(λ) = rxk,0λ+ rxk,−1

and let rµj be the root of Pj . Then

drK−1 + rµjdK0 = 2
∑
k 6=j

rPk(rµj)Re(dyk,0).

By Claim 37 below, this is an isomorphism from R2 to C. Hence the partial derivative of
( rK−1,K0, rK+) with respect to

(
(Re(dyk,0))k 6=j , y

0
j , ry+

j

)
is an isomorphism from R2 ×C×W+

to C2×W+. By the Implicit Function Theorem, there thus exists ε1 > 0 such that for |t| < ε1
and |r| < ε1, there exists unique values of the parameters which solve Problem (42). When
ε1/2 ≤ |r| ≤ 1/2, Theorem 4 gives us a uniform ε0 > 0 such that for |t| < ε0, there exists
unique values of the parameters which solve Problem (42). They certainly satisfy the ansatz
(56) since |r| ≥ ε1/2. Take ε2 = min(ε1, ε0). In the overlap ε1/2 ≤ |r| < ε1, the solutions
agree by uniqueness of the implicit function theorem. �

Claim 37. For k 6= j the two complex numbers rPk(rµj) are linearly independent over R.

Proof. Assume for the simplicity of notation that j = 1 and that rP2(rµ1) and rP3(rµ1) are
linearly dependent. If µ1 6= 0, let

αk = rµ−1
1

rPk(rµ1) = rxk,0 + rxk,−1rµ−1
1 .

Using Equation (54) we have
3∑

k=1

α2
k = 1.
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Since α1 = 0 and α2, α3 are linearly dependent and all αk must be real numbers. Since rxk,0
are real, each rxk,−1rµ−1

1 must be real. Then using Equation (54) again, we have

3∑
k=1

(rxk,−1rµ−1
1 )2 = 0

implying that rxk,−1 = 0 for all k contradicting Equation (55).
If µ1 = 0, then rx1,−1 = 0. Then if rx2,−1, rx3,−1 are linearly dependent, we would obtain

3∑
k=1

(rxk,−1)2 = 0,

which again gives rxk,−1 = 0 for all k contradicting Equation (55). �

Remark 38. The constructed twistor lines are uniquely determined by the residue A1(t, λ)
at z = p of the potential ηt. The deformation of A = A1 in the parameter t can in fact be
expressed by a Lax pair type equation

A′ = [A,X],

for some X ∈ Λ+sl(2,C). Moreover, X unique up to adding g · A, where g : λ 7→ g(λ) is
holomorphic around λ = 0.

To see this recall

A =

(
x1 x2 + ix3

x2 − ix3 −x1

)
satisfies detA = −1 and thus A2 = Id. Therefore, A′A+AA′ = 0 which gives

x′1x1 + x′2x2 + x′3x3 = 0.

Let

Ȧ =

(
x′1 x′2 + ix′3

x′2 − ix′3 −x′1

)
and X =

(
α β
γ −α

)
.

Then we can choose X to be given by

α = −1
2(x2 − ix3)(x′2 + ix′3) + x1R

β = 1
2x1(x′2 + ix′3) + (x2 + ix3)R

γ = −1
2x1(x′2 − ix′3) + (x2 − ix3)(R+ a).

(57)

with R = −1
2(x′2,0 + ix′3,0)

x1,−1

x2,−1+ix3,−1
chosen to remove the negative powers of λ.

5. The hyper-Kähler structure and the non-abelian Hodge correspondence
at t = 0

In this section, we derive first consequences from our complex analytic approach to the non-
abelian Hodge correspondence by varying the parabolic weight t. In particular, we can ex-
plicitly describe the (rescaled) metric and the non-abelian Hodge correspondence at the limit
t = 0. We then compute the first order derivatives with respect to t at t = 0.
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5.1. The non-abelian Hodge correspondence at t = 0. The non-abelian Hodge corre-
spondence on the rank 2 hermitian bundle V is a diffeomorphism that associates to each stable
Higgs pair (∂̄V ,Φ) the flat connection ∇λ=1 of the associated family. In the case of Fuch-
sian potentials on a 4−punctured sphere with parabolic weight t, the underlying holomorphic
structure is trivial and the Higgs pair is specified by the Higgs field only. Due to the sym-
metries, the residue at p ∈ C+ already determines the Higgs field and since

∑3
j=1 x

2
j,−1 = 0,

this residue is nilpotent. On the other hand, the connection 1−form for the flat SL(2,C)-
connection ∇λ=1 is determined by A1(λ = 1) satisfying detA1 = −1 and traceA1 = 0. Hence
A1 lies in the SL(2,C) adjoint orbit of

(
1 0
0 −1

)
.

Consider the complex 3-dimensional vector space sl(2,C) with its complex bilinear inner
product

< ξ, η >= −1

2
tr(ξη).

Then its associated quadratic form is the determinant det. Decompose sl(2,C) into real sub-
spaces

sl(2,C) = su(2)⊕ isu(2)

consisting of the subspace of skew-hermitian (A = −ĀT ) and the subspace of hermitian
symmetric (A = ĀT ) and trace-free matrices. Note that < ., . > is positive-definite on the
3-dimensional real subspace su(2) and negative definite on isu(2).

Lemma 39. There is a diffeomorphism between the nilpotent orbit in sl(2,C) and the SL(2,C)-
orbit through

(
1 0
0 −1

)
away from hermitian symmetric matrices.

Proof. Let Ψ be an element in the nilpotent orbit. Then, Φ = Ψ− Ψ̄T is skew-hermitian and
there is a unique skew-hermitian N ∈ su(2) of length 1 such that

< N,Ψ− Ψ̄T >= 0, < N, iΨ + iΨ̄T >= 0

and
N × (Ψ− Ψ̄T ) = 1

2 [N,Ψ− Ψ̄T ] = iΨ + iΨT .

Moreover,
AΨ :=

√
1+ < Φ,Φ >iN + Φ ∈ sl(2,C)

has determinant -1 and the map
Ψ 7−→ AΨ

is smooth. Note that

A1(λ) = λ−1Ψ +
√

1+ < Φ,Φ >iN − λΨ̄T

is of the form (30). Plugging in the formulas for the Higgs filed Ψ in terms of the (u, v)
coordinates, we obtain that

√
1+ < Φ,Φ > iN is the constant term of the initial values and

this fixes the sign of ρ to be negative.

For the reverse, let A ∈ sl(2,C) be of determinant −1, such that A is not hermitian symmetric,
i.e.,

Φ :=
1

2
(A− ĀT ) 6= 0.

Since det(A) = −1 and < ., . > is positive definite on su(2), also

ξ := 1
2(A+ ĀT )
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does not vanish. Define

N :=
−i√

− < ξ, ξ >
ξ ∈ su(2).

Note that < N,Φ >= 0 since det(A) is real. Then,

ΨA := 1
2(Φ− iN × Φ)

is nilpotent, and
AΨA = A.

Moreover,
A 7−→ ΨA

is also smooth. �

We identify the nilpotent orbit

C2 \ {(0, 0)}/Z2
∼= {Ψ ∈ sl(2,C) | Ψ 6= 0; det(Ψ) = 0}

via

(v, u) 7→ Ψ :=

(
u v −u2

v2 −u v

)
,

which is 2 : 1 as ±(u, v) maps onto the same Ψ. Note that

Ψ

(
u
v

)
= 0.

And we obtain

Theorem 6. The diffeomorphism in Lemma 39 extends to a diffeomorphism of the blow-up
of C2/Z2 at (0, 0) which is T ∗CP 1, to the full adjoint SL(2,C)-orbit through

(
1 0
0 −1

)
. This is

the limit the non-abelian Hodge correspondence for t→ 0.

Proof. Take u = rru and v = rrv with |ru|2 = |rv|2 = 1 and r ∈ R>0 and consider r → 0. Let
Ψ(u, v) = r2

rΨ(ru, rv) be the associated nilpotent matrix. Then the map Ψ 7→ AΨ extends to
r = 0 with

lim
r→0

AΨ(u,v) = i rN

with rN ∈ su(2,C) of length 1 satisfying

< rN, rΨ− rΨ
T
>= 0 and < rN, irΨ + irΨ

T
>= 0.

Moreover, all hermitian symmetric matrices of determinant −1 can be realized as a limit. �

5.2. The rescaled metric at t = 0. We have seen that the Higgs bundle moduli space at
t = 0 is the completion of the nilpotent SL(2,C)-orbit, and that the deRham moduli space at
t = 0 is the SL(2,C)-orbit through

(
1 0
0 −1

)
. Next, we derive that the rescaled limit metric is

the Eguchi-Hanson metric. Note that the scaling factor is chosen so that the central sphere
CP 1 inMHiggs, which is the moduli space of semi-stable parabolic bundles (i.e., Higgs pairs
with vanishing Higgs fields), has constant area with respect to the weight t.
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To identify the limit hyper-Kähler metric at t = 0 we first compute the twisted symplectic

form. Consider the moduli spaceM
l
k of logarithmic connections ∇ on the 4-punctured sphere

Σ such that its residue Respj (∇) at the puncture pj lies in the conjugacy class of

l

k

(
1 0
0 −1

)
for some coprime integers l, k with 0 < l

k < 1
2 and every j = 1, ..., 4. Consider the k-fold

covering Σk of CP 1 defined by the equation

yk =
(z − p1)(z − p3)

(z − p2)(z − p4)

totally branched over p1, . . . , p4, and let π : Σk → CP 1 denote the covering map. Then π∗∇ is
gauge equivalent to a smooth (flat) connection on Σk equivariant with respect to the natural
Zk action on Σk. In this sense, the moduli space of logarithmic connections on the 4-punctured
sphere Σ with rational weights l

k can be identified with a complex subspace of the moduli
space of all flat connections on Σk (away from reducible connections). By uniqueness of the
non-abelian Hodge correspondence and due to the equivariance of the pull-back connections,

M
l
k is a holomorphic submanifold with respect to both complex structures I, J onMSD(Σk).

Theorem 7. Consider the hyper-Kähler subspace M
l
k of MSD(Σk), and the open subset

U ⊂ M
l
k whose associated families of flat connections are given by pull-backs of Fuchsian

potentials η on some (punctured) a-disc in λ. Let η ∈ U and consider tangent vectors

[Xq] ∈ T[η]M
l
k

represented by meromorphic 1-forms

Xq ∈ H0(Σ,K ⊗ (λ−2Λ+sl(2,C)))

q = 1, 2 with first order poles on the 4-punctured sphere. Then,

(58) $[η]([X1], [X2]) = 2πik3
4∑
j=1

trace(Respj (η)[Respj (X1),Respj (X2)] ),

where $ is as in (4).

Proof. The factor k3 comes from the fact that we have to take pull-backs to a k-fold covering
totally branched over p1 . . . , p4, and that we pull-back three different 1-forms. The theorem
is therefore a direct consequence of Corollary 21 with Proposition 18, after identifying twistor
lines in the Deligne-Hitchin moduli space with the associated C∗-families of flat connections
as in (18), as the tangent vectors are meromorphic and only the residue terms remain. �

Remark 40. On the 4-punctured sphere with rational weights l
k we consider M

l
k as the

complex submanifold of equivariant solutions upstairs on Σk. The moduli space of self-duality
solutionsMSD(Σk) is hyper-Kähler with respect to Hitchin’s metric. This therefore induces a

hyper-Kähler structure downstairs onM
l
k . This hyper-Kähler structure extends to irrational

weights t using the real analytic dependence of harmonic metrics on the parabolic weights [23].
The hyper-Kähler structure onMt should coincide with the one defined by Konno [24] directly
for the moduli space of strongly parabolic Higgs bundles on the 4-punctured sphere (up to a
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normalizing factor), but we have not found a proper reference. In the following, we therefore
use the (rescaled) twisted holomorphic symplectic form

$ = 2πi
t3

4∑
j=1

trace(Bj [dBj ∧ dBj ])

on the moduli space of Fuchsian systems

d+

4∑
j=1

Bj
dz

z − zj

with det(Bj) = −t2. Note that this (rescaled) twisted holomorphic symplectic form coincides
with the natural twisted holomorphic symplectic form upstairs when t = 1

k , and it coincides at
each puncture with 1

t (instead of 1
t3
) times the Kirillov symplectic form on the adjoint orbit

through
(
t 0
0 −t

)
. By continuity (in t) the twistor construction gives rise to a positive definite

complete hyper-Kähler metric such that the (rescaled) volume of (semi-stable) parabolic bundles
(i.e., Higgs pairs with vanishing parabolic Higgs fields) is constant in t.

Corollary 41. Let t ∼ 0 and consider the space of solutions (parametrized by (u, v) ∈ C2 \
{(0, 0)}) provided by Theorem 4 and Theorem 5. In terms of the parameters x1(λ), x2(λ), x3(λ)
in (27), the rescaled twisted holomorphic symplectic form is given by

$ = 32π
dx2 ∧ dx3

x1
.

Proof. By construction all 4 residues give the same contribution and residues are given by
Bj = tAj . Therefore, a direct computation shows that

trace[(B1[dB1 ∧ dB1]) = −4it3(x1dx2 ∧ dx3 − x2dx1 ∧ dx3 + x3dx1 ∧ dx2).(59)

On the other hand,
0 = x1dx1 + x2dx2 + x3dx3

which combines with (59) to

2πi
t3

trace[(B1[dB1 ∧ dB1]) = 2πitrace[(A1[dA1 ∧ dA1]) = 8π
dx2 ∧ dx3

x1

proving the corollary. �

To explicitly compute the rescaled twisted symplectic form in Corollary 41 at t = 0 let
A = A1(λ) be the residue of the rescaled potential 1

t ηt=0 at t = 0. Recall that

A = λ−1

(
uv −u2

v2 −uv

)
+ ρ

(
|u|2 − |v|2 2uv

2uv |v|2 − |u|2
)

+ λ

(
−uv −v2

u2 uv

)
,

i.e., we compute the symplectic form using the Higgs field coordinates (u, v). Let r2 =

|u|2 + |v|2 and ρ = −
√

1 + r−4. A direct computation then gives at t = 0

$ = 64πi

(
−r

6 + |v|2

ρr6
du ∧ du− λ−1du ∧ dv +

uv

ρr6
du ∧ dv(60)

− uv
ρr6

du ∧ dv − λdu ∧ dv − r6 + |u|2

ρr6
dv ∧ dv

)
.

On the other hand,
$ = λ−1(ωJ + iωK)− 2ωI − λ(ωJ − iωK)
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from which we obtain

ωI =
32πi

ρr6

(
(r6 + |v|2)du ∧ du− uv du ∧ dv + uv du ∧ dv + (r6 + |u|2)dv ∧ dv

)
ωJ = 32πi (−du ∧ dv + du ∧ dv)

ωK = −32π (du ∧ dv + du ∧ dv) .

Proof of Theorem 1. Since (u, v) corresponds to Higgs bundle coordinates, we use the complex
structure I to compute g = ωI(., I.). Consider the tangent space basis

B =
(
∂
∂u ,

∂
∂ū ,

∂
∂v ,

∂
∂v̄

)
Then the complex structure I can be represented by the matrix

i

(
I2 0
0 −I2

)
and we obtain

g = 32π
√

1 + r−4
[
du⊗ du+ du⊗ du+ dv ⊗ dv + dv ⊗ dv − 1

r2(1 + r4)

(
uu(du⊗ du+ du⊗ du)

+uv(du⊗ dv + dv ⊗ du) + uv(dv ⊗ du+ du⊗ dv) + vv(dv ⊗ dv + dv ⊗ dv)
)]

which by [25, Equation 2] identifies with the Eguchi-Hanson metric with n = 2 and a = 1
scaled by 32π. �

5.3. The complex structure J and K in terms of Higgs field coordinates at t = 0.
Next we compute the complex structure J . With respect to the basis B the symplectic form
ωJ is represented by the matrix

MatB(ωJ) = 32πi

(
−N 0

0 N

)
with N =

(
0 1
−1 0

)
Thus the matrix representing the complex structure J is given by

MatB(J) = MatB(ωJ)−1 MatB(g) =
−i
ρr6

(
N 0
0 −N

)(
0 B

B 0

)
=
−i
ρr6

(
0 NB

−NB 0

)
with

NB =

(
−uv r6 + |u|2

−r6 − |v|2 uv

)
.

Similarly the complex structure K is then given by

MatB(ωK) = −32π

(
N 0
0 N

)

MatB(K) = MatB(ωK)−1 MatB(g) =
−1

ρr6

(
−N 0

0 −N

)(
0 B

B 0

)
=

1

ρr6

(
0 NB

NB 0

)
One can then check that J2 = K2 = −Id and IJ = K as expected and the complex structure
J is that of the adjoint SL(2,C) orbit through

(
1 0
0 −1

)
.
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5.4. First order approximations. The main advantage of the implicit function theorem
approach is that we obtain, analogously to [20], an iterative way of computing the power
series expansion of the twistor lines leading to an approach towards explicitly computing the
non-abelian Hodge correspondence and all involved geometric quantities in this symmetric
setup. In this section we first compute the first order derivatives of the parameters from
which in particular first order derivatives of the relative twisted holomorphic symplectic form
is computed, which yield derivatives of the non-abelian Hodge correspondence as well as
derivatives of the hyper-Kähler metric.

5.4.1. First order derivatives of the parameters. In order to write down closed form formulas
for the to be computed derivatives we define for 1 ≤ j, k ≤ 3 and ωk, Ωj given in (24) and
(47), respectively,

Ωjk(z) =

∫ z

0
Ωjωk.

The shuffle relation (see e.g. [20, Appendix]) then gives

(61) ΩjΩk = Ωjk + Ωkj .

Let ()′ and ()′′ denote the first and second order derivatives of a quantity with respect to t at
t = 0. Then the following Proposition holds.

Proposition 42. The first order derivatives x′j for j = 1, 2, 3 are polynomials of degree at
most 2 in λ:

x′j = x′j,0 + x′j,1λ+ x′j,2λ
2 = x′j,0 + (x′j)

+

with the positive parts given by

(62)


(x′1)+ =

4i

π
Im(Ω21(1) + Ω31(i)) (x2x3)+

(x′2)+ =
−4i

π
Im(Ω31(i)) (x1x3)+

(x′3)+ =
−4i

π
Im(Ω21(1)) (x1x2)+,

and the constant terms given by

(63)


x′1,0 =

−1

ρr4

(
(|u|2 − |v|2)X − 2ρuvY

)
x′2,0 =

−1

ρr4

(
2 Re(u v)X − ρ(v2 − u2)Y

)
x′3,0 =

−1

ρr4

(
2 Im(u v)X − ρi(u2 + v2)Y

)
,

where r2 = |u|2 + |v|2 and

X =

3∑
j=1

xj,−1x
′
j,1

Y =

3∑
j=1

(
xj,−1x

′
j,2 + xj,0x

′
j,1

)(64)

and the x′j,1 and x′j,2 are determined from (62).
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Remark 43. The required Ω integrals are computed in Proposition 45 which gives

Im(Ω21(1)) = 2π log

∣∣∣∣p2 − 1

2p

∣∣∣∣ and Im(Ω31(i)) = −2π log

∣∣∣∣p2 + 1

2p

∣∣∣∣ .
Proof. Let Φ be the fundamental solution of the equation dΦt = Φtηt with Φt(0) = Id. Recall
that ηt=0 = 0 and therefore Φt=0 = Id. Differentiating the equation dΦt = Φtηt twice at t = 0
we thus obtain

dΦ′′ = η′′ + 2Φ′η′,

hence
Φ′′(z) =

∫ z

0
(η′′ + 2Φ′η′).

Then we have using the proof of Proposition 33

η′ =
3∑
j=1

xjωjmj , Φ′ = 2
3∑
j=1

xjΩjmj , η′′ = 2
3∑
j=1

x′jωjmj .

This gives ∫ z

0
η′′ = 2

(
x′1Ω1 x′2Ω2 + ix′3Ω3

x′2Ω2 − ix′3Ω3 −x′1Ω1

)
and∫ z

0
Φ′η′ =

( ∑3
j=1 x

2
jΩjj + ix2x3(Ω32 − Ω23) x1x2(Ω12 − Ω21) + ix1x3(Ω13 − Ω31)

x1x2(Ω21 − Ω12) + ix1x3(Ω13 − Ω31)
∑3

j=1 x
2
jΩjj + ix2x3(Ω23 − Ω32)

)
.

Using Leibniz rule, the shuffle relation (61) and that we solved Equation 48 we obtain

p′′ = P ′′12 − P ′′21 + 2(P ′11P ′21 − P ′12P ′22)

= −4ix′3Ω3(1) + 4x1x2 (Ω21(1)− Ω12(1)) + 4x1x2Ω1(1)Ω2(1)

= 4πx′3 + 8x1x2Ω21(1)(65)

q′′ = i(Q′′21 +Q′′12) + 2i(Q′11Q′21 +Q′12Q′22)

= 4ix′2Ω2(i)− 4x1x3(Ω13(i)− Ω31(i)) + 4x1x3Ω1(i)Ω3(i)

= 4πx′2 + 8x1x3Ω31(i).(66)

Since we have solved p(t) = p(t)∗ for all t, we have p′′ = (p′′)∗. Moreover, xj = x∗j , hence

(67) 4πx′3 − 4π(x′3)∗ = −16i x1x2Im(Ω21(1)).

Projecting ontoW+ and remembering that x′ ∈ W≥0, we obtain the formula for (x′3)+ stated
in Equation (62), by keeping in mind that (x1x2)+ is a degree-2 polynomial. In the same vein
q′′ = (q′′)∗ gives

(68) 4πx′2 − 4π(x′2)∗ = −16i x1x3Im(Ω31(i))

which determines (x′2)+.
For (x′1)+ consider the equation K = 1 which holds for all t. Therefore,

(69) K′ = 0 = 2

3∑
j=1

xjx
′
j .
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Then K′ = K′∗ and Equations (67), (68) give the equation

(70) 4πx1x
′
1 − 4πx1(x′1)∗ = 16i x1x2x3Im(Ω21(1) + Ω31(i)).

Dividing by x1 6≡ 0 and taking the positive part determines (x′1)+.
To compute the constant terms, we consider the coefficients of λ−1, λ0 and λ in K:

K′−1 = 2
3∑
j=1

xj,1x
′
j,0 = 0

K′0 = 2
3∑
j=1

(xj,0x
′
j,0 + xj,−1x

′
j,1) = 0

K′1 = 2

3∑
j=1

(xj,1x
′
j,0 + xj,0x

′
j,1 + xj,−1x

′
j,2)

which yield the system of equations

3∑
j=1

xj,−1x
′
j,0 = 0

3∑
j=1

xj,0x
′
j,0 = −X

3∑
j=1

xj,1x
′
j,0 = −Y

with X, Y as in Proposition 42. Its determinant simplifies to

det(xj,k)1≤j≤3,−1≤k≤1 =
i

2
ρr6.

Using the Cramer rule, we obtain (63) after simplification. �

Remark 44. The second derivative of r is computed in the following. Through the character
variety equation and the formulas for p′′ and q′′ it will give rise to an Ω-identity. Using
Proposition 32 we have

r′′ = i
[
P ′′22 + 2P ′22Q′11 +Q′′11 + 2P ′12Q′21 − 2P ′21Q′12 − P ′′11 − 2P ′11Q′22 −Q′′22

+(P ′22 +Q′11)2 + (P ′12 +Q′12)2 − (P ′21 +Q′21)2 − (P ′11 +Q′22)2
]

= i
[
P ′′22 − P ′′11 +Q′′11 −Q′′22 + 2(P ′12 − P ′21)(Q′12 +Q′21) + (P ′12)2 − (P ′21)2 + (Q′12)2 − (Q′21)2

]
where we used that P ′11 + P ′22 = Q′11 +Q′22 = 0. This gives

r′′ = i
[
− 4x′1Ω1(1) + 4ix2x3(Ω23(1)− Ω32(1)) + 4x′1Ω1(i)− 4ix2x3(Ω23(i)− Ω32(i))

+8ix2x3Ω3(1)Ω2(i) + 4ix2x3Ω3(1)Ω2(1) + 4ix2x3Ω2(i)Ω3(i)
]

= 4πx′1 − 8x2x3

(
Ω23(1) + Ω32(i) + π2

)
(71)

using that we solved Equation 48 and the shuffle relation (61). Observe the similarity with
(65) and (66). Remember from the proof of Proposition 34 that p, q and r satisfy the character
variety equation for all t

(72) 4 cos(2πt)2 + 4(p2 + q2 + r2 − 1) + 8(−1)jpqr = 0
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with either j = 1 or j = 2. Taking the third order derivative of the above equation yields
(since p(0) = q(0) = r(0) = 0)

p′p′′ + q′q′′ + r′r′′ + 2(−1)jp′q′r′ = 0

Using Proposition 33 and Equations (65), (66), (71) we then obtain

8π2(x1x
′
1 +x2x

′
2 +x3x

′
3) + 16πx1x2x3

(
Ω21(1) + Ω31(i)−Ω23(1)−Ω32(i)−π2 + (−1)jπ2

)
= 0.

The first summand vanishes, as x2
1 + x2

2 + x2
3 = 1 for all t, thus

Ω21(1) + Ω31(i)− Ω23(1)− Ω32(i)− π2 + (−1)jπ2 = 0.

In the most symmetric case of the 4-punctured sphere where p = eiπ/4 we have by symmetry

Ω31(i) = −Ω21(1) and Ω32(i) = −Ω23(i).

Hence j = 2 and we have proved the following identity that holds for all p ∈ C+:

(73) Ω23(1) + Ω32(i) = Ω21(1) + Ω31(i).

Proposition 45. For p ∈ C+ we have

Ω21(1) = 2πi log

(
p2 − 1

2ip

)
Ω31(i) = −2πi log

(
p2 + 1

2p

)
where log denote the principal valuation of the logarithm on C \ R−.

Proof. We first prove the Proposition for p = eiϕ with 0 < ϕ < π/2. In that case, we have by
[20, Proposition 35]

Ω21(1)− Ω12(1) = 4πi log(sinϕ))− i(π − 2ϕ) log

(
1− cos(ϕ)

1 + cos(ϕ)

)
Ω31(i)− Ω13(i) = −4πi log(cos(ϕ)) + 2iϕ log

(
1− sin(ϕ)

1 + sin(ϕ)

)
.

(74)

On the other hand, by the shuffle product formula and using (48)

Ω21(1) + Ω12(1) = Ω1(1)Ω2(1) = i(π − 2ϕ) log

(
1− cos(ϕ)

1 + cos(ϕ)

)
Ω31(i) + Ω13(i) = Ω1(i)Ω3(i) = −2iϕ log

(
1− sin(ϕ)

1 + sin(ϕ)

)
.

Hence
Ω21(1) = 2πi log(sinϕ)

Ω31(i) = −2πi log(cos(ϕ)

proving the result for p = eiϕ.

For p ∈ C+, both p2−1
2ip and p2+1

2p are in C\R− and both sides of the formulas of Proposition 45
are well-defined holomorphic functions in p ∈ C+ which coincide when p ∈ C+ ∩ S1, therefore
they are equal. �
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5.5. First order derivative of the metric. By Corollary 41 we have for all t

$ = 32π
dx2 ∧ dx3

x1

Since we prescribe the Higgs field in our construction, we have that the complex structure I is
independent of t and therefore also the holomorphic symplectic forms ωJ±iωK are independent
of t. This gives that the first order derivatives of the twisted holomorphic symplectic form is
given by the derivative of its constant term

(75) $0 = −2ωI =
32π

x1,−1

(
−x1,0

x1,−1

dx2,−1 ∧ dx3,−1 + dx2,0 ∧ dx3,−1 + dx2,−1 ∧ x3,0

)
.

Using the formulas for x′1,0, x′2,0 and x′3,0, we obtain

$′0 =
128 i Im(Ω21(1))

r8

[(
−r4 + 3(uv + uv)2

)
|v|2 + r8

(
|u|2 − |v|2

)]
du ∧ du(76)

+
128 i Im(Ω31(i))

r8

[(
r4 + 3(uv − uv)2

)
|v|2 + r8

(
|v|2 − |u|2

)]
du ∧ du

+
128 i Im(Ω21(1))

r8

[(
r4 − 3(uv + uv)2

)
uv + r8 (−uv − 3uv)

]
du ∧ dv

+
128 i Im(Ω31(i))

r8

[(
−r4 − 3(uv − uv)2

)
uv + r8 (uv − 3uv)

]
du ∧ dv

+
128 i Im(Ω21(1))

r8

[(
r4 − 3(uv + uv)2

)
uv + r8 (−uv − 3uv)

]
dv ∧ du

+
128 i Im(Ω31(i))

r8

[(
−r4 − 3(uv − uv)2

)
uv + r8 (uv − 3uv)

]
dv ∧ du

+
128 i Im(Ω21(1))

r8

[(
−r4 + 3(uv + uv)2

)
|u|2 + r8

(
|v|2 − |u|2

)]
dv ∧ dv

+
128 i Im(Ω31(i))

r8

[(
r4 + 3(uv − uv)2

)
|u|2 + r8

(
|u|2 − |v|2

)]
dv ∧ dv.

Note that the terms du∧ dv and du∧ dv vanish as expected, and the required Ω-integrals are
given by Proposition 45.

5.6. Energy. Analogously to [20, equation (34)] and similar to the derivation of Corollary
41, the general formula for the (rescaled) L2-energy of the real section η is given by

E = 4π
∑
j

Resqj trace
(
η−1Gj,1G

−1
j,0

)
on the covering surface Σk, where Gj = Gj,0 +Gj,1λ+ . . . is a desingularizing gauge.
This energy is the harmonic map energy of the (smooth) equivariant harmonic map for rational
t = l

k on the compact surface Σk, and it is a Kähler potential for the metric with respect to
the complex structure J, see [21].

Assume that t = 1
2g+2 and let π : rΣ→ Σ be the g + 1 covering. A desingularizing gauge in a

neighborhood of rp1 is

G1 =

(
1 0

1−x1
x2+ix3

0

)( 1√
w

0

0
√
w

)
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with w a local coordinate such that wg+1 = z − p1. Then

Res
rp1trace

(
rη−1G1,1G

−1
1,0

)
= 1−x1,0 +

x1,−1(x2,0 + ix3,0)

x2,−1 + ix3,−1
= 1−x1,0−

(x2,−1 − ix3,−1)(x2,0 + ix3,0)

x1,−1
.

By the substitution (x1, x2, x3)→ (−x1,−x2, x3)

Res
rp2trace

(
rη−1G2,1G

−1
2,0

)
= 1 + x1,0 +

(x2,−1 + ix3,−1)(x2,0 − ix3,0)

x1,−1

and substituting (x1, x2, x3)→ (x1,−x2,−x3) we obtain for k = 1, 2

Res
rpk+2

trace
(

rη−1Gk+2,1G
−1
k+2,0

)
= Res

rpktrace
(

rη−1Gk,1G
−1
k,0

)
This gives

E = 8π

(
1 +

i

x1,−1
(−x2,−1x3,0 + x2,0x3,−1)

)
.

Using the central value of the parameters we find at t = 0 that

(77) E = 8π(1− ρr2) = 8π(1 +
√

1 + r4),

with r2 = |u|2 + |v|2. The first order derivatives of the parameters then gives

E ′ = 8 Im(Ω21(1))
(
|u|4 + |v|4 − 3u2v2 − 3u2v2 − 4|u|2|v|2

)
(78)

−8 Im(Ω31(i))
(
|u|4 + |v|4 + 3u2v2 + 3u2v2 − 4|u|2|v|2

)
.

For the most symmetric case of p = eiπ/4, using Ω21(1) = −πi log(2) from Appendix A of [20]
and Ω31(i) = −Ω21(1), this simplifies to

(79) E ′ = −16π log(2)
(
|u|4 + |v|4 − 4|u|2|v|2

)
.

6. Higher order derivatives

6.1. The algorithm. Just as in [20, Section 5] we give an iterative algorithm for computing
higher order derivatives of the parameters in terms of the multiple polylogarithm (MPL)
function. The difference to the minimal surface case [20] is that we have no extrinsic closing
conditions but complex parameters here.
The computation of the higher order derivatives of the parameters involves the iterated integral
Ωi1,··· ,in defined recursively by

(80) Ωi1,··· ,in(z) =

∫ z

0
Ωi1,··· ,in−1ωin ,

where ωi is as in (24) for i = 1, 2, 3. It is shown in [20, A.3] that (and how) these iterated
integrals can be expressed in terms of multiple polylogarithm Lin1,...,nd . For positive integers
n1, . . . , nd ∈ Z>0, and zi ∈ Cd in the region given by |zi . . . zd| < 1, the multiple polylogarithm
Lin1,...,nd is defined by

Lin1,...,nd(z1, . . . , zd) =
∑

0<k1<k2<···<kd

zk11 · · · z
kd
d

kn1
1 · · · k

nd
d

.

This function is extended to a multivalued function by analytic continuation. Here the depth
d counts the number of indices n1, . . . , nd, and the weight is given by the sum n1 + · · ·+nd of
the indices. The functions Ωi1,··· ,in(z) can be expressed in terms of multiple polylogarithms
of depth n and weight n.
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In the following we denote by x(n)
i , P(n), Q(n) the n-th order derivatives of xi, P, Q with

respect to t at t = 0 and we suppress the dependence of (u, v) and p.

Proposition 46. For n ≥ 1 and 1 ≤ i ≤ 3, x(n)
i are polynomials (with respect to λ) of degree

at most n+1 and the coefficients of P(n+1), Q(n+1) are Laurent polynomials of degree at most
n+ 1, which can be expressed explicitly in terms of multiple-polylogarithms of depth n+ 1 and
weight n+ 1.

Proof. The proof is by induction on n. Let Hn be the statement of the proposition. We have
already proved H1 in Section 5.4. Fix n ≥ 1 and assume that Hk is true for all 1 ≤ k < n
and let the index ‘lower’ denote all terms of a quantity that depends only on derivatives of
lower order. As in [20, Proposition 37] we have:

P(n+1) =

n+1∑
`=1

(n+ 1)!

(n+ 1− `)!
∑
i1,··· ,i`

x
(n+1−`)
i1,··· ,i` mi1,··· ,i`Ωi1,··· ,i`(1)

with

xi1,··· ,i` =
∏̀
j=1

xij and mi1,··· ,i` =
∏̀
j=1

mij .

We rewrite this as

P(n+1) = (n+ 1)
3∑
i=1

x
(n)
i miΩi(1) + P(n+1)

lower

with

P(n+1)
lower =

n+1∑
`=2

(n+ 1)!

(n+ 1− `)!
∑
i1,··· ,i`

x
(n+1−`)
i1,··· ,i` mi1,··· ,i`Ωi1,··· ,i`(1).

Similar formula holds for Q(n+1) with Ωi1,··· ,i`(1) replaced by Ωi1,··· ,i`(i). Using Leibniz rule
we have

p(n+1) = 2π(n+ 1)x
(n)
3 + p

(n+1)
lower

with

p
(n+1)
lower =

n∑
k=1

(
n+ 1

k

)(
P(k)

11 P
(n+1−k)
21 − P(k)

12 P
(n+1−k)
22

)
+ P(n+1)

lower,21 − P
(n+1)
lower,12

and from p(n+1) = (p(n+1))∗ we obtain by taking the positive part:

(x
(n)
3 )+ =

1

2π(n+ 1)

(
(p

(n+1)
lower )−∗ − (p

(n+1)
lower )+

)
.

In the same way
q(n+1) = 2π(n+ 1)x

(n)
2 + q

(n+1)
lower

with

q
(n+1)
lower = i

n∑
k=1

(
n+ 1

k

)(
Q(k)

11 Q
(n+1−k)
21 +Q(k)

12 Q
(n+1−k)
22

)
+ iQ(n+1)

lower,21 + iQ(n+1)
lower,12

and we obtain
(x

(n)
2 )+ =

1

2π(n+ 1)

(
(q

(n+1)
lower )−∗ − (q

(n+1)
lower )+

)
.
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By inspection and the induction hypothesis, (x
(n)
2 )+ and (x

(n)
3 )+ are polynomials of degree at

most n+ 1.

Remark 47. We could also determine Im(x
(n)
3,0 ) and Im(x

(n)
2,0 ) from the zero part of p(n) =

(p(n))∗ and q(n) = (q(n))∗, but it is simpler to determine the three complex parameters x(n)
i,0 by

solving a complex linear system, see below.

Using Leibnitz rule:

0 = K(n) = 2
3∑
i=1

xix
(n)
i +K(n)

lower

with

K(n)
lower =

3∑
i=1

n−1∑
k=1

(
n

k

)
x

(k)
i x

(n−k)
i .

We multiply by λ and obtain (recall that Pj = λxj):

(81) P1x
(n)
1 + P2x

(n)
2,0 + P3x

(n)
3,0 = −λ

2
K(n)

lower − P2(x
(n)
2 )+ − P3(x

(n)
3 )+.

The right side of (81) is already known and is a polynomial in λ of degree at most n + 3.
Hence P1x

(n)
1 is a polynomial of degree at most n + 3. When u ∼ v, P1 has two roots in

Da, so since x(n)
1 cannot have poles in Da, it must be a polynomial of degree at most n + 1.

This remains true for all (u, v) by analyticity. Let Q,R be the quotient and remainder of the
division of the right side of (81) with respect to P1. Then

(x
(n)
1 )+ = Q+

and looking at the coefficients of λ0, λ1 and λ2 in (81), we obtain a system of three complex
equations with unknowns x(n)

1,0 , x
(n)
2,0 and x(n)

3,0 , whose determinant is

det
(
xi,j
)
−1≤i≤1
1≤j≤3

= 1
2 iρr

6 6= 0

. �

As a direct corollary we can express the hyper-Kähler metric of the moduli space M(t) in
terms of multiple polylogarithms.

Proof of Theorem 2. By twistor theory, we can compute the hyper-Kähler metric explicitly in
terms of the relative holomorphic symplectic form $ = 32π dx2∧dx3x1

. Since x1, x2, x3 depend
real analytic on t the theorem follows from Proposition 46. �

The algorithm has been implemented and using Mathematica we obtain, for example, for
p = eiπ/4

(82) E ′′ = −32π

ρr6
(|u|2 − |v|2)2

(
3r8 + 2r4 + 4|u|2|v|2

)
log(2)2.
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6.2. Results for the nilpotent cone of the most symmetric case. Note that all compu-
tations in the following is conducted and simplified using Mathematica. The fully documented
Mathematica notebook can be downloaded on the webpage

http://www.lmpt.univ-tours.fr/~traizet/

We restrict to the case p = eiπ/4 and assume v = pu, i.e., by (37) we are in the nilpotent cone.
The computations of higher order derivatives then simplify to:

E ′′ = 0

(83) E ′′′ = 192π|u|4
(
127|u|4 + 20

)
ζ(3)

where ζ is the Riemann ζ-function. If r$ denotes the restriction of $ to the nilpotent cone,
we obtain

r$′ = 256πi|u|2 log(2) du ∧ du

r$′′ = 0

(84) r$′′′ = 3072πi ζ(3)(127|u|6 + 10|u|2) du ∧ du.

6.3. New Ω-identities. Write

$ =
∞∑
k=0

$kλ
k.

We can compute $′′k for k = 0, 1, 2... from the derivatives of the parameters. On the other
hand, we know from section 2.6 and Corollary 41 that $′′k = 0 for k ≥ 1, and also

$′′0,u,v = $′′0,u,v = 0.

Note that $′′0,u,v = 0 is trivial because of (75) and because dx2,−1 and dx3,−1 are holomorphic
1-forms so vanish on ( ∂

∂u ,
∂
∂v ). On the other hand, $′′0,u,v = 0 is not trivial and gives identities

involving Ω-integrals. In this section, we use the notation

Ωi1,··· ,in = Ωi1,··· ,in(1) and Θi1,··· ,in = Ωi1,··· ,in(i).

From

$′′0 =
32π

x1,−1

(−x′′1,0
x1,−1

dx2,−1 ∧ dx3,−1 + dx′′2,0 ∧ dx3,−1 + dx2,−1 ∧ x′′3,0
)

we obtain

$′′0,u,v =
32ρ

π

[
6(uu2v − uvv2)(I1 + I1) + 8(u3v − uv3)(I2 + I2)(85)

+

(
uu6

v3 −
vv6

u3 +
3u5v

v2 −
3uv5

u2

)
(I3 + I3)

]
with
I1 = 6π(Ω333 −Θ222) + i((Ω21)2 + (Θ31)2) + 2π(Ω223 −Θ332)− 8π(Ω311 −Θ211) + 10iΩ21Θ31

I2 = i((Ω21)2 − (Θ31)2) + 2π(Ω223 + Θ332 + Ω311 + Θ211)− 4π(Ω333 + Θ222)

I3 = −i((Ω21)2 + (Θ31)2) + 2π(Ω333 −Θ222 − Ω223 + Θ332)− 2iΩ21Θ31.
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Since $′′0,u,v = 0, I1, I2 and I3 are pure imaginary. Since they are holomorphic functions of
p ∈ C+, they must be constant. We find the constants by evaluating at p = eiπ/4, where all
integrals are known from [20, Appendix], and find

I1 = −iπ4

3

I2 = 0

I3 = −iπ4.

Using the elementary values

Ω333 =
1

6
(Ω3)3 =

−iπ3

6
and Θ222 =

1

6
(Θ2)2 =

iπ3

6

we obtain the following identities for all p ∈ C+:

(86)


Ω223 + Ω311 = − i

2π (Ω21)2

Θ211 + Θ332 = i
2π (Θ31)2

Ω223 −Θ332 = − i
2π (Ω21 + Θ31)2 + iπ3

6 .

From higher order derivatives in t and higher order terms$k we expect a hierarchy of identities
for Ω-values. Another source of identities is the character variety of the 4-punctured sphere.
Analogously to Remark (44), taking the 4th-order derivative of (72) gives rise to the following
three identities, which express linear combinations of Ω-integrals of depth 3 as a function of
Ω-integrals of depth at most 2, and are non-trivial in the sense that they do not follow from
shuffle product relations alone:

Ω212 −Θ121Θ212 =(87)

1

2
Ω1Θ12 −

1

2
Ω1Θ21 −

1

2
Ω2Ω12 +

1

2
Ω2Ω21 +

1

2
Ω1Ω2

2 −
1

4
Θ1Θ2

2 −
iΩ2

12

4π

+
3iΩ2

21

4π
− iΩ12Ω21

2π
+
iΩ2

1Ω2
2

4π
+
iπΩ2

1

4
+
iπΘ2

1

4
− π2Ω1

4
+
iπ3

6

Ω131 + Ω313 −Θ313 =(88)

1

2
Ω1Ω31 −

1

2
Ω1Ω13 +

1

2
Θ3Θ13 −

1

2
Θ3Θ31 +

1

4
Ω1Θ2

3 +
1

4
Ω1Ω2

3 −
1

4
Θ1Θ2

3 −
iΘ2

13

4π

+
3iΘ2

31

4π
− iΘ13Θ31

2π
+
iΩ2

1Θ2
3

4π
+
iπΩ13

2
− iπΩ31

2
+
iπΩ2

1

2
+

3π2Ω1

4
− iπ3

3

Ω232 −Θ323 =(89)
1

2
Ω2Ω23 −

1

2
Ω2Ω32 +

1

2
Θ3Ω32 −

1

2
Θ3Ω21 + Θ3Ω23 +

1

2
Θ3Θ23 −

1

2
Θ3Θ31

− iΩ21Θ23

2π
− iΩ32Θ23

2π
+

3iΩ21Θ31

2π
− iΩ32Θ31

2π
− iΩ21Ω32

2π
− iΘ23Θ31

2π

+
3iΩ2

21

4π
− iΩ2

32

4π
− iΘ2

23

4π
+

3iΘ2
31

4π
+
iπΩ2

2

4
+
iπΘ2

3

4
− iπΩ21 − iπΩ32

− iπΘ23 − iπΘ31 − π2Ω2 + π2Θ3 −
iπ3

3
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