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A B S T R A C T

The pitching airfoils, applied to the vertical axis turbines and propellers, are critical to extract more energy from 
the environment. At retreating side, when the airfoil blunt leading edge becomes the trailing edge, the transition 
and vortex dynamics are quite different from that at advancing side. The goal of the present work is to investigate 
the transition and vortex evolution over the reversed pitching airfoil, with main focus on the parametrical effect, 
including the mean pitching angle and pitching amplitude, reduced frequency and Reynolds number. The main 
results show that the flow structure on the reversed airfoil is more complex compared with that over the forward 
airfoil due to the earlier flow separation near the sharp leading edge. Then, the transition on the reversed airfoil 
firstly occurs within the separated shear layer near the sharp leading edge, and then the flow reattaches, leading 
to the generation of the leading-edge vortex. Near the blunt trailing edge, the second transition appears on two 
sides, resulting in the asymmetrical boundary layer as the incidence increases continuously. This event is totally 
different from that on the forward airfoil, shown by the transition always moving from the trailing edge to the 
leading edge. The flow unsteadiness of the reversed airfoil is mainly induced by the separated shear layer and 
leading-edge vortex, which is greatly affected by different parameters. Besides, the trajectory of some specific 
vortices also depends on the working conditions significantly. It is believed that this work can deepen the un-
derstandings of underlying flow physics of the reversed airfoils.   

1. Introduction

As the basic elements, the oscillating airfoils/hydrofoils with
different kinematics are extensively used in many engineering applica-
tions, such as the vertical axis wind turbine (VAWT), underwater pro-
pulsion system and micro air vehicle (MAV). The flow structures are 
always complex as the airfoil experiences a large variation of incidences, 
even for the pure pitching motion. In the process of the oscillation, one 
of the noticeable events is the laminar-turbulence transition induced by 
the laminar separation bubble (LSB) attached on the suction side, thanks 
to the existence of the strong adverse pressure gradient. The laminar 
boundary layer is extremely sensitive to the disturbance from the 
external environment and then separates. After that, the reattachment of 
the energetic separated shear layer results in the formation of the sep-
aration bubble, which is the main source for the occurrence of the 

transition. Nowadays, the transition effect has been attracting more and 
more attention to many large-scale aerial and submarine devices with 
complicated configurations, such as the stratospheric airship (Shen 
et al., 2015), Airlander 50 (Carri ó n et al., 2016) and autonomous un-
derwater vehicles (AUV) (Salari and Rava, 2017). Sometimes, if there is 
a little flow separation on the surface, the skin friction drag is also 
critical to the prediction of the drag. In other words, the length of the 
laminar flow region has substantial effect on the performance, which is 
determined by the transition location. Actually, the transition is affected 
by many important parameters, including the Reynolds number (Kim 
and Chang, 2014), airfoil geometry and elasticity (Chao et al., 2018; Dai 
et al., 2012), inflow turbulence intensity (Kim and Xie, 2016) and sur-
face roughness (Huebsch and Rothmayer, 2002). The presence of LSB 
can lead to some undesirable consequences, such as the performance 
degradation, noise and vibration and abrupt stall. 
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For the moment, there are two main numerical approaches that can 
be applied to model the onset of the transition: one is the turbulence 
model based on the Reynolds Averaged Navier-Stokes (RANS) method 

coupled with the transition model and the other one is the large eddy 
simulation (LES). Indeed, the LES is capable of obtaining detailed and 
reliable information about the flow quantities of the global flow field, 
but it is still unfeasible due to the high requirements of the computa-
tional resources. The study on the dynamic stall of pitching airfoils using 
the LES methodology can refer to the related references (Visbal and 
Garmann, 2018; Guillaud et al., 2018; Rahromostaqim et al., 2016). For 
most engineering flows, the RANS-based turbulence models are still the 
primary tools, which can gain the acceptable results in aspects of the 
main vortex structures and some mean turbulence variables. Many 
previous investigations have been conducted for the oscillating airfoils 
and the main emphasis is on the mechanism of the dynamic stall. For 
some specific examples, Wang et al., 2010, 2012 compared the effect of 
various turbulence models on the dynamic stall of a pitching airfoil and 
the parameters consisting of the reduced frequency, mean pitching 
incidence and pitching amplitude are considered. It concludes that the 
SST (shear stress transport) k-ω (turbulent kinetic energy-specific 
dissipation rate) model (Menter et al., 2003) can capture well the 
vortex-shedding predominated flow structures only for the relative high 
incidence. But for the high incidences representing the stall and 
deep-stall conditions, the SST k-ω model based on the detached eddy 
simulation (DES) approach (Nichols, 2006) is recommended because of 
the superiority in resolving the vortex-dominated flows. Then, Tseng 
et al. (Tseng and Hu, 2016; Tseng and Cheng, 2015) revealed the orig-
inality of various vortex structures and the mechanism of the delayed 
stall associated with the leading-edge vortex (LEV) for a pitching airfoil 
using the SST k-ω model and a new Lagrangian coherent structure. 
Furthermore, Ducoin et al. (2009) used the SST γ − Reθt (inter-
mittency-transition momentum thickness Reynolds number) model 
(Menter et al., 2006a, 2006b) to simulate the near-wall transitional flow 
around a pitching hydrofoil with the incidences ranging from 0

◦

to 15
◦

and it is observed that the calculated wall pressure shows a good 
agreement with the experiments as well as the transition location. In 
addition, Karbasian and Kim (2016) and Singh and Páscoa (Singh and P 

Fig. 1. Mesh generation in the computational domain and near the airfoil surface.  

Table 1 
The mesh distribution for the reversed pitching airfoil.   

Total 
mesh 
nodes 

Target size of 
the mesh near 
the surface (m) 

Prism layer 
thickness 
(m) 

Number 
of layers 

Maximal 
y+

Mesh 
1 

159,794 5 × 10− 4 2.0 × 10− 3 50 0.24 

Mesh 
2 

209,598 4 × 10− 4 2.5 × 10− 3 70 0.17 

Mesh 
3 

248,069 3 × 10− 4 3.0 × 10− 3 80 0.10  

Fig. 2. Distribution of y + on the reversed airfoil surface at maximal pitch-
ing incidence. 



Fig. 3. Pitching kinematic and instantaneous lift coefficient in a revolution.  

Fig. 4. Pressure and skin friction coefficients for different meshes.  

Table 2 
Order of the accuracy for the time-averaged lift coefficient.   

f1 f2 f3 ε21 ε32 R p21/p32 GCI21 (%) GCI32 (%) 

CL − 0.865 − 0.860 − 0.859 0.00512 0.00132 0.258 9.99/16.1 0.257 0.0667  

Fig. 5. Effect of the time-step on instantaneous lift coefficient in a revolution.  
Fig. 6. Instantaneous lift coefficient variation of forward and reversed airfoils 
in a revolution. 



á scoa, 2019) also showed that the SST γ − Reθt transition model has the 
capability in predicting the global performance and vortical flows when 
the incidence is smaller than 20

◦

. For the more complicated two-phase 
flow, Huang et al. (2013) employed the SST γ − Reθt transition model 
along with a homogeneous cavitation model to calculate the unsteady 
cavitating flows around a pitching hydrofoil. The main conclusion is that 

the pitching rate can cause the more intensive cavitation and change the 
cavity shedding frequency significantly, as well as the local vorticity 
filed as a consequence of the periodic evolution of sheet/cloud cavities. 
Moreover, the choice of the turbulence model with the consideration of 
the transition is also of great importance to the prediction of the per-
formance and flow structures of vertical-axis turbines and propellers. In 

Fig. 7. Evolution of flow structures over forward and reversed airfoils in a revolution.  



a vertical-axis wind turbine, Rezaeiha et al. (2017) adopted the 4-equa-
tion transition SST model and observed that a variable-pitch VAWT can 
achieve a 6.6% increase of the power coefficient. Additionally, Rezaeiha 
et al. (2019) found that only the SST model variants has the capability to 
obtain the reasonable results compared with the experiments, and the 
transitional SST k-ω versions are recommended in the transitional flow 
regime. Compared with the original SST k-ω model, Almohammadi et al. 
(2015) observed that the dynamic stall is very sensitive to the transition 

modelling and the existence of the small laminar separation bubble is 
beneficial to the accurate performance prediction. By using the SA 
(Spalart–Allmaras) γ − Reθt model, Lind et al. (2014) analyzed the in-
ternal flow field of a 2-bladed cycloidal rotor in detail and the main 
results reveal that the blade-wake interaction is closely associated with 
force peaks in the predictive instantaneous blade forces. Due to such 
devices always operating at moderate and low Reynolds numbers, thus, 
it is necessary to consider the laminar-turbulence transition. However, 

Fig. 7. (continued). 



the detailed analysis of the transition because of the dynamic effect is 
still seldom investigated. By the way, the transition model has high 
requirement of the mesh distribution and time-step, which should be 
used economically when considering the computational resources 
(Marsh et al., 2017). 

In a cycle of the rotating rotor with variable-pitch motions, the 
oscillating airfoils often experience the advancing and retreating sides, 
characterized by the different placements of the airfoil geometry 
(Granlund et al., 2016). As the airfoil blunt leading edge confronts with 
the incoming flows, it is in forward mode, which has been investigated 

Fig. 7. (continued). 



widely before. However, when the airfoil is on retreating side, the sharp 
trailing edge becomes the geometrical leading edge, leading to the 
obvious change of the blade loading and vortex dynamic. For the static 
reversed airfoils, Marchand et al. (2017) combined the experiments and 
computations to clarify the correlation of the lift discontinuity at zero 
degree with the asymmetry boundary layer between the suction side and 
pressure side. Moreover, Lind et al. (2016) observed that the thin airfoil 
with sharp leading edge is weakly sensitive to the Reynolds number 
while it has the opposite trend for the thick ones. They also conclude that 
the airloads are strongly dependent of the attack angle (Lind and Jones, 
2016a) and the reverse flow wake regimes are determined by the Rey-
nolds number (Lind and Jones, 2015). When it comes to the pitching 
airfoils, Lind and Jones (2016b) and Hodara et al. (2016) found that the 
reverse flow dynamic stall is insensitive to the Reynolds number, but has 
close relationship with the reduced frequency. Besides, Smith and Jones 
(2019) focused on the effect of the yaw on the strength, number and 

behavior of vortices shedding from a pitching airfoil with different 
kinematics. 

According to the aforementioned investigations, it is found that 
many works are conducted on the forward airfoil/hydrofoil, but rarely 
on the reversed configuration. Additionally, although some work related 
to the prediction of the overall performance and unsteady vortex shed-
ding for the reversed pitching airfoils have been done experimentally, 
the measurement of the transition inside the thin boundary layer is still 
difficult. As a compensation, with the aid of the numerical methodology, 
the goal of the present work is to investigate the transitional flows and 
vortex dynamics over a pitching airfoil operating in reverse mode, with 
special focus on the parametrical effect. The flow structures around the 
reversed airfoil are compared with that over the forward one. Mean-
while, the effect of the mean pitching angle and pitching amplitude, 
reduced frequency and Reynolds number are also taken into consider-
ation. The close relationship between the instantaneous lift coefficient 

Fig. 7. (continued). 



variation and the flow filed will be analyzed systematically. It is believed 
that this work can rich the understandings of the flow physics for the 
reversed pitching airfoil and shed light on the characteristics of the 
transition when the airfoil has the moving boundary layer under 
different working conditions. 

2. Turbulence modelling

2.1. SST k-ω turbulence model 

A two-equation turbulence model, SST k-ω model, is employed in the 
present work, because it is widely used in many engineering flows for 
the moment. This model combines the k-ω model with the k-ε model, in 
which the near-wall flows are resolved by the former while the latter can 
deal with the free-stream flows. In addition, the SST k-ω model shows a 
good behavior in adverse pressure gradients and separating flows 
(Menter et al., 2003). The turbulent kinetic energy k and specific dissi-
pation rate ω equations are written as follows 

∂(ρk)
∂t

+
∂
(
ρUjk

)

∂xj
=Pk − Dk +

∂
∂xj

[

(μ+ σkμt)
∂k
∂xj

]

(1)  

∂(ρω)
∂t

+
∂
(
ρUjω

)

∂xj
=Pω − Dω + 2ρ(1 − F1)

σω2

ω
∂k
∂xi

∂ω
∂xi

+
∂

∂xj

[

(μ+ σωμt)
∂ω
∂xj

]

(2)  

μt =
ρa1k

max(a1ω, SF1)
(3)  

where ρ is the fluid density, Uj is the velocity component, Pk and Dk are 
the production and destruction terms in turbulent kinetic energy equa-
tion, μ is the dynamic viscosity, μt is the dynamic eddy viscosity, Pω and 
Dω are the production and destruction terms in dissipation rate equation, 

S is the characteristic magnitude of the mean velocity gradients and F1 is 
the blending function. Other values of the parameters in these two 
equations can be found in reference (Menter et al., 2003). 

2.2. Transition model 

The other two equations, namely intermittency γ and transition 
momentum thickness Reynolds number Reθt , are added to trigger and 
control the transition region, which are given by 

∂(ργ)
∂t

+
∂
(
ρUjγ

)

∂xj
=Pγ − Eγ +

∂
∂xj

[(

μ+
μt

σf

)
∂γ
∂xj

]

(4)  

∂(ρReθt)

∂t
+

∂
(
ρUjReθt

)

∂xj
=Pθt +

∂
∂xj

[

σθt(μ+ μt)
∂Reθt

∂xj

]

(5)  

where Pγ and Eγ are source terms in intermittency equation while Pθt is 
the source term in transition momentum thickness Reynolds number 
equation. The definitions of the correlations and the values of the con-
stants can refer to the references (Menter et al., 2006a, 2006b). 

2.3. Coupling the SST k-ω model with γ − Reθt transition model 

The coupling of the transition model with the original turbulence 
model is by the introduction of the effective intermittency γeff to modify 
the production and destruction terms in turbulent kinetic energy equa-
tion, which is shown by the following formulation 

∂(ρk)
∂t

+
∂
(
ρUjk

)

∂xj
= P̃k − D̃k +

∂
∂xj

[

(μ+ σkμt)
∂k
∂xj

]

(6)  

Fig. 8. Pressure distributions at different instants.  



∂(ρω)
∂t

+
∂
(
ρUjω

)

∂xj
=Pω − Dω + 2ρ(1 − F1)

σω2

ω
∂k
∂xi

∂ω
∂xi

+
∂

∂xj

[

(μ+ σωμt)
∂ω
∂xj

]

(7)  

P̃k = γeff Pk D̃k =min
(
max

(
γeff , 0.1

)
, 1.0

)
Dk (8)  

where P̃k and D̃k are the modified production and destruction terms in 
turbulent kinetic energy equation. The detailed information can be 
found in related references (Menter et al., 2003, 2006a, 2006b). This 
transition model has two advantages: the first one is the robustness 
because of the indirect relationship of the intermittency with the mo-
mentum equations while the second is the ability to predict the effects of 
high free-stream turbulence levels on buffeted laminar boundary layers. 

3. Tested cases and numerical setup

3.1. Flow configuration and boundary conditions 

The rigid two-dimensional airfoil NACA0012 with the chord length c 
= 0.203m is adopted in the present work and the corresponding chord 
Reynolds number is Re = 1.65 × 105. The whole computational domain 
extends 3c from the airfoil leading edge and 10c from the trailing edge. 
In the pitchwise direction, the top-wall and bottom-wall have the same 
distance of 4c from the chord line when the airfoil has the incidence of 
0

◦

. To control the airfoil movement, the sliding mesh technique in 
STARCCM+ was employed by creating an interface between the rotating 
part and the outside stationary region. Both for the forward and reversed 
pitching airfoils, the pitch-pivot-point is always located at x = 0.75c 
from the sharp leading edge which is consistent with the experimental 
setup (Hodara et al., 2016). The experiments were conducted in a 
low-speed wind tunnel in University of Maryland. The time-resolved 

particle image velocimetry (PIV) was applied to measure the instanta-
neous velocity filed of the reversed pitching airfoil. The reversed airfoil 
with a nearly sinusoidal pitching is controlled by a 4-bar linkage driven 
by a motor. The freestream turbulence intensity Tu is approximately 3%, 
which was used in this work. 

Simulations including 2D, incompressible, constant density and un-
steady flows are performed in this study. The second-order accuracy is 
adopted for the convection scheme and temporal discretization, and the 
diffusion term is discretized by the second-order central differencing. 
For the boundary conditions, a constant velocity is imposed on the inlet 
section while the static pressure is assigned on the outlet section. The 
top-wall and bottom-wall are set as the symmetry planes to eliminate the 
effect of the sidewall in the pitch-wise direction. The airfoil surface is 
defined as the no-slip wall. To get a better convergence, the total number 
of the rotation is 10 and the results in the last cycle are used to analyze 
the flow structures. 

3.2. Mesh generation and validation 

When it comes to the mesh generation, the trimmed mesh is 
employed to the outside region and the prism layer cell is placed near 
the airfoil surface. Then, the mesh is refined in the rotating part and in 
the wake region, as shown in Fig. 1. Besides, the growth rate of the mesh 
keeps the same for all the tested cases with the value of 1.2. The mesh in 
the wall normal direction is critical to capture the transition and vortex 
shedding from the airfoil. Therefore, three sets of meshes are tested by 
changing the prism layer thickness and the number of the layers, which 
are displayed in Table 1. Simultaneously, the mesh in the streamwise 
direction is also refined by changing the target size of the mesh near the 
airfoil surface. Consequently, the resultant y+ (y+ = yuτ/ν, where y is the 
distance to the wall, uτ is the friction velocity and ν is the kinetic 

Fig. 9. Pressure, skin friction coefficients and transition locations at different incidences for a stationary forward airfoil.  



Fig. 10. Intermittency contours with streamlines at different instants. (a), (c) and (f) Forward airfoil; (b), (d) and (h) Trailing edge of the reversed airfoil; (e) and (g) 
Leading edge of the reversed airfoil; (i) Reversed airfoil. 



viscosity) decreases by increasing the mesh near the wall. In Table 1, the 
maximal y+ is obtained when the airfoil has the attack-of-angle of 0

◦

. In 
addition, the distribution of y + for mesh 2 on reversed airfoil surface at 
the maximal incidence is plotted in Fig. 2. It is observed that the 
maximal y+ is below 0.2 and it appears near the leading edge where the 
flow accelerates and separates. 

The validation case follows the pitching kinematic shown in Fig. 3a, 
which is defined as θ = − 10

◦

+ 10
◦

sin(2πft+π/2) (where θ is the 
instantaneous incidence and f is the pitching frequency). The reduced 
frequency defined as k =

πfc
U0 

(where U0 is the inflow velocity) is 0.16. The 

Fig. 10. (continued). 

Table 3 
Tested cases with different mean pitching incidences and pitching amplitudes.   

Mean pitching angle (
◦

) Pitching amplitude (
◦

) Reduced frequency 

Case 1 − 4 5 0.16 
Case 2 − 9 5 0.16 
Case 3 − 10 10 0.16 
Case 4 − 14 10 0.16  

Fig. 11. Pitching kinematics and instantaneous lift coefficients of four cases.  



effect of the mesh resolution on the instantaneous lift coefficient in a 
rotating cycle is presented in Fig. 3b. Compared with the experiment 
(Hodara et al., 2016), it seems that the present work shows a reasonable 
agreement when the airfoil is in the upstroke process, but the peak of the 
lift coefficient is a little bit delayed in the experiment. Besides, there is a 
relatively large discrepancy at downstroke stage, which is strongly 
associated with the three-dimensional effect (Martinat et al., 2008). 
Then, in Fig. 4, the pressure (Cp = p/(0.5ρU0

2), p is the local pressure) and 
skin friction (Cf = τw/(0.5ρU0

2), τw is the wall shear stress) coefficients for 
different meshes are plotted. It can be seen that the difference mainly 
exists near the blunt trailing edge where the transition occurs. However, 
the results obtained by mesh 2 and 3 are quite similar, compared with 
that predicted by mesh 1, due to the sufficient resolution of the near-wall 
flow. 

To further investigate the mesh convergence, Richardson extrapo-
lation method, proposed by Richardson (Richardson and Gaunt, 1927), 
was used in this work. For a convergence study, at least three different 
grid resolutions are necessary (Stern et al., 2001). The pth order methods 
are introduced by Roache (1994), to generalize the Richardson Extrap-
olation, which is expressed as follows: 

fexact ≈ f1 + [(f1 − f2) / (rp − 1)] (9) 

The grid refinement ratio r is defined by the r =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Nrefine/Ncoarse

√
, 

where N is the total number of the grid (Celik et al., 2008). 

As stated by Stern (Stern et al., 2001), the order of the accuracy can 
be estimated by using the following equations: 

p=
ln(ε21/ε32)

ln(r)
(10)  

εi+1,i = fi+1 − fi (11) 

To evaluate the extrapolated value from these solutions, the 
convergence of the system must be firstly determined, which are shown 
as follows: (1) Convergence: 0 < R < 1; (2) Divergence: R > 1. Where R 
the convergence ratio and it is defined as R = ε32/ε21

. 

The grid convergence index (GCI) defines a uniform measurement of 
the grid refinement convergence. The GCI is derived from the estimated 
fractional error obtained from the generalization of Richardson extrap-
olation, and its value represents the resolution level and how much the 
solution approaches the asymptotic value. The calculated GCI for the 
fine grid resolutions is presented as follows: 

GCIi+1,i =Fs
⃒
⃒εi+1,i

⃒/⃒
[ fi(rp − 1)] (12)  

Where the factor Fs has the value of 1.25 recommended by Wilcox 
(Roache, 1998). 

In the present work, the order of the accuracy for the time-averaged 
lift coefficient is shown in Table 2. It seems that there is a reduction for 

Fig. 12. Vortex structures of various cases at maximal performance. (a) Case1; (b), (c) and (d) Case 2; (e) and (f) Case4.  



three successive grids (GCI32< GCI21). The GCI for the finer grid GCI32 is 
much lower than that for the coarse grid GCI21, which indicates that the 
dependence of the grid resolution is reduced significantly. In addition, it 
concludes that the grid independent solution is acceptable due to the 
GCI resolution from the coarse grid to the finer one. Thus, the mesh 2 is 
appropriate and can be used in the following cases. 

3.3. Effect of the time-step 

The time-step also has significant influence on the airfoil perfor-
mance, presented by the instantaneous lift coefficient in a revolution 
shown in Fig. 5. It can be seen that the time-step has almost no impact on 
the instantaneous lift coefficient until t = 0.6T (T is the time of a rotating 
cycle) and then the difference is obvious for different time-steps from t 
= 0.6T–0.75T. By the comparison with the experiment (Hodara et al., 
2016), the time-step of T/160 achieves a more accurate lift coefficient 
variation, especially in the downstroke process from t = 0.6T–0.8T. 

4. Results and discussion

4.1. Flow structures over forward and reversed airfoils 

Fig. 6 plots the change of instantaneous lift coefficients in a pitching 
cycle for forward and reverse airfoils. It is found that the maximal 
negative lift coefficient of the forward airfoil is smaller than that of the 
reversed airfoil, but the peak is delayed until t = 0.6T, which indicates 
that the dynamic stall occurs earlier and more violent for the reversed 
airfoil. Simultaneously, there is a sub-peak of the lift coefficient for the 
forward and reversed airfoils, respectively. However, the magnitude of 
the sub-peak is larger and its lifespan is longer when the airfoil operates 
in reversed mode. 

In order to clarify the influence of the vortex evolution on the per-
formance, several instants in a revolution are selected and the results are 

compared with the available experimental measurements (Hodara et al., 
2016). The velocity magnitude contours along with the streamlines are 
displayed in Fig. 7. At t = 0.2T, flow separation near the sharp leading 
edge emerges, as well as the wake with the negative velocity near the 
blunt trailing edge. Then, an obvious structure, leading edge vortex 
(LEV), is generated near the leading edge and it covers nearly half chord 
of the blade. However, the flow field around the forward airfoil is still 
smooth. With the development of LEV from t = 0.4T–0.47T, it approx-
imately occupies the whole blade surface. At the same time, the flow 
separation appears over the lower surface of the forward airfoil, leading 
to the occurrence of a slender LEV at t = 0.47T. Afterwards, the LEV on 
the reversed airfoil starts to shed from the surface and a small trailing 
edge vortex (TEV) is created. Besides, between the shear layer and LEV, 
the second LEV (SLEV) and a vortex A are captured. As described by 
Tseng and Hu (2016), the generation of vortex A is ascribed to the 
reverse flow from the other surface and the outer flow of LEV. Simul-
taneously, the slender LEV on the forward airfoil divides into two parts: 
the first one is near the leading edge and the second small scale is located 
at the aft part of the airfoil surface. At t = 0.61T and 0.63T, the LEV 
completely disappears and the fully developed TEV is leaving away from 
the trailing edge. Meanwhile, the SLEV connecting with the shear layer 
grows quickly for the reversed airfoil. On the forward airfoil surface, a 
large-scale LEV is apparent by integrating the small scale near the 
trailing edge and a TEV also appears at the same time. In addition, in the 
region between the shear layer and LEV, a vortex A and SLEV are also 
observed. Furthermore, at next instant of 0.76T, the TEV vanishes in the 
picture and the SLEV moves towards the trailing edge. For the forward 
airfoil, the flow field becomes smooth, indicating that the lifetime of 
these specific vortices is shorter than that over the reversed airfoil. At 
last two instants, only a small portion of the unsteady wake can be 
captured near the trailing edge of the reversed airfoil. 

In general, it concludes that the flow structures of the reversed airfoil 
are more complicated than that over the forward airfoil, because of the 

Fig. 13. Pressure distributions of different cases.  



earlier flow separation near the sharp leading edge, which is responsible 
for the peak of the lift coefficient emerging earlier in Fig. 6. The lifespan 
of LEV and SLEV on the reversed airfoil is also longer and their influence 
on the instantaneous lift coefficient is more obvious. Although the tra-
jectory and intensity of various vortices are quite different, the vortex 

structure evolution is almost the same for the forward and reversed 
airfoils. By the way, it is observed that some discrepancy still exists 
between the computations and experiments, for example, the vortex 
evolution over the reversed airfoil after t = 0.47T. At this moment, the 
lift coefficient reaches to a peak at the stall angle and then the reversed 

Fig. 14. TKE and skin friction distributions of different cases. (a) Case 1; (b) Case 2; (c) Case 3; (d) Case 4.  



airfoil starts to undergo the downstroke process, which has a strong 
correlation with the three-dimensional effect (Martinat et al., 2008). 

To understand the effect of vortex evolution on the airfoil perfor-
mance, the instantaneous pressure distributions of forward and reversed 
airfoils are plotted in Fig. 8. At t = 0.50T, the reversed airfoil has the 
maximal negative lift coefficient, which is mainly induced by the 
development of LEV, which almost occupies the whole blade lower 
surface. But for the forward airfoil, it seems that the slender LEV 
structure shown in Fig. 7c3 has no obvious impact on the pressure of the 
lower surface. However, in the next instant, the main contributor 
affecting the performance of the forward airfoil is the developed LEV, 
leading to the significant change of the performance. Meanwhile, the 
developed TEV starts to shed from the trailing edge and it influences the 
pressure on both sides, causing the performance degradation of the 
reversed airfoil. At the same time, the SLEV is growing up, which has an 
impact on the pressure distribution near the leading edge. Then, as 
shown in Fig. 8c, the SLEV changes the blade loading at middle chord of 
the reversed airfoil. At this moment, the pressure distribution of the 
forward airfoil is quite similar with that of the reversed airfoil at t =
0.60T, which is induced by the development and shedding of TEV. 
Finally, the reversed airfoil has a positive lift coefficient at t = 0.85T, 
shown by a large portion of the positive pressure difference between the 
upper and lower surfaces. 

Then, the laminar-turbulence transition over the forward and 
reversed airfoils would be discussed in detail. However, due to the 
limitation of available experiments about the transition on the reversed 
airfoil, thus, the transition on the stationary forward airfoil at different 
incidences is firstly used to evaluate the accuracy of the simulation. In 
Fig. 9, the transition over a NACA0018 airfoil surface is investigated by 
presenting the pressure and skin friction coefficients, as well as the 
separation (SP), transition (TP) and reattachment points (RP). The 
computational results are compared with the experiment (Boutilier and 
Yarusevych, 2012), which was performed in an open wind tunnel in 
University of Waterloo. According to the pressure distributions, it seems 
that the results obtained by the SST transition model (SST TM) match the 
experiments well, even at relatively high incidence. However, the 
original SST k-ω model only resolves the fully turbulent flow. Then, with 
the combination of the skin friction coefficients and transition locations 
at various incidences, it is observed that the transition shifts upstream as 
the angle-of-attack increases, especially for the reattachment point, 
which is more easily affected by the adverse pressure gradient. In 
addition, due to the evident movement of the reattachment point, the 
length of LSB becomes short with the increase of the incidence. Gener-
ally, compared with the experiments, the computations capture the 
transition event well, which can be used to validate the applicability of 
the numerical code and the mesh distribution. 

Followed by the analysis of the transition on the stationary airfoil, 
the main feature of the transition over the forward and reversed pitching 
airfoils are clarified in this section. If the airfoil has relatively low 
incidence, there is no evident flow separation and the transition is the 
primary contributor that affects the blade loading. Therefore, the tran-
sition over the forward and reversed airfoils during the upstroke process 
is shown in Fig. 10 using the intermittency contours. If the value of 
intermittency is zero, it represents the laminar boundary layer. Other-
wise, it is the turbulent boundary layer. At t = 0.125T, the transition 
location of the forward airfoil is approximately at x/c = 0.78 while it is 
near the trailing edge for the reversed airfoil. Then, it is observed that 
the transition moves towards the leading edge from t = 0.175T–0.30T 
for the forward airfoil because of the increase of the relative attack-of- 
angle. For the reversed airfoil at t = 0.175T, the transition location 
moves a litter upstream. Near the leading edge, the shear layer transition 
and generation of LEV is evident. It is found that the transition appears 
firstly within the shear layer due to the sharp leading edge and then the 
flow reattaches on the lower surface after the LEV, and finally it occurs 
near the trailing edge again. As the incidence further increases in the 
downstroke, the flow near the leading edge totally separates and the LEV 
develops towards the blade middle chord. Near the trailing edge, the 
transition becomes unclear due to the decrease of the laminar boundary 
layer thickness. The skin friction coefficient in Fig. 10i shows that the 
reattachment of the separated shear layer moves towards the middle 
chord section with the increase of the incidence, which depends on the 
evolution of LEV. Near the trailing edge, the transition on the upper 
surface moves downstream with the increase of the incidence, but on the 
lower surface, it moves upstream firstly from t = 0.125T–0.175T. Af-
terwards, the flow would not reattach and it becomes totally turbulent as 
the time increases to 0.3T. 

In a conclusion, the mechanism of the transition on the forward and 
reversed airfoils are quite different. With the increase of the incidence, 
the transition location is moving towards the leading edge for the for-
ward airfoil. However, for the reversed airfoil, the transition occurs 
within the leading-edge separated shear layer and near the trailing edge 
initially. After that, with the increase of the incidence, the shear layer 
transition near the leading edge becomes unclear because of the fully 
turbulent flow induced by the development of LEV. Simultaneously, 
near the trailing edge, the boundary layer flows on the lower surface 
become turbulent gradually. However, the length of the laminar 
boundary layer on the upper surface becomes longer, as shown in 
Fig. 10h. 

4.2. Effect of the mean incidence and pitching amplitude on reverse flow 

This section shows the effect of the mean pitching incidence and 
pitching amplitude on the transition and vortex dynamics on the 
reversed airfoil. Four cases with same reduced frequency listed in 
Table 3 are tested and the pitching kinematics are presented in Fig. 11a. 
Fig. 11b presents the instantaneous lift coefficient variation of four 
tested cases in a rotating cycle. With the increase of the maximal 
pitching angle from case 1 to case 4, the peak of the negative lift coef-
ficient also increases. Moreover, the sub-peak of the lift coefficient, 
induced by SLEV, is more evident for large mean incidence and pitching 
amplitude. In case 2, two sub-peaks are observed and this trend gradu-
ally disappears in case 3 and case 4, but the magnitude of the sub-peak in 
case 4 is nearly the same with the value of the peak. 

The detailed flow structures at several instants where the lift co-
efficients have the maximal negative values are shown in Fig. 12 for 
different cases. In case 1, due to the low maximal incidence, the LEV is 
always attached on the surface and no vortex shedding is observed. But 
in case 2, one peak and two sub-peaks of the lift coefficient are observed, 
in which the development of LEV should be responsible for the first one 
while the other two sub-peaks are associated with the SLEV and third 
leading edge vortex (TLEV), shown in Fig. 12c and d. Then, in case 4, 
there are two peaks almost having the same magnitude, indicating that 

Fig. 15. Instantaneous lift coefficient in a revolution at different k.  



the SLEV has the same effect on the performance compared with LEV. 
But the size of SLEV is a little smaller than LEV. 

The distributions of pressure coefficients at instants shown in Fig. 11, 
are plotted in Fig. 13 to show the influence of the vortex evolution on the 
blade loading. In case 1, the attached LEV near the sharp leading edge 
has no significant influence on the lower surface pressure, because of the 
relatively small maximal incidence resulting in the incomplete devel-
oped vortex structure. However, in case 2, the fully developed LEV oc-
cupies the whole blade surface, leading to the evident change of the 

pressure. Meanwhile, although the pressure difference induced by SLEV 
and TLEV is smaller than LEV, the blade loading at these two instants are 
nearly the same, which is responsible for the same performance. Finally, 
the effect of LEV and SLEV on the performance is really obvious in case 
4, but the intensity of LEV is a little higher than SLEV. 

In Fig. 14, the inception of LEV, visualized by the distributions of 
turbulent kinetic energy (TKE) and skin friction coefficients, are dis-
played for different cases. In case 2 and 4, due to the relatively large 
negative incidence (− 4

◦

) in the initial time, the LEV develops at the first 

Fig. 16. Flow structures at different instants at various k. (a), (b), (c) and (d) k = 0.1; (e) and (f) k = 0.25; (g) and (h) k = 0.35; (i) and (j) k = 0.50.  



time and the transition occurs closer to the sharp leading edge than that 
in case 1 and 3, in which the small-case LEV appears a little downstream 
from the leading edge. From the distributions of skin friction coefficient, 
it is observed that the magnitude increases when the transition appears 
firstly, due to the recirculation flow induced by LEV. The transition lo-
cations in case 2 and 4 are more upstream compared with that in case 1 
and 3, as a result of the earlier flow separation. At the same time, the 
reattachment location is more downstream for case 2 and 4, especially 
for case 4, which indicates that the size of LEV is much larger than that in 
case 1 and 3. 

4.3. Effect of the reduced frequency on reverse flow 

In this section, five groups of the reduced frequency, involving 0.10, 
0.16, 0.25, 0.35 and 0.50, are investigated systematically, in terms of the 
vortex dynamics and near-wall flows. Fig. 15 shows the instantaneous 
lift coefficients in a revolution for different reduced frequency. With the 
increase of the reduced frequency, the peak of the lift coefficient initially 
increases from k = 0.10 to 0.16 and then it decreases from k = 0.16 to 
0.50. Simultaneously, it is also delayed, which means that the dynamic 
stall is also postponed. For k = 0.10, there are two obvious sub-peaks at t 

= 0.55T and 0.70T. However, for other cases, there is only one sub-peak. 
Consistent with the peak of the lift coefficient, the sub-peak is also 
delayed, even in the next revolution when k is equal to 0.5, indicating 
that with the increase of k, the LEV can persist for a longer time. 

To clarify the effect of the vortex evolution on the performance, the 
spanwise vorticity contours with streamlines are displayed in Fig. 16 at 
different instants correspond to the peaks and sub-peaks shown in 
Fig. 15. When k has the value of 0.1, the peak and sub-peaks of the lift 
coefficient shown in Fig. 16a, c and 16d are closely associated with the 
LEV, SLEV and TLEV, but the intensity decreases gradually. In Fig. 16b, 
the LEV is going to disappear and the TEV develops fully, bringing about 
the degradation of the overall performance. The vortex A and SLEV, 
coexisting with the opposite sign of the vorticity, are also observed at 
this time. Then, with the increase of k from 0.16 to 0.50, there are al-
ways three main vortex structures: LEV, vortex A and SLEV, which can 
maintain the high negative lift coefficient. However, the size of LEV is 
largest when the reduced frequency is 0.16 (shown in Fig. 7b4). Then, 
when it comes to the sub-peak of the lift coefficient, it can be seen that 
the TEV shedding is the main contributor to the high lift coefficient, but 
the small-scale SLEV is still visible on the lower surface. In a word, with 
the increase of k, the dynamic stall is delayed as a consequence of the 

Fig. 17. Leading edge transition at different k. (a) k = 0.10; (b) k = 0.25; (c) k = 0.35; (d) k = 0.50.  



delayed vortex generation and development. 
Fig. 17 presents the leading-edge transition induced by the genera-

tion of LEV, which is shown by the TKE contours coupled with stream-
lines for various k. With the increase of k from 0.10 to 0.25, the LEV is 
often attached on the lower surface, but the value of TKE and size of LEV 
reduces. When k is equal to 0.35, there is no LEV near the sharp leading 

edge. Then, for the highest reduced frequency at this instant, the tran-
sition region is still visible, but the LEV has already shed and the next 
one would appear. Generally, with the increase of k, not only is the 
dynamic stall delayed, but also the transition induced by the LEV gen-
eration is also postponed. 

The trajectory of three main vortices at different k is traced by 
identifying the vortex core location using the streamlines, which is 
shown in Fig. 18. The inception of LEV is very close to the airfoil sharp 
leading edge and then it moves far away from the lower surface. How-
ever, at low reduced frequency of 0.1 and 0.16, the LEV vanishes 
downstream directly. When k increases from 0.25 to 0.50, the LEV also 
moves along the direction that approaches to the lower surface near the 
trailing edge, which is caused by the inertia force as a consequence of the 
fast pitching possibly. For the motion of SLEV, it initially occurs far away 
from the leading edge and then moves towards the trailing edge of the 
lower surface. By the comparison, it is observed that the SLEV at high 
reduced frequency has the large velocity (the slope of the plot data) and 
reaches to the lower surface in advance. When the TEV emerges near the 
blunt trailing edge, it firstly moves forward along the lower surface and 
then it starts to shed. There has almost no much difference in TEV 
movement as the reduced frequency increases from 0.16 to 0.35. 
Obviously, the TEV trajectory obtained at k = 0.1 is closer to the lower 
surface compared with other cases. But at k = 0.50, it seems that the TEV 
has no time to response and convects downstream quickly. 

4.4. Effect of the Reynolds number on reverse flow 

The prediction of the instantaneous lift coefficients at different Re is 

Fig. 18. Vortex trajectory at different k.  

Fig. 19. Instantaneous lift coefficient variation in a revolution at different Re.  



shown in Fig. 19. It seems that there is almost no difference in lift co-
efficient obtained at various Re in the upstroke process until t = 0.5T. 
However, in the period of the downstroke, a small difference is still 
evident, which should be clarified in detail by analyzing the flow 

structures. 
Four instants, including t = 0.5T, 0.6T, 0.7T and 0.85T, are selected 

to compare the flow structures at various Reynolds numbers. The 
spanwise vorticity component with the streamlines are shown in Fig. 20. 

Fig. 20. Flow structures at several instants at different Re. (a), (e), (i) and (m) Re = 8.25 × 104; (b), (f), (j) and (n) Re = 1.65 × 105; (c), (g), (k) and (o) Re = 3.30 ×
105; (d), (h), (l) and (p) Re = 5.00 × 105. 



At t = 0.5T, the reversed airfoil has the maximal lift coefficient and the 
whole lower surface is almost occupied by the LEV. At the same time, the 
vortex A and TEV with small size are also evident. With the increase of 
Re, the intensity of LEV becomes stronger, as well as the vortex A and 
TEV. Then, at next instant t = 0.6T, the LEV has already shed and the 
main flow structure is dominated by SLEV and TEV. However, the 
shedding LEV with positive vorticity is still visible downstream at Re = 5 
× 105. In this moment, due to the developed TEV and shed LEV, the 
performance of the reversed airfoil is deteriorated, which can also be 
seen in Fig. 8b. With the development of SLEV, the lift coefficient in-
creases gradually and it reaches to a sub-peak at t = 0.7T. Meanwhile, 
the strength of SLEV is more intensive as the Reynolds number increases. 
When the airfoil is going to finish a pitching cycle, a small valley occurs 
at t = 0.85T, as a result of the small-scale TEV and shedding SLEV. But at 
low Reynolds number, the shedding SLEV is not visible in the screen 
while the TEV has a relatively large size, resulting in the worst perfor-
mance. Generally, it concludes that the LEV, SLEV and TEV have the 
stronger intensity with the increase of Re. Simultaneously, the flow field 
is more complex at high Reynolds number, owing to the large main-
stream velocity and the resultant strong vortices. 

The transition induced by the inception of LEV near the sharp leading 
edge at different Re is also compared in Fig. 21 using TKE contours along 
with streamlines. When the Reynolds number is low, the TKE near the 
wall region is small due to the low velocity fluctuation. At Re = 8.25 ×

104, the transition is unclear because it is extremely close to the sharp 
leading edge. Then, when Re increases, the transition and reattachment 
points move downstream. However, as the Reynolds number increases 
to 5 × 105, the transition and reattachment points shift upstream. As a 
result, the size of LEV in these two cases are quite similar. 

The trajectory of different vortices at different Re are plotted in 
Fig. 22, by detecting the location of vortex core region using the 
streamlines. The movement path of LEV and SLEV has the opposite 
trend, in which the LEV moves away from the lower surface while the 
SLEV approaches to the lower surface gradually. At relatively low 
Reynolds number, the LEV disappears near the trailing edge due to the 
weak intensity and the trajectory of LEV is closer to the airfoil surface. 
However, at high Reynolds number of 3.3 × 105 and 5.0 × 105, the LEV 
persists for a longer time and convects more downstream. At the same 
time, under low Reynolds number condition, the SLEV and TEV move 
quickly and have a long path, especially for TEV. This phenomenon can 
be caused by the earlier vortex shedding and the weak integration of the 
mainstream. 

5. Concluding remarks and future work

In the present work, the SST γ − Reθt transition model is applied to
simulate the two-dimensional unsteady flows around the rigid forward 
and reversed pitching airfoil, with special attention to the parametrical 

Fig. 20. (continued). 



effect on the global performance and flow structures. The main 
conclusion is listed as follows:  

(1) Compared with the forward airfoil, the flow structures over the 
reversed airfoil are more complicated and the influence of 
different vortices on the overall performance is more intensive, as 
a result of the earlier flow separation near the sharp leading edge. 
The existence of LEV can maintain the high performance while 
the development and shedding of TEV is responsible for the 
performance degradation. The transition on the forward airfoil 
moves from the trailing edge to the leading edge as the incidence 
increases. However, for the reversed airfoil, the transition 
initially appears within the separated shear layer and then reat-
taches after the LEV. Afterwards, the transition occurs again near 
the blunt trailing edge. With the increase of the attack-of-angle, 
the trailing-edge transition on the lower side becomes unclear 
while it moves downstream on the upper side, leading to the 
asymmetrical boundary layer.  

(2) For the tested cases with large negative mean pitching angle and 
pitching amplitude, the influence of LEV and SLEV on the per-
formance is more intensive. When the initial pitching angle is 

negative with a relatively large value, the induced transition by 
the developed LEV is closer to the leading edge. 

(3) As the reduced frequency increases, it is observed that the dy-
namic stall and transition are all delayed. At high reduced fre-
quency, the sub-peak of the lift coefficient induced by the SLEV 
emerges in the next revolution. The trajectory of LEV and SLEV 
has the opposite trend and the vortices have the large migration 
velocity with the increase of k.  

(4) With the increase of Re, the strength of different vortices is 
stronger, leading to the long persistence of LEV. The LEV-induced 
transition is closer to the leading edge and the trailing edge 
transition also move a little upstream as the Reynolds number 
increases. For the movement of SLEV and TEV, it is observed that 
they have a longer path under low Reynolds number condition, 
which can be ascribed to the earlier flow separation and weak 
integration of the mainstream. 

It should be admitted that the present work still has a large 
discrepancy with the experiments, especially for the performance and 
flow structures in the downstroke process due to the limitation of the 
RANS-based turbulence model and three-dimensional effect. Thus, the 
hybrid RANS/LES turbulence models or large eddy simulation is 

Fig. 21. Distributions of TKE and skin friction coefficients at different Re. (a) Re = 8.25 × 104; (b) Re = 3.30 × 105; (c) Re = 5.00 × 105; (d) Skin friction coefficients.  



necessary to be performed, to get a better prediction of the transition 
and deep stall flows for the reversed airfoils. 
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