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Recent approaches in gait analysis involve the use of wearable motion sensors to
extract spatio-temporal parameters that characterize multiple aspects of an indi-
vidual’s gait. In particular, the medical community could largely benefit from
this type of devices as they could provide the clinicians with a valuable tool
for assessing gait impairment. Motion sensor data are however complex and
there is an urgent unmet need to develop sound statistical methods for analyz-
ing such data and extracting clinically relevant information. In this article, we
measure gait by following the hip rotation over time and the resulting statisti-
cal unit is a time series of unit quaternions. We explore the possibility to form
groups of patients with similar walking impairment by taking into account their
walking data and their global decease severity with semi-supervised cluster-
ing. We generalize a compromise-based method named hclustcompro to unit
quaternion time series by combining it with the proper dissimilarity quaternion
dynamic time warping. We apply this method on patients diagnosed with mul-
tiple sclerosis to form groups of patients with similar walking deficiencies while
accounting for the clinical assessment of their overall disability. We also com-
pare the compromise-based clustering approach with the methodmergeTrees
that falls into a sub-class of ensemble clustering named collaborative clustering.
The results provide a first proof of both the interest of using wearable motion
sensors for assessing gait impairment and the use of prior knowledge to guide
the clustering process. It also demonstrates that compromise-based clustering is
a more appropriate approach in this context.
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434 DROUIN et al.

1 INTRODUCTION

Recent improvements of wearable sensing devices make it possible to monitor many aspects of the human gait.1 Most of
the time, such devices measure the variation of spatio-temporal parameters during time in the form of time series (TS).
There has been a growing interest in studying the rotation and/or orientation in 3D space of body segments in particular
for individual gait recognition2,3 and for local stability.4-6 These data come in the form of time series of unit quaternions
(QTS). The hypothesis is that it might be a valuable tool for the quantitative assessment of symptomatic gait impairment.
In the context of neurological disorders such as multiple sclerosis (MS), this would be key for improving follow-up and
tailoring patient’s management to prevent or slow down future degradation.7

A first step in this direction pertains to identifying groups of patients with similar gait impairment from the sensor
data. This is known as unsupervised learning or clustering. A key ingredient for grouping individuals on the basis of their
walking pattern is the definition of a dissimilarity between time series. Dynamic time warping (DTW) is a well-known
approach for evaluating how far the shapes of two time series are from each other8 which accounts for shape misalign-
ment. Several studies that compared walking data achieved TS unsupervised learning via hierarchical agglomerative
clustering (HAC) on a distance matrix obtained from DTW. Baghdadi et al9 used this approach to study workers’ fatigue
monitored with wearable devices clipped to the ankle. Pullido-Valdeolivas et al10 formed groups of patients with pediatric
hereditary spastic paraplegia to discover gait phenotype with HAC on kinematic TS representing several gait features.
Steinmetzer et al11 clustered patients diagnosed with Parkinson disease comparing their gait data measured by insoles
equipped with accelerometer. The resulting clusters tend to regroup patients with similar disease burden. Jablonski12

extended DTW for QTS in a method called quaternion dynamic time warping (QDTW). These works therefore provide us
with a suitable dissimilarity between QTS which we can use for clustering individuals based on their gait pattern. HAC
is often more appealing than partition-based clustering (eg, k-means) for finding a suitable grouping structure with com-
plex data because it provides a hierarchy of clustering structures in the form of a dendrogram which does not require
running the algorithm for each possible number of clusters. In this article, since we are working with QTS, we therefore
focus on HAC methods suitable for QTS.

In medical applications, additional information on the patients are often available thanks to the clinicians who can
provide an expert assessment of the patient’s condition. For instance, patients with neurodegenerative diseases (eg, MS)
often suffer from progressive disabilities that are measured on specific scales. This represents an additional source of infor-
mation that needs to be accounted for when clustering patients with similar gait impairment. In effect, it has been shown
that using supplementary information when available improves the quality and/or interpretability of the clustering struc-
ture.13 Methods that account for supplementary information are called semi-supervised clustering methods. They can
mainly be divided into three categories (constraint-based methods, ensemble methods and compromise-based methods)
depending on how the supplementary information is used within the clustering algorithm. Constraint-based clustering
methods integrate supplementary information either by forcing a priori some observations to be grouped together14 or
by constraining final clusters to have a specific structure. These approaches are best suited for partition-based clustering
methods13 and hardly applicable to hierarchical methods15 even though some attempts can be found in the literature.16-18

A fairly strong prior knowledge of the clustering structure is necessary to determine the constraints, which is not always
possible depending on the context of the study. Ensemble clustering methods are designed to generate clusters from multi-
ple clustering structures obtained on the same individuals.19 The input clustering structures may be achieved on the same
data source by different clustering algorithms and/or on different data sources provided that they are measured on the
same individuals. These methods are straightforwardly applicable to hierarchical methods and allow the use of a virtually
unlimited number of data sources. However, by construction, the resulting clusters represent the best agreement between
the initial multi-source clusters and does not weight their relative importance. Compromise-based clustering methods do
not enforce any constraints but rather use the supplementary information to measure how far two observations are from
each other on the basis of a compromise between the main and supplementary sources of information.

When assessing walking disability, the supplementary source of information is the score attributed by the clinician
based on the overall disability of the patient. Such scores are often ordinal rating scales and are not based only on gait dis-
ability. Defining strict constraints from this information is then not possible as two patients with the same score may be
differently affected in their gait. Constraint-based clustering is therefore not applicable in this context. We hypothesize that
weighting the relative importance of each information sources with compromise-based clustering is the most appropriate
approach when accounting for existing overall disability scores in the process of clustering individuals based on their gait
patterns. The literature is thin when it comes to TS clustering with prior knowledge. Only constraint-based methods have
been adapted for TS14,20 and none are suitable for QTS clustering. We therefore aim at elaborating a compromise-based
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DROUIN et al. 435

clustering method for QTS data using QDTW as dissimilarity. Ma and Dhavala21 proposed a compromise-based HAC
method that leverages supplementary information that comes in the form of a dendrogram called ontological dendro-
gram. The dissimilarity between observations that they use to build the hierarchy of clustering structures is penalized
by an ultrametric dissimilarity derived from the ontological dendrogram. This penalty is determined either by maximiz-
ing an internal cluster quality measure (such as Dunn or David-Bouldin index) or by cross-validation if external labels
are available. This implies that the penalty is optimized for a given number of clusters. As a result, it boils down to a
bi-dimensional optimization (on both the penalty coming from the external information and the number of clusters). In
this way, the supplementary information plays an important role in the determination of the optimal number of clus-
ters. Bellanger et al22 proposed another compromise-based HAC method originally developed to answer chronological
problems in archeology based on artifact data. It is designed for data sets in which observations are described by two
potentially error-prone sources of information, corresponding to the main and supplementary sources respectively. Nor-
malized dissimilarity matrices are first computed for each source. A HAC algorithm is then applied on a dissimilarity
matrix computed as a convex combination of the two normalized dissimilarity matrices. As in the method proposed by Ma
and Dhavala,21 the weighting parameter in the convex combination determines the amount of supplementary informa-
tion that is used to modify the final dissimilarity matrix. However, its determination does not involve maximizing cluster
quality indices and is therefore independent from the choice of the number of clusters. This allows to leverage external
information to obtain a compromise-based hierarchy of clustering structures (dendrogram). The method is also publicly
available as the hclustcompro function in the SPARTAAS R package.23

Our contributions are two-fold: (i) to propose a generalization of the compromise-based method hclustcompro
for accommodating QTS data and (ii) to compare it with a more classic unsupervised HAC approach which does not
use supplementary information and with an ensemble-clustering approach named mergeTrees, using a case study
of patients diagnosed with MS in which the main source is their gait data and the supplementary source is a clinical
score of overall disability. We will subsequently describe and discuss the clustering structure established by the proposed
compromise-based method in the light of patients’ monitoring and follow-up. The article is outlined as follows. Section 2
introduces the semi-supervised clustering framework for QTS. Section 3 describes the collected data and the methods
used in the application of the clustering approaches. Results are detailed in Section 4 followed by a discussion about the
benefits of both using additional information and using a compromised-based approach in Section 5.

2 A SEMI-SUPERVISED CLUSTERING FRAMEWORK FOR UNIT
QUATERNION TIME SERIES

2.1 General presentation of hierarchical clustering

Clustering relates to the process of building a partition of a set of n observations Q1, … ,Qn such that similar observations
ends up into the same cluster while observations too far from each other are assigned to separate clusters. Among the
different approaches, hierarchical clustering (HC) presents the advantage to be directly applicable on the n × n matrix D
of pairwise dissimilarities between observations, that is, dij ∶= d(Qi,Qj) for any i, j ∈ {1, … ,n}. HC produces a binary
tree called dendrogram (and denoted by  ) whose leaves are the single observations. Each node of the tree represents a
cluster that regroups all observations from the branches below it. Two main approaches can be adopted to generate the
dendrogram. The divisive approach pertains to considering that all observations belong to a single cluster at the initial
state. At each iteration, a cluster is chosen to be further splitted into two clusters. This iterative process stops when each
observation ends up its own cluster. The agglomerative approach pertains to considering that each observation is in its
own cluster at the initial state. At each iteration, the two closest clusters are merged together. This iterative process stops
when all observations end up into the same cluster. Hierarchical divisive clustering requires more input choices than its
agglomerative counterpart. In effect, in addition to the dissimilarity (which is the only ingredient that HAC requires), in
a divisive strategy, one needs to define a criterion to select at each iteration which cluster will be further splitted. In the
following, we will therefore focus on hierarchical agglomerative clustering (HAC). Let then set up the initial state in which
each observation is its own cluster all clusters contains a single observation: Ci = {Qi},∀i ∈ {1, … ,n}. The first step for
building the dendrogram is to determine the two closest clusters Ci and Cj of the set that will be merged into a single
cluster Cij. This is achieved by Cij = Ci ∪ Cj, with (Ci,Cj) = argminCk ,Cl

D(Ck,Cl). The next step is to update the matrix D
with the new dissimilarity value between the new cluster Cij and every other cluster Ck, ∀k ∈ {1, … ,n} ⧵ {i, j}. Several
linkage criteria have been described in the literature to determine how to compute the dissimilarity between clusters.
They have been unified by the Lance and Williams recurrence formula:24
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436 DROUIN et al.

D
(

Cij,Ck
)
= 𝛼1D (Ci,Ck) + 𝛼2D

(
Cj,Ck

)
+ 𝛽D

(
Ci,Cj

)
+ 𝛾 |||D (Ci,Ck) − D

(
Cj,Ck

)||| , (1)

where 𝛼1, 𝛼2, 𝛽, and 𝛾 are real scalar numbers. Linkage criteria can be divided into two categories. Geometric criteria (eg,
Ward, centroid, median) assume that observations belong to a Euclidean space and the Euclidean distance is therefore
implicitly assumed for measuring proximity of observations. Graph criteria compute dissimilarity between two clusters
only from the dissimilarities between observations included in these clusters.25 This property makes them the only candi-
dates suitable for accommodating non-Euclidean dissimilarity matrices. The three most common graph linkage criteria
are single linkage, complete linkage and average linkage. Coefficients in the Lance and Williams formula in Equation (1)
to achieve each one of them are given in Table 1, where |Ci| denotes the number of observations in cluster Ci.

When observations are QTS, a proper dissimilarity measure needs to be used to compute D. Section 2.2 will now
provide a brief introduction to the unit quaternion algebra which will set up the necessary tools to describe, in Section 2.3,
a DTW algorithm adapted to compute dissimilarity between two QTS.

2.2 Unit quaternion algebra

Quaternions are hypercomplex numbers of rank 4 and are denoted as follows:

q = (w, x, y, z)⊤ = w + ix + jy + kz ∈ R
4
, (2)

where i, j, and k generalize the single imaginary number i using the following rule i2 = j2 = k2 = ijk = −1. This rule
implies in particular that the product of two quaternions, called the Hamilton product, is not commutative. The quater-
nion algebra H is isomorphic to R4. Similarly to complex numbers, we can define a real and an imaginary part for a
quaternion. In details, we have:

Re(q) = w ∈ R and Im(q) = (x, y, z)⊤ ∈ R
3
.

1. Representing 3D rotations. The set of unit quaternions Hu ∶= {q ∈ H; ||q|| = 1} forms a Lie group which is isomorphic
to the special unitary group SU(2) which is exactly twice as big as the rotation group SO(3) of 3-dimensional rotation
matrices. In effect, unit quaternions represent rotations in 3-dimensional space and both q and −q encode the same
rotation. The unit quaternion algebra can therefore be seen as a particular group structure on the 3-sphere12 3

⊂ R4.
A somehow more natural representation of a rotation in 3-dimensional space is provided by its rotation angle

𝜃 ∈ R and its axis of rotation u ∈ 2, where 2 is the 2-sphere. There is a relationship between the angle-axis and
quaternion representations of a rotation. In details, the unit quaternion q representing the direct rotation of angle 𝜃
around the unit vector u is given by:

q =
(

cos 𝜃
2
,ux sin 𝜃

2
,uy sin 𝜃

2
,uz sin 𝜃

2

)
⊤

. (3)

2. Defining a proper distance for quaternions. Just like with complex numbers, we can define the conjugation of a quater-
nion. The conjugate quaternion q of a quaternion q = (w, x, y, z)⊤ is the same quaternion with opposite imaginary
part: q = (w,−x,−y,−z)⊤. When dealing with unit quaternions, the conjugate quaternion equals the inverse quater-
nion which reads q−1 = (w,−x,−y,−z)⊤. It can then be easily proven by resorting to the angle-axis representation that
q−1 rotates around the same axis as q but with an opposite angle of −𝜃.

We can also endow Hu with a proper metric. While we could use the Euclidean distance in R4, this would define
a metric space that is not closed with respect to the quaternion algebra. We instead introduce the geodesic distance

T A B L E 1 Lance and Williams coefficients for graph linkage criteria

Linkage criterion 𝜶1 𝜶2 𝜷 𝜸

Single 1
2

1
2

0 − 1
2

Complete 1
2

1
2

0 + 1
2

Average |Ci|
|Ci|+|Cj|

|Cj|

|Ci|+|Cj|
0 0
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DROUIN et al. 437

(A) (B) (C)

F I G U R E 1 Composition of rotations by unit quaternion multiplication. (A) Rotation of p0 by q1. (B) Rotation of p1 by q2. (C) Rotation
of p0 by q3 = q2q1

between two rotations q1 and q2, which reads:26

d(q1,q2) = 2 arccos Re
(
q−1

1 q2
)
. (4)

It corresponds to the minimum length of a geodesic line connecting the two quaternions on the 3-sphere.12 It can also
be interpreted as the angle of the necessary rotation to obtain q2 from q1.

3. Composing rotations with quaternions. Let p0 ∈ R3 be a 3-dimensional point. The rotation encoded by q1 sends p0 into
a new point p1 given by:

(
0

p1

)

= q1

(
0

p0

)

q−1
1 . (5)

The rotation encoded by q1 is illustrated in Figure 1A using its angle-axis representation. Similarly, Figure 1B
illustrates the effect of applying another rotation q2 to p1 which sends it into a new point p2. Following Equation (5),
we can write:

(
0

p2

)

= q2

(
0

p1

)

q−1
2 = q2

(

q1

(
0

p0

)

q−1
1

)

q−1
2 =

(
q2q1

)
(

0
p0

)
(
q2q1

)−1
. (6)

Equation (6) shows that the Hamilton product of two unit quaternions q3 = q2q1 is equivalent to applying the
rotation q1 followed by the rotation q2. This is illustrated in Figure 1C using the angle-axis representation of q3.

In this article, we analyze unit quaternion time series (QTS). This means that the statistical unit is an ordered set
denoted i of unit quaternions representing consecutive 3D rotations on a time grid ti,1, … , ti,N . We will use the following
notation for a unit QTS:

Qi =
(

qi,1, … ,qi,Ni

)
.

2.3 Dissimilarity measure for QTS: QDTW

For a given representation of the data, we might have multiple choices for the dissimilarity measure. This effectively
defines a metric space from which we can perform statistical analyses. The choice of the dissimilarity, together with
the choice of the data representation, will obviously have a large impact on the results emanating from these statistical
analyses. In this article, the data are 3D rotations over time which we represent as QTS and we choose to focus on shape
dissimilarity only.

When comparing shapes between time series, a common issue is time shifting27 which refers to these situations in
which two similar events are observed but at a different time in different TS. This can arise in our case for events such
as the landing of the foot on the ground or the take-off of the foot from the ground which has led to fluctuations in the
reported duration of gait cycles (GC) in the literature.28 Time shifting is classically addressed by integrating an alignment
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438 DROUIN et al.

in time as part of the dissimilarity measure. These metrics are known as elastic metrics. The most common one in shape
analysis of time series is the DTW dissimilarity.8 It has been widely used in the field of clinical gait analysis to compare
the shape of walking data measured by optical device10,12,29 and wearable sensors.9,11,30,31

DTW determine the optimal nonlinear alignment between the elements of two time series Qi = (qi,1, … ,qi,N1
) of size

Ni and Qj = (qj,1, … ,qj,Nj
) of size Nj using the following the following formula:32

DTW
(

Qi,Qj
)
=

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

0, if Ni = Nj = 0,
∞, if Ni = 0 or Nj = 0,

c
(

qi,Ni
,qj,Nj

)
+min

⎧
⎪
⎪
⎨
⎪
⎪
⎩

DTW
(

Qi,1∶(Ni−1),Qj,1∶(Nj−1)

)
,

DTW
(

Qi,1∶Ni ,Qj,1∶(Nj−1)

)
,

DTW
(

Qi,1∶(Ni−1),Qj,1∶Nj

)
,

(7)

with c(⋅, ⋅) a local cost function representing the distance between two elements and Qi,1∶𝓁 the subsequence (qi,1, … ,qi,𝓁),
for 1 ≤ 𝓁 ≤ Ni.

Jablonski12 generalizes the method for QTS using the geodesic distance defined in Equation (4) as the local cost c(⋅, ⋅) in
Equation (7) and coins the resulting DTW dissimilarity the “QDTW.” The author presents clustering results both on sim-
ulated data and on the MoCap database HDM05,33 obtained by applying a HAC method using QDTW as the dissimilarity
metric. The MoCap database HDM05 stores Human motion data already distributed into known groups. The simulated
data was as well generated with a ground truth clustering structure. They could then in both situations assess the perfor-
mance of the QDTW-based HAC by evaluating how well it was able to retrieve the true grouping structures. In both cases,
the method proved very efficient with slightly better results for the simulated data. To the best of our knowledge, QDTW
is the only measure suitable for assessing the dissimilarity between QTS that have been described in the literature. This
leads us to consider QDTW as a good candidate dissimilarity for clustering QTS.

Remark 1. Jablonski12 proposed a more complex dissimilarity as well, named QDTWFull. This measure takes into account
not only the geodesic distance between two quaternions but also between their first and second derivatives with respect
to time. However, their conclusion is that this dissimilarity did not clearly outperform the simpler QDTW on real data
sets. Hence, we decided to use QDTW in the present study.

2.4 Semi-supervised clustering for unit QTS with hclustcompro

The QDTW dissimilarity leads to the computation of a matrix of pairwise dissimilarities between observations in a sample
of QTS. This means that we can perform HAC provided that we use graph linkage criteria only. In this section, we will
describe a compromise-based approach to integrate supplementary information about the observations when available.

The semi-supervised hierarchical approach named hclustcompro, first described in Bellanger et al,22 is a cluster-
ing method adapted to cases where n observations are represented by a main and a supplementary source of information
whose data type may differ. Let D1 and D0 be the two n × n matrices storing the normalized dissimilarities between obser-
vations in the main feature space and in the supplementary feature space respectively. The principle of hclustcompro
is to apply a HAC method to a dissimilarity matrix obtained by the following convex combination:22

D
𝛼
= 𝛼D1 + (1 − 𝛼)D0, (8)

where 𝛼 ∈ [0, 1] is a fixed parameter weighting the contribution of each data source to the dissimilarity matrix D
𝛼
. The

HAC performed on D
𝛼

outputs a dendrogram 
𝛼

which is strongly dependent upon the choice of the weighting parameter
𝛼. The determination of 𝛼 is carried out by maximizing a criterion which is inspired by the cophenetic correlation proposed
by Sokal and Rohlf.34 This is achieved by the following steps:

1. Compute the cophenetic matrix Dcoph
𝛼

from the dendrogram 
𝛼
. This is an n × n matrix in which each element stores

the height at which the two corresponding observations has become members of the same cluster in 
𝛼
.
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DROUIN et al. 439

2. Compute the correlations Cor(Dcoph
𝛼

,D1) and CorDcoph
𝛼

,D0) between each initial dissimilarity matrix (D1 and D0) and
the cophenetic matrix Dcoph

𝛼

. These two correlations measure how faithfully the pairwise dissimilarities between the
observations in each data source are preserved in the final dendrogram.

3. Minimize over 𝛼 the following suitability index:

CorCrit(𝛼) ∶=
||||
Cor

(
Dcoph
𝛼

,D1

)
− Cor

(
Dcoph
𝛼

,D0

)||||
. (9)

This criterion represents the difference in absolute value between two correlations that inform about the extent to
which the hierarchical structure of 

𝛼
well represents D1 and D0.

In order to balance the weight of D1 and D0 in the final clustering, the value of the weighting coefficient 𝛼 is therefore
determined by minimizing the following objective function:

𝛼 = arg min
𝛼

CorCrit(𝛼). (10)

A final HAC can be achieved on D
𝛼

with one of the graph linkage criteria listed in Table 1. When the main data source
is a sample of QTS, the matrix D1 can be obtained using QDTW to compute the pairwise dissimilarities, which effectively
generalizeshclustcompro to QTS-valued data. The choice of the dissimilarity measure to compute D0 depends upon the
data type of the supplementary data source. In compromise-based clustering, the supplementary data source is therefore
used to define and estimate the final dissimilarities between observation.

In the following section, we will compare traditional HAC with no supplementary data source, mergeTrees and
hclustcompro in the context of gait analysis in MS.

3 CLUSTERING GAIT DATA MEASURED WITH A MOTION SENSOR IN
MULTIPLE SCLEROSIS

Assessing gait impairment is critical in MS because it has been reported by the patients to be the criterion that most
negatively impacts their quality of life.35 Several scores are already used by clinicians to evaluate the overall disability of
patients, including walking disabilities. The use of wearable motion sensors to complete these scores with quantitative
measurements of gait is a dynamic and promising field of research.7 In this study, gait is represented as the 3D rotation
of the hip over time measured by a motion sensor clipped on the belt. We compare the three clustering methods, namely
HAC, mergeTrees, and hclustcompro. The main data source is a sample of QTS representing the hip rotation over
time. The supplementary data source (used in mergeTrees and hclustcompro) is a sample of overall disability scores
for the same patients.

The data acquisition and their pretreatment process are presented in the next section following by the description of
the experimental design.

3.1 Data acquisition and pretreatment

Two sources of information were collected on the patients:

• Walking data in the form of time series of unit quaternions was measured during the Timed 25 Foot Walk (T25FW)
test using a wearable motion sensor (Section 3.1.1);

• Clinical data as a score on the Expanded Disability Status Scale (EDSS) which was determined by a neurologist to
assess the overall disability of the patient (Section 3.1.2).

3.1.1 Walking data

During the regular clinical evaluation of MS patients, there is an existing test dedicated to assessing gait impairment. It
is called the T25FW in which the instruction is to perform a 25-foot walk as fast as possible without running. Patients
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440 DROUIN et al.

are asked to perform twice this walking distance under these instructions.36 The average time the patient takes to walk
25 feet is then computed. The T25FW test is considered as an ideal primary endpoint for assessing walking disabilities in
MS.7 We aim at providing the neurologist with a richer information about the current walking abilities of a patient.

Ambulatory characteristics of the patient can be assessed during an instrumental examination called clinical gait
analysis. This method pertains to quantifying several aspects of the movements performed during a walking pattern
coined a GC.37 A GC is defined as the sequence of movements performed by the body during a time period delimited by
two consecutive contacts of a given foot with the ground. Gait analysis can be divided into the following steps:

1. Data representing the movements of the patients during walk are measured using devices designed for Human motion
analysis.38

2. Identify important gait events such as the beginning and the end of the contact of the foot with the floor in the
data.39 The segmentation of the signal according to these time points produces a set of subsequences representing the
movements of the patient during each GC.

3. The kinematic of the patient’s gait, for example, the angle of the lower limb joints during the GC, can also be ana-
lyzed.37,39 For this purpose, a single sequence representing the patient’s gait is obtained by averaging the set of his/her
GCs.28 However, it is known that the semi-periodicity of walking leads to variability in the duration of walking cycles
and in the occurrence of events such as the contact of the foot with the ground or its detachment. Thus, averaging the
GCs require their temporal alignment to handle these within and between-GC temporal differences.40

4. Finally, most gait analysis methods described in the literature represent GCs in percentage of their total duration to
facilitate the comparison between individuals with different velocity.28,40-44

We hereby describe the gait of an individual as the average rotation of the hip during a typical gait cycle. Hip mobility
has been shown to be representative of the gait28 and correlated with MS severity.37 It also presents the benefit that we can
measure this motion by clipping a sensor on the belt which is far less invasive with respect to optoelectronics measurement
systems that required dedicated laboratory38 and to monitoring lower parts of the body with motion sensors striped on
the patient limbs.39 Specifically, we opted for a 9-axis inertial measurement unit (IMU) called MetaMotionR (MMR) from
Mbientlab to measure walking data. This device can determine its orientation in space over time by fusing data collected
from a 3-axis accelerometer, a 3-axis gyroscope and a 3-axis magnetometer using the sensor fusion algorithm developed
by Bosch Sensortec. In details, the sensor defines its orientation at a given point in time as the rotation that brings a fixed
frame (aligned with the Earth’s coordinate system)ℜf = (f1, f2, f3) onto the sensor frameℜs = (s1, s2, s3). This rotation is
described in Figure 2A by two parameters: its axis of rotation u = (u1,u2,u3)⊤ and its angle of rotation 𝜃. The sensor logs
its orientation in the form of a unit quaternion computed from these two parameters via Equation (3). The IMU is worn on
the belt (see Figure 2B). The sensor logs its orientation at a frequency of 100 Hertz which effectively boils down to a time
series of unit quaternions, each quaternion encoding the rotation between the fixed frame ℜf and the sensor frame ℜs
at a given time t. After the identification of the GCs delimited by two consecutive contacts of the right foot with the floor
in the IMU data, we temporally align the obtained segments. In order to do that, we provide an extension of the k-means
alignment method,45 originally designed for Rp-valued functional data, to quaternion-valued functional data. The result
is an average gait cycle, which we called individual gait pattern (IGP). We express each time point as a percentage of the

(B)(A)

F I G U R E 2 The motion sensor in its environment. (A) IMU and spatial orientation. (B) IMU clipped on the belt

 10970258, 2023, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sim

.9625 by U
niversité D

e N
antes, W

iley O
nline L

ibrary on [24/05/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



DROUIN et al. 441

F I G U R E 3 Example of the hip angle of an IGP

total IGP duration, ranging from 0% to 100% with steps of 1%. Finally, the IGP is straightened out so that the last rotation
matches the first rotation. The final IGP for subject i is a 101-dimensional unit QTS Qi ∶= (qi,0 · · ·qi,100) ∈ H

101
u , in which

(i) each element is a unit quaternion representing the hip orientation, that is, the rotation between the orientation of the
sensor observed at a given percent of the IGP and its orientation observed at the first time of the IGP, and (ii) such that
the first and last element always contain the identity rotation (1, 0, 0, 0)⊤. We hypothesize that the shape of the IGP of an
individual is defined by his/her walking abilities and thus is impacted by any gait-related impairment. Plotting raw QTS
can give a poorly readable graphical representation, especially if there are several QTS to be drawn, as it consists in the
evolution of the 4 dimensions w, x, y and z over time. We chose to plot a more intuitive, interpretable and easy-to-read
representation of the IGP as the time series of the angles between the first and current orientation of the hip given by:

𝜽i =
(
2 arccos Re

(
qi,0

)
, … , 2 arccos Re

(
qi,100

))
. (11)

Figure 3 displays an example of a series 𝜽i computed from an IGP with Equation (11).

3.1.2 Clinical data

The EDSS46 is the most widely used scale to assess the extent of overall disability of patients diagnosed with MS.47 The
score on the EDSS is attributed by a neurologist on the basis of the amount of functional impairment in the central
nervous system, which includes any type of walking deficiencies. The EDSS is described as an ordinal rating system
ranging from 0 (normal neurological status) to 10 (death due to MS).47 For our purposes, we can distinguish low EDSS
scores (below 4) that are attributed to patients with mild gait impairment, moderate EDSS scores (from 4 to 6.5) that are
attributed to patients with severe gait impairment and high EDSS scores (above 7) that are attributed to patients who
cannot walk anymore without bilateral assistance (canes, crutches, or braces). The EDSS is criticized for its lack of linearity
(ie, clinically unequal incremental scores).48 In addition, gait impairment is only one information taken into account
when assigning an EDSS score, which aims at providing a general assessment of the overall disability of the patient. Two
patients with identical EDSS score might therefore still have different individual gait patterns. Nevertheless, the EDSS
is currently the gold standard for assessing disease progress in MS48 and, as such, needs to be taken into account when
analyzing gait impairment.

3.2 Methodology for computing and comparing clustering structures of walking data

We aim at comparing the compromise-based clustering strategy hclustcompro with its unsupervised version HAC and
with a method that is representative of the ensemble clustering strategy. Ensemble clustering pertains to merging clus-
tering results obtained from different methods applied independently on multiple data sources collected on the same
observations. We choose the method mergeTrees49 which builds up a consensus tree from a set of dendrograms that
share the same n leaves (see Appendix A for a more detailed description). It is implemented in the mergeTrees R pack-
age. We will therefore summarize the commonalities and differences between these approaches in Section 3.2.1. Then,
Section 3.2.2 will be dedicated to explaining how we selected the optimal number of clusters. Finally, we will define the
criteria that we used to perform cluster validation in Section 3.2.3.
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442 DROUIN et al.

3.2.1 Clustering methods

First, two dissimilarity matrices are computed from each of the two data sources presented in Section 3.1:

• The matrix D1 contains the pairwise QDTW dissimilarities between IGPs computed following Equation (7), using c(⋅, ⋅)
as the geodesic distance defined in Equation (4), and properly normalized by dividing all dissimilarities by the largest
one.

• The matrix D0 contains the pairwise Gower dissimilarities between EDSS scores. Its advantages are three-fold: (i) it is
by definition already normalized, (ii) it has been designed for ordinal data50 and (iii) an implementation is provided
through the function daisy() from the R package cluster.51

All three compared clustering methods subsequently use one or both dissimilarity matrices to propose a hierarchy
of possible clustering structures: (i) HAC uses D1 only to provide a dendrogram 1, (ii) mergeTrees combines 1 with
another dendrogram 0 obtained from D0 to output a consensus tree (1, 0), and (iii) hclustcompro uses both D1 and
D0 to compute a weighted dissimilarity matrix D

𝛼
according to Equation (8) from which a dendrogram 

𝛼
is obtained. We

applied all three methods with complete linkage criteria.

3.2.2 Selection of the number of clusters

HAC outputs a dendrogram which represents a hierarchy of possible grouping structures of the data points. A crit-
ical point is to elucidate the optimal number of clusters K from this dendrogram. There are many criteria in the
literature that provide assistance for this task.52 The elbow method is one of the most used in practice. It pertains
to visualizing the within-cluster sum of squared (WSS) distances to a cluster prototype as a function of the number
of clusters. A cluster prototype is a (possibly non-observed) individual that is the most central w.r.t. the individu-
als in the cluster. The WSS is a monotonically decreasing function of the number of clusters and it reaches 0 when
the number of clusters matches the number of individuals in the sample. The WSS usually decays faster at the
beginning and slows down at some point. A good candidate for the optimal number of clusters is to find that tran-
sition spot which resembles an elbow, hence the name of the method. We chose to represent the cluster prototype
as the medoid,27 which is the most central individual among the individuals that compose a given cluster. It there-
fore depends upon the chosen representation and dissimilarity. We chose to use the IGP representation and the
QDTW dissimilarity. Mathematically, we can therefore define the WSS that we used as follows. Let Q1, … ,Qn be a
sample of n QTS grouped into K clusters C1, … ,CK . In addition, let Vk ∶= {𝓁 ∈ [ [1,n] ] ∶ Q𝓁 ∈ Ck}. The WSS is
given by:

WSS(K) =
K∑

k=1

∑

i∈Vk

QDTW2 (Qi, ̃Qk
)
, (12)

where ̃Qk is the medoid of the cluster Ck computed as:

̃Qk = Qik , where ik = arg min
i∈Vk

∑

j∈Vk ,j≠i
QDTW2 (Qi,Qj

)
.

For each compared method (HAC, mergeTrees, and hclustcompro), we evaluated the partitions generated by K
ranging from 2 to 10. We made an informed decision about the optimal number of clusters for each method based on
the elbow method and the expertise of a neurologist who gave an assessment of clinical relevance for various preselected
partitions. We also discarded partitions that generated singleton clusters.

3.2.3 Cluster validation

We used both internal and external cluster validation criteria.
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DROUIN et al. 443

1. Internal criteria. We can define the within-cluster inertia I(k)W of each cluster Ck as:

I(k)W ∶= 1
|Vk|

∑

i∈Vk

QDTW2(Qi, ̃Qk).

This value should be small in comparison to the between-cluster inertia I(k)B which is classically defined as:

I(k)B = QDTW2 (
̃Qk, ̃Q

)
,

where ̃Q is the overall medoid of the data set computed as:

̃Q = Qi, where i = arg min
i∈[[1,n]]

∑

j∈[[1,n]],j≠i
QDTW2 (Qi,Qj

)
.

We can express this condition through the proportion of within-cluster inertia defined as:

p(k)W ∶=
I(k)W

I(k)W + I(k)B

. (13)

This proportion can be computed for each cluster and quantifies how far the observations are from the cluster medoid
w.r.t. how far the cluster is from the overall medoid of the data. This criterion should be as small as possible which
is achieved when the observations are highly concentrated in their cluster and the cluster is well separated from the
others.

We can compute the same proportion at the level of the entire partition by defining:

IW ∶=
∑K

k=1|Vk|I(k)W
∑K

k=1|Vk|
, IB ∶=

∑K
k=1|Vk|I(k)B
∑K

k=1|Vk|
, and pW = IW

IW + IB
. (14)

We also use the Dunn index to assess how compact and well-separated the clusters are. It is defined as:

DI ∶=
min

k,𝓁∈[[1,K]]2,𝓁≠k
𝛿 (Ck,C𝓁)

max
k∈[[1,K]]

Δ(Ck)
, (15)

with

𝛿 (Ck,C𝓁) = min
i∈Vk ,j∈V𝓁

QDTW
(

Qi,Qj
)

(separation) and Δ (Ck) = max
i,j∈Vk

QDTW
(

Qi,Qj
)

(cohesion).

This index is expected to be large when clusters are compact and well-separated.53

The above-mentioned criteria provide internal assessment of a clustering structure in terms of the IGP data.
We will also include an internal assessment in terms of the EDSS data. This will be achieved by looking at the
within-cluster distribution of EDSS scores which represents the extent to which a cluster groups patients with similar
overall clinically-observable disability.

2. External criteria. We used the following two external criteria:

• The within-cluster distribution of the time achieved at the T25FW test (time to walk a distance of 25 feet). This
obviously depends on the patient walking velocity and thus on his/her gait impairment.

• An external clinical assessment and ranking of the three proposed clustering structures performed by five neurol-
ogists who are all experts on MS. This was achieved by first providing them with a brief presentation of the context
of the study and the semi-supervised methods. Then, we asked them to blindly evaluate the clustering structures
obtained from the three candidate methods using both their expert knowledge and additional clinical information
about the patients.
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444 DROUIN et al.

F I G U R E 4 Overall methodological pipeline. It summarizes both the computation of the clustering structures according to each
candidate clustering method and the way they were evaluated and compared

F I G U R E 5 Hip angle of the IGP of the 27 patients

T A B L E 2 Distribution of EDSS scores in the sample

EDSS 0 1 1.5 2 2.5 3 4 5.5 6 Total

Size 7 3 1 4 5 2 3 1 1 27

The complete methodology for computing and comparing clustering structures from the three candidate clustering
methods is summarized in Figure 4.

4 RESULTS

The data were collected at the University Hospital of Nantes (France) on 27 patients who met the inclusion criteria of the
OFSEP-HD cohort from the Observatoire Français de la Sclerose En Plaques (OFSEP) and are thus regularly seen at the
hospital. Inclusions began in September 2019 and ended in May 2020. Data were collected during a routine examination
by either a neurologist or a staff member of the neurology department. Figure 5 provides a visual representation of the
hip rotation during the IGPs of the 27 patients. Table 2 shows the distribution of EDSS scores among the 27 patients.
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DROUIN et al. 445

F I G U R E 6 Tanglegrams between EDSS data (left) and IGP data (right) with complete linkage

In the following, we present the results of the comparison of the three clustering methods described in Section 3.2.1
using the approach detailed in Section 3.2.2 for selecting the optimal number of clusters and in Section 3.2.3 for vali-
dating the clustering structures. Specifically, Section 4.1 discusses the level of entanglement between the dendrograms
obtained from both IGP and EDSS data. Section 4.2 gives the results of the estimation of the weighting parameter 𝛼 for
the hclustcompro method. Section 4.3 describes the choice of the optimal number of clusters and Section 4.4 finally
details the results of the comparison between the three clustering methods.

4.1 Entanglement

Figure 6 exhibits the tanglegrams between the dendrograms 0 and 1 produced by applying the HACmethod on D0 (EDSS
data) and D1 (IGP data) respectively, with the complete linkage criteria. The entanglement is also reported. The leafs of
the dendrograms are labeled according to the patient ID and his/her EDSS score.

The entanglement is a score between 0 and 1 which measures how different the relative positions of the patients are in
the two dendrograms. It is a measure of dissimilarity between dendrograms. Hence, high values indicate large differences
while low values suggest that the dendrograms provide similar clustering structures. The observed value of 0.27 suggest
that there is an overlap of information between EDSS and IGP data which is not surprising given that the EDSS includes an
evaluation of walking disability. Nevertheless, the entanglement is not close to 0 either, which suggests that both sources
of data contain unique novel information pertaining to the patient disability.

4.2 Estimation of the hclustcompro weighting parameter

The dissimilarity matrix D
𝛼

which is used by the hclustcompro procedure to produce the final dendrogram 
𝛼

depends
on the unknown weighting parameter 𝛼 according to Equation (8). We used Equation (10) to get a pointwise estimate
of this parameter. These computations led to the estimated value 𝛼 = 0.69. In essence, this means that we evaluate the
dissimilarity between patients as a linear combination of the dissimilarity between their IGPs (accounted for with a weight
of 69%) and the dissimilarity between their EDSS scores (accounted for with a remaining weight of 31%).

4.3 Choice of the optimal number of clusters

Figure 7 displays the variation of WSS computed from Equation (12), as the number of clusters grows from 2 to 10.
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446 DROUIN et al.

F I G U R E 7 Within-cluster sum of squares (WSS) as a function of the number of clusters. Colors encode the clustering methods

F I G U R E 8 Dendrograms obtained by combining each of the three clustering methods (HAC, mergeTrees, and hclustcompro)
with complete linkage criteria. Clusters are matched between dendrograms by ordering them as much as possible from smallest to largest
median EDSS

It is computed from partitions generated by cutting the dendrograms in Figure 8 at various heights in order to achieve
the desired number of clusters.

In this section, we analyze both figures to determine a unique global optimal number of clusters.

1. HAC on IGP data. Figure 7 suggests that the optimal number of clusters should be three, regardless of the linkage
criterion. In effect, an elbow is visible on the WSS curves. The left dendrogram displayed in Figure 8 seems to recom-
mend splitting patients into only three groups of unbalanced sizes. Within groups, the distributions of EDSS scores
are mostly random, which means that the grouping structure is not representative of the overall disability.

2. mergeTrees. Figure 7 indicates that five clusters should be formed. Figure 8 shows that the distribution of EDSS
scores within groups is less heterogeneous than the ones obtained that of from HAC. However, some clusters group
patients with large differences in overall disability and, conversely, some patients with similar overall disability end
up into different groups.

3. hclustcompro. Figure 7 suggests that the optimal number of clusters should be in the range K ∈ {4, 5, 6}. In
Figure 8, we can appreciate how naturally the dendrogram naturally suggests to form five clusters of relatively similar
sizes and homogeneous distributions of EDSS scores.
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DROUIN et al. 447

Considering all these observations, and because it allows a one-to-one comparison of the resulting clusters between
all clustering methods, we systematically generated five clusters for all methods. The resulting partitions can be visually
appreciated in Figure 8 by the color coding scheme.

4.4 Comparison of the clustering methods

Table 3 provides a description of the clusters from the perspective of internal data, that is, data that have been used to
generate the clusters. Specifically, each cluster is summarized by

• Its size (n): This is the number of patients in the cluster (n).
• Its proportion of within-cluster inertia (p(k)W ): This is computed according to Equation (13) and amounts to the ratio

of within-cluster inertia to the distance between the cluster medoid and the overall medoid of the data; small values
indicate a well-isolated cluster with concentrated members.

• Its median EDSS score: This informs about the average level of overall disability of a given cluster.

In Table 3, for each clustering method, we ordered as much as possible the clusters from smallest to largest median
EDSS scores. It was not always possible to achieve a monotonic ranking because sometimes clusters with more similar
median EDSS scores ended up too far from each other in the final dendrogram.

Looking at the cluster sizes, we can notice that bothHAC andmergeTrees produce singleton clusters, that is, clusters
with a single patient. We can furthermore observe that this is not an artifact due to the choice of the number of clusters.
In effect, regardless of the value of K, Figure 8 clearly shows that both methods do produce a singleton cluster at the
first bifurcation. Singleton clusters falls more within the realm of outlier detection than the one of clustering. In effect,
they relieve another cluster from an observation that was too far from the others in the group to create another group
only for that outlier observation. Hence both clusters benefit from a reduction of inertia as one can appreciate from the
columns p(k)W in Table 3. However, from the perspective of clustering individuals, that is, of finding homogeneous groups
of individuals, it makes no sense to create a cluster for one individual. This is in line with the elbow method which is
usually used to gain insight about the optimal number of clusters from the WSS curve while the minimum WSS is trivially
achieved for K = n, that is, when all individuals are within their own cluster, which clearly yields a useless partition.
We can finally see from column EDSS that HAC fails to produce a sequence of clusters with increasing median EDSS. By
contrast,mergeTrees andhclustcompro produce a sequence of clusters with increasing median EDSS. Furthermore,
we can appreciate how the later approach would never generate singleton clusters, no matter which number of clusters we
split the individuals into (see Figure 8). This translates into nonzero proportions of within-cluster inertia for all clusters
in Table 3.

We shall now provide a performance assessment of the clustering methods at the granularity of the partition rather
than the individual clusters. Table 4 naturally propose aggregated proportions of within-cluster IPG inertia for the entire
partition (pW ) and adds the Dunn index as well which is high when clusters are well-separated from each other but com-
posed of very close individuals in terms of IGP data. Given that clusters are matched by median EDSS scores between
methods and that we have argued that singleton clusters are undesirable in the scope of establishing a meaningful parti-
tion and wrongly improve internal cluster validation metrics, we also decided to present in Table 4 the same metrics but
computed only the last three clusters C3, C4, and C5 which were never singleton clusters for any method.

T A B L E 3 Summary of the clusters in terms of size (n), proportion of within-cluster IGP inertia (p(k)W ) and median EDSS

C1 C2 C3 C4 C5

Clustering n p(1)W EDSS n p(2)W EDSS n p(3)W EDSS n p(4)W EDSS n p(5)W EDSS

HAC 1 0.0 0 1 0.0 0 10 50.5 2 2 28.6 0 13 43.8 2.5

mergeTrees 1 0.0 0 6 63.6 1 8 55.2 1.5 3 22.3 2.5 9 38.0 4

hclustcompro 4 64.7 0 5 63.6 0 8 52.0 2 8 33.9 3 2 43.5 5.5

Note: For a given cluster, its proportion of within-cluster inertia is computed on the IGP data according to Equation (13).
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T A B L E 4 Performance metrics of IGP data at the partition level

Using all clusters Using only clusters that are never singletons

Clustering pW DI pW DI

HAC 35.0 0.428 43.8 0.428

mergeTrees 40.2 0.288 41.4 0.329

hclustcompro 51.6 0.214 42.1 0.467

F I G U R E 9 Cluster description in terms of standard clinical indicators of overall (EDSS) and gait-specific (T25FW) disability

As expected, when looking at the performance metrics computed using all five clusters, the HACmethod outperforms
the semi-supervised methods because it only accounts for IGP data and thus does a better job at finding groups with similar
IGP characteristics. We see that mergeTrees comes as second-best which is largely due to the presence of a singleton
cluster. This interpretation is confirmed when looking at the performance metrics computed using only clusters that are
never singletons. From this perspective, hclustcompro is as good as HAC in terms of inertia and clearly outperforms
both HAC and mergeTrees when comparing Dunn indices.

Figure 9 displays the intra-cluster distributions of EDSS scores and the duration of the T25FW test for the three clus-
tering methods (HAC, hclustcompro, MergeTrees). It provides a description of the clusters from the perspective of
standard clinical indicators of global disability (EDSS) and gait impairment (T25FW), which complements the description
provided in Table 3.

The intra-cluster distributions of EDSS scores and of walking time during the T25FW test presented in Figure 9 are
used to assess the clinical relevance of the generated partitions. We also asked five neurologists to interpret the results
and their comments led to the following observations:

1. HAC. Clusters formed by HAC gather patients with very heterogeneous MS severity. For example, cluster C5 contains
patients with normal neurological functions (EDSS= 0) and patients that cannot walk 100 m without walking aid
(EDSS= 6). The patients in this cluster also present very different walking time during the T25FW test as illustrated
in Figure 9.

2. mergeTrees. The partition provided by mergeTrees gathers patients with more similar MS severity. It tends to
present higher EDSS scores in the last two clusters C4 and C5 than in the first three clusters C1, C2, and C3. However,
some patients with similar EDSS scores are split into different groups whereas some patients with different MS severity
are grouped together. In addition, the resulting clusters do not present either significant or ordered differences in
terms of walking speed.
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DROUIN et al. 449

F I G U R E 10 Variation of the angle of hip rotation during a gait cycle. Clusters are those produced by hclustcompro with complete
linkage

3. hclustcompro. The partition provided by hclustcompro is more homogeneous. Cluster C1 regroups patients
with EDSS score of 0 (ie, identical to healthy individuals from a neurological standpoint). Figure 9 also shows that
they correspond to the patients with the lowest walking time during the T25FW test. Cluster C2 regroups patients
with EDSS scores 0 and 1. They tend to have slightly higher walking times during the T25FW test w.r.t. the patients
in cluster C1. When contrasted with cluster C1, this suggests that the IPG could be able to separate patients with
apparent normal neurological condition on the basis of their gait impairment. Cluster C5 is also of high interest as it
regroups the two patients with worst neurological assessment. They are also the two patients performing the worst
at the T25FW test. Clusters C3 and C4 are less homogeneous in terms of clinical features, but they regroup patients
with an intermediate degree of severity of the pathology and C4 regroups patients with slightly higher EDSS scores
than patients in C3, although not significantly.

According to these observations, the method hclustcompro leads to the best clustering of the cohort. As a final
illustration of these results, the variation of the rotation angle of the hip during a gait cycle is extracted from the IGP
according to Equation (11) and displayed in Figure 10. Bold curves represent the medoids of each cluster. Figure 10 reveals
that patients in the clusters C1, C2, and C3 tend to present a higher amplitude of hip rotation than patients in clusters
C4 and C5. This is interesting because we have seen before that C1 to C3 also regroup patients with milder overall and
gait-specific disabilities.

5 DISCUSSION

In this article, we proposed a semi-supervised clustering method for QTS coined hclustcompro which combines
(i) the principles of hierarchical clustering to provide a hierarchy of possible clustering configurations, (ii) the idea of
compromise-based clustering21,22 for guiding the clustering using supplementary information, and (iii) the DTW dis-
similarity adapted for unit QTS.12 The hclustcompro method linearly combines the dissimilarity matrices from the
quaternion data and from the supplementary data using a weighting parameter. This parameter is estimated by minimiz-
ing an objective criterion based on the cophenetic distance and is naturally interpreted as the proportion of each source
of information injected into the clustering process.

We also compared hclustcompro with unsupervised HAC and with mergeTrees54 (an ensemble clustering
approach) in the context of gait analysis. All three methods were applied to cluster a data set of 27 patients diagnosed with
MS. In this study, QTS measuring the hip rotation over time were used to compute an individual gait pattern as the main
source of information for clustering and supplementary information came in the form of a clinical score representing
the overall disability of a patient. The results demonstrate both the importance and usefulness of injecting even a small
amount of prior information (when available) as the two semi-supervised methods provide more clinically interpretable
clusters in contrast to the more traditional mono-source HAC performed only on the IGP data. The results also tend to
demonstrate that hclustcompro outperforms mergeTrees, especially when in terms of clinical interpretability of the
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450 DROUIN et al.

resulting partition. This is in line with the observations made by the authors of mergeTrees themselves who described
a loss of efficiency of mergeTrees when using too heterogeneous sources of information.54

To the best of our knowledge, this is the first description of semi-supervised clustering of QTS, and its first application
in the context of gait analysis. It provides interesting results and several research perspectives can be identified.

As a word of caution, we shall remind that the MS data set used in this study is a rather small sample. Hence, our results
and conclusions should be confirmed on a larger cohort. Adding new patients to the analysis may lead to the formation
of new groups and to the identification of more precise gait characteristics shared by patients of the same cluster. Also, an
investigation of how well the IPG correlates with state-of-the-art spatio-temporal parameters characterizing gait provided
by other devices, such as Gaitrite,55 may improve the interpretation of the results and lead to the identification of other
gait characteristics shared by patients of the same cluster.

Compromise-based HAC leans toward factorial methods for the joint analysis of multiple data tables such as STATIS
which searches for a compromise table that is the most representative according to some criterion.56,57 It could therefore
be a natural methodological perspective to extend hclustcompro to the case of more than two sources of information.
This provides an interesting development perspective in gait analysis. It might indeed be possible to take into account
parameters in addition to the shape of the IGP, for example, the intra-individual walking variability which has been
described to be associated with the risk of falling among the elderly.58

As hierarchical clustering is a distance-based method, results are by construction influenced by the choice of the
dissimilarity measure. In this article, we chose QDTW which is to date the only dissimilarity suitable for QTS. There are
several other dissimilarities described for time series of Euclidean observations, which are elastic, based on models or
on specific representations of the data. The generalization of these methods to QTS would make it possible to extend the
range of possible choices which would ultimately allow to explore different geometries for quaternion data.
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APPENDIX A. MERGETREES: A CONSENSUS-BASED CLUSTERING METHOD

This method have been described in the context of OMICS data by Hulot et al.54 Let consider m data sets observed on the
same n individuals. Let  = {1, 2, … , m} the set of m dendrograms obtained from these data sets with any hierarchical
agglomerative method. The method mergeTrees builds a consensus tree C

(

)

according to the following rule: For any
individuals i and j in {1, … ,n}, i ≠ j, if i and j are not in the same cluster in at least one of the trees of  at a given height h,
then they are not in the same cluster in C

(

)

at height h. The algorithm is also designed in such a way that C
(

)

follows
the rules of anonymity, neutrality, and unanimity. Anonymity implies that the result does not depend on the order of the
trees in  . Neutrality implies that changing the labels of the leaves in the trees in  simply relabels the leaves in C

(

)
.

Finally, unanimity implies that merging a set composed of the same tree  results in C
(

)
=  . It have to be mentioned

that the heights in the dendrograms need to be comparable. Indeed, if all the divisions in a given tree 
𝛼

happen at a
higher height than the divisions of any of the other trees, the consensus dendrogram will result in C

(

)
= 

𝛼
. Rescaling

step such as data normalization to make the dendrograms comparable could be therefore needed. One final remark can
be made about the fact that the consensus tree will not be binary in the case divisions happens at the same height in
multiple trees in the set. As example three branches may be linked at the same node in C

(

)
.

APPENDIX B. CLUSTERING GAIT DATA IN MULTIPLE SCLEROSIS: ADDITIONAL RESULTS

This section presents the results obtained with the three methods HAC, mergeTrees, and hclustompro, following the
methodological pipeline presented in Figure 4, using single and average linkage criteria.

B.1 Entanglement
Figure B1A,B depicts the entanglement between the dendrograms 0 and 1 produced by applying the HACmethod on D0
(EDSS data) and D1 (IGP data) respectively. The clustering structure provides by the two dendrograms are more similar
with single linkage compared to average and complete linkage (cf. Figure 6). However, the entanglement for these three
criteria is not close to 0, suggesting that the two data sources provide different information about the patient disability.
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(A) (B)

F I G U R E B1 Tanglegrams between EDSS data (left) and IGP data (right) by linkage criterion

F I G U R E B2 Within-cluster sum of squares (WSS) as a function of the number of clusters. Colors encode the clustering methods while
columns correspond to different graph linkage criteria

B.2 Estimation of the huclustcompro weighting parameter
The procedure of Equation (10) led to the estimated values 𝛼 = 0.59 (resp. 0.67) for the single linkage criterion (resp. aver-
age linkage). In essence, this means that we evaluate the dissimilarity between patients as a linear combination of the
dissimilarity between their IGPs (accounted for with a weight of 59% and 67% depending on the considered linkage crite-
rion) and the dissimilarity between their EDSS scores (accounted for with a remaining weight of 41%, 33%). Interestingly,
hclustcompro seems to put more information from the IGP data into the final dissimilarity matrix for linkage crite-
ria that produced a large entanglement between EDSS data and IGP data. This suggests that hclustcompro naturally
leans toward the IGP data when both data sources would separately produce different clustering structures.

B.3 Choice of the optimal number of clusters
Figure B2 displays the variation WSS, computed from Equation (12), as the number of clusters grows from 2 to 10. They
are computed from partitions generated by cutting the dendrograms in Figure B3 at various heights in order to achieve
the desired number of clusters.

In this section, we analyze both figures to determine a unique global optimal number of clusters. First, let us focus
on the results obtained from single linkage. The corresponding dendrograms, visible in the first row of Figure B3, are
symptomatic of the well-known tendency of this criterion to produce chained clusters.59 This makes it hard to find a
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F I G U R E B3 Dendrograms obtained by combining each of the three clustering methods (HAC, mergeTrees, and hclustcompro)
with one of the three graph linkage criteria (single, average, and complete). Clusters are matched between dendrograms by ordering them as
much as possible from smallest to largest median EDSS

suitable height threshold and usually leads to choosing either a very large number of clusters or only one. Given also that
single linkage was the graph linkage criterion that produced an IGP-only dendrogram 1 most similar to the EDSS-only
dendrogram 0, we discard this linkage criterion in the remainder of the analysis. We can therefore focus on the results
produced by average linkage, which we now comment by clustering method.

1. HAC on IGP data. Figure B3 suggests that the optimal number of clusters should be three. In effect, an elbow is vis-
ible on the WSS curves. The dendrogram displayed in the first column of Figure B3 with average linkage presents a
structure relatively similar to that obtained with complete linkage (see Figure 8), and can be interpreted in the same
way as in Section 4.3.

2. mergeTrees. Figure B2 indicates that four or five clusters should be chosen. Figure B3 shows that the method with
average linkage produces a dendrogram very different from the one obtained with complete linkage (see Figure 8).
However, as in the case of complete linkage, some patients in the same cluster present different overall disability,
while some patients with similar overall disability are split in different groups.

3. hclustcompro. Figure B2 suggests that five clusters should be optimal. In effect, we can see that the slope of the
WSS curve becomes less steep from this value. In Figure B3, we can appreciate how naturally the dendrograms suggest
to split the patients into five groups. The dendrogram presents a singleton cluster.

As for complete linkage, we systematically generated 5 clusters for all methods. The resulting partitions can be visually
appreciated in Figure B3 by the color coding scheme.

B.4 Comparison of the clustering methods
Table B1 describes the clusters from the perspective of internal data and is constructed in the same way as Table 3
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T A B L E B1 Summary of the clusters in terms of size (n), proportion of within-cluster IGP inertia
(

p(k)W

)
and median EDSS

(EDSS)

C1 C2 C3 C4 C5

Clustering Linkage n p(1)W EDSS n p(2)W EDSS n p(3)W EDSS n p(4)W EDSS n p(5)W EDSS

HAC Average 1 0.0 0 1 0.0 1 10 47.0 2 2 28.6 0 13 43.8 2.5

mergeTrees Average 1 0.0 0 11 52.6 2 5 65.5 0 8 37.0 3 2 43.5 5.5

hclustcompro Average 1 0.0 0 8 69.8 0 8 52.0 2 8 33.9 3 2 43.5 5.5

Note: For a given cluster, its proportion of within-cluster inertia is computed on the IGP data according to Equation (13).

T A B L E B2 Performance metrics of IGP data at the partition level

Using all clusters Using only clusters that are never singletons

Clustering Linkage pW DI pW DI

HAC Average 34.0 0.377 42.5 0.377

mergeTrees Average 42.7 0.288 49.2 0.288

hclustcompro Average 45.9 0.192 42.1 0.467

F I G U R E B4 Cluster description in terms of standard clinical indicators of overall (EDSS) and gait-specific (T25FW) disability

Looking at the cluster sizes, we can notice that all the methods produce at least one singleton clusters, that is,
clusters with a single patient. hclustcompro produces a sequence of clusters with increasing median EDSS, which is
not observed for both HAC and mergeTrees.

Table B2 provides a performance assessment of the clustering methods at the granularity of the partition. It is
constructed in the same way as Table 4.

When comparing the performance metrics in Table B2 with the ones displayed in Table 4, we can see that the clustering
results obtained with complete linkage are better or at least similar to those obtained with average linkage. This is observed
for all the three methods, and for the performance metrics computed using all five clusters and using only clusters that
are never singletons.

Figure B4 displays the intra-cluster distributions of EDSS scores and the duration of the T25FW test for the three
clustering methods (HAC, hclustcompro, MergeTrees) using average linkage criteria.

1. HAC. The clinical relevance of the clustering results is similar to that observed using complete linkage.
2. mergeTrees. The intra-cluster distributions of EDSS scores is more heterogeneous than those observed with com-

plete linkage (see Figure 9). The resulting clusters do not present either significant or ordered differences in terms of
walking speed.
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3. hclustcompro. Clusters C3, C4, and C5 are the same for both average and complete linkage criteria, and are
described in Section 4.4. With average linkage, cluster C1 is a singleton cluster. This isolated patient (P27) is also
found in a singleton cluster in all other partitions except the one obtained with hclustcompro with complete link-
age. Cluster C2 gathers patients with EDSS scores between 0 and 1, which presents the lowest walking time during
the T25FW test.

B.5 Conclusion
The clustering results obtained with HAC, mergeTrees, and hclustcompro using the criteria single and complete
linkage are displayed in this section. In short, all the three methods produce chained clustering structure with single
linkage, which are almost impossible to interpret. The clustering results produced by mergeTrees and hclustcompro
using complete linkage present higher internal quality and clinical relevance than those obtained with average linkage.
The clustering results are similar for HAC. For these reason, we chose to present only the results obtained with complete
linkage in the main body of this article.
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