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# PROCESSING DISTORTION MODELS: A COMPARATIVE STUDY 

SÉBASTIEN DESTERCKE, IGNACIO MONTES, AND ENRIQUE MIRANDA


#### Abstract

When dealing with sets of probabilities, distortion or neighbourhood models are convenient practical tools, as they rely on very little parameters. In this paper, we study their behaviour when such models are combined and processed through some reasoning tools. More specifically, we study their behaviour when merging different distortion models quantifying uncertainty on the same quantity, and when manipulating distortion models defined over multiple variables.
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Among the several imprecise probability models that are representable by means of credal sets, distortion models, defined as a ball around an initial probability, are quite practical, as their specification requires only a distance and a bound on it. This makes them instrumental models for various tasks, such as robustness analysis.

However, the mathematical properties, as well as the interpretation of such neighbourhood models, heavily depend on the chosen distance. We recently conducted a thorough analysis [30, 31] of the probability sets induced by different distances, when those probability sets are convex polytopes $\$^{1}$ defined on finite spaces.

However, we did not explore what happens to those models when they are processed through some reasoning tool. This is what we aim to do in this paper, where we look in particular at two aspects often present in different applications of imprecise probabilistic models:

- Merging or fusing together multiple models bearing on the same quantity or domain [36]: such a process is typically required when probabilistic assessments are provided by multiple sources such as expert opinions in system modelling [38, or outputs from classifiers in machine learning [15].
- Combining multiple models defined on multiple quantities with different domains: such a process is typically required in risk analysis [3] or in general in applications involving multivariate domains.
Therefore, this paper can also be seen as a companion paper to the aforementioned studies [30, 31, filling out the comparative analysis of the models carried out in [31, Sec. 5].

To make this paper self contained, we first provide necessary notions and notations in Section 2, and then investigate in the following sections the behaviour

[^0]of different models under merging and combination, reminding the basics of each distortion model in the corresponding section. More precisely:

- Section 3 deals with the Pari mutuel model (PMM), that originates from betting schemes on horse-racing. It has been studied from the point of view of imprecise probabilities in [29, 40, 53], and in [30] as a distortion model.
- Section 4 deals with the Linear-Vacuous (LV) model, that consists in taking a mixture between a precise probability measure and the set of all possible distributions. This model has been used for instance in robust statistics [21]. From the point of view of imprecise probabilities it was studied in [53], and as a distortion model in [30, Sec. 5]. Moreover, it corresponds to the wellknown and basic discounting approach in evidence theory.
- Section 5 deals with the constant-odds ratio (COR) model, that has the advantage of being stable under Bayesian updating. The constant odds ratio was given a behavioural interpretation in [53, Sec. 2.9.4]. We refer to [4, 5, 41, 50] for some applications of this model, and to [30, Sec. 6] for a detailed study of some of its properties as a distortion model.
- Section 6 deals with the total variation (TV) model, which is the distortion model induced by the total variation distance, i.e., the maximum absolute difference between two probability measures. We refer to [53, Sec. 3.2.4], [40, Sec. 3.2] and [20, 31, Sec. 2] for some studies of this distortion model. The total variation distance has also been used in other setting, such as to find consensus between various probabilities 43 (a task close in spirit to the one of information merging).
- Section 7 deals with the Kolmogorov (K) model, a distortion model induced by the Kolmogorov distance between cumulative distributions. It is connected to imprecise cumulative distribution functions, also called p-boxes. This distortion model was analysed in detail in [31, Sec. 3].
- Section 8 deals with the $L_{1}$ model, a distortion model induced by the $L_{1}$ distance. While this distance has been used in robust statistics [42], it was studied as an imprecise model for the first time in [31, Sec. 4].
Finally, in Section 9 we provide our final comments and remarks.


## 2. Preliminary concepts

This section introduces the chosen notations, as well as the necessary general elements on distortion models and their processing. Readers interested in further details about those models can refer to [30, 31].
2.1. Notation and basic notions about probability. We consider in this paper finite possibility spaces, that will be denoted by $\mathcal{X}, \mathcal{Y}$ or their product space $\mathcal{X} \times \mathcal{Y}$. We denote by $\mathcal{P}(\mathcal{X})$ the power set of a space $\mathcal{X}$, by $\mathbb{P}(\mathcal{X})$ the set of probability measures on $\mathcal{X}$, and by $\mathbb{P}^{*}(\mathcal{X})$ the set of probability measures $P$ satisfying $P(A) \in$ $(0,1)$ for any $A \neq \emptyset, \mathcal{X}$.

Whenever $\mathcal{X}=\left\{x_{1}, \ldots, x_{n}\right\}$ is equipped with a total order, we will assume that $x_{1}<\ldots<x_{n}$. In that case, we denote by $F_{P}$ the cumulative distribution function (cdf, for short) associated with the probability measure $P$, given by

$$
F_{P}\left(x_{i}\right)=P\left(\left\{x_{1}, \ldots, x_{i}\right\}\right) \text { for every } i=1, \ldots, n
$$

When we deal with two ordered spaces $\mathcal{X}$ and $\mathcal{Y}=\left\{y_{1}, \ldots, y_{m}\right\}\left(y_{1}<\ldots<y_{m}\right)$, and we consider the product space $\mathcal{X} \times \mathcal{Y}$, every $P \in \mathbb{P}(\mathcal{X} \times \mathcal{Y})$ has an associated
bivariate cdf $F_{P}$ given by

$$
F_{P}\left(x_{i}, y_{j}\right)=P\left(\left\{x_{1}, \ldots, x_{i}\right\} \times\left\{y_{1}, \ldots, y_{j}\right\}\right) \quad \forall i=1, \ldots, n, \forall j=1, \ldots, m
$$

Given a probability measure $P \in \mathbb{P}(\mathcal{X} \times \mathcal{Y})$ or its associated bivariate cdf $F_{P}$, we denote by $P^{\mathcal{X}}, F^{\mathcal{X}}$ and $P^{\mathcal{Y}}, F^{\mathcal{Y}}$ its $\mathcal{X}$ and $\mathcal{Y}$ marginals, respectively, given by:

$$
\begin{array}{llll}
P^{\mathcal{X}}(A)=P(A \times \mathcal{Y}) & \forall A \subseteq \mathcal{X}, & F^{\mathcal{X}}\left(x_{i}\right)=F_{P}\left(x_{i}, y_{m}\right) & \forall i=1, \ldots, n \\
P^{\mathcal{Y}}(B)=P(\mathcal{X} \times B) & \forall B \subseteq \mathcal{Y}, & F^{\mathcal{Y}}\left(y_{j}\right)=F_{P}\left(x_{n}, y_{j}\right) & \forall j=1, \ldots, m
\end{array}
$$

Also, every bivariate cdf $F_{P}$ satisfies the Fréchet-Hoeffding inequalities:

$$
\max \left\{F^{\mathcal{X}}\left(x_{i}\right)+F^{\mathcal{Y}}\left(y_{j}\right)-1,0\right\} \leq F_{P}\left(x_{i}, y_{j}\right) \leq \min \left\{F^{\mathcal{X}}\left(x_{i}\right), F^{\mathcal{Y}}\left(y_{j}\right)\right\}
$$

for every $i=1, \ldots, n$ and $j=1, \ldots, m$.
2.2. Imprecise probabilities. Let us introduce the main notions from the theory of imprecise probabilities that we shall use in this paper. We refer to [2, 47, 53] for a deeper discussion of this theory.

A lower probability on a possibility space $\mathcal{X}$ is a function $\underline{P}: \mathcal{P}(\mathcal{X}) \rightarrow[0,1]$ that is monotone $(A \subseteq B$ implies $\underline{P}(A) \leq \underline{P}(B))$ and normalised $(\underline{P}(\emptyset)=0, \underline{P}(\mathcal{X})=1)$. To any lower probability, we can associate a credal set, which is a closed and convex set of probability measures defined as:

$$
\mathcal{M}(\underline{P}):=\{P \in \mathbb{P}(\mathcal{X}) \mid P(A) \geq \underline{P}(A) \forall A \subseteq \mathcal{X}\}
$$

$\underline{P}$ is called coherent if and only if $\mathcal{M}(\underline{P})$ is non-empty and $\underline{P}(A)=\min _{P \in \mathcal{M}(\underline{P})} P(A)$ for every $A \subseteq \mathcal{X}$. We will assume that all the lower probabilities we consider in this paper satisfy this consistency requirement. Since the credal set $\mathcal{M}(\underline{P})$ is closed and convex, it is determined by its extreme points, which are those probability measures $P \in \mathbb{P}(\mathcal{X})$ such that

$$
\left(\forall P_{1}, P_{2} \in \mathcal{M}(\underline{P}), \alpha \in(0,1)\right)\left(P=\alpha P_{1}+(1-\alpha) P_{2} \Rightarrow P_{1}=P_{2}=P\right)
$$

We can associate with a coherent lower probability $\underline{P}$ its conjugate coherent upper probability, given by $\bar{P}(A)=1-\underline{P}\left(A^{c}\right)$ for every $A \subseteq \mathcal{X}$. In fact, every probability measure $P \in \mathcal{M}(\underline{P})$ also satisfies $P(A) \leq \bar{P}(A)$ for every $A \subseteq \mathcal{X}$.

A more general notion than lower probability is that of lower prevision. A gamble on $\mathcal{X}$ is a real-valued function $f: \mathcal{X} \rightarrow \mathbb{R}$, and the set of all the gambles on $\mathcal{X}$ is denoted by $\mathcal{L}(\mathcal{X})$. A lower prevision is a $\operatorname{map} \underline{P}: \mathcal{L}(\mathcal{X}) \rightarrow \mathbb{R}$. Its associated credal set is

$$
\mathcal{M}(\underline{P})=\{P \in \mathbb{P}(\mathcal{X}) \mid P(f) \geq \underline{P}(f) \forall f \in \mathcal{L}(\mathcal{X})\}
$$

where, in order to ease the notation, we are using the same symbol to denote a probability measure $P$ and its associated expectation operator. A lower prevision $\underline{P}$ is called coherent if and only if $\mathcal{M}(\underline{P})$ is non-empty and $\underline{P}(f)=\min _{P \in \mathcal{M}(\underline{P})} P(f)$ for every gamble $f \in \mathcal{L}(\mathcal{X})$. Given a coherent lower prevision $\underline{P}$, its associated conjugate coherent upper prevision is given by $\bar{P}(f)=-\underline{P}(-f)$ for any $f \in \mathcal{L}(\mathcal{X})$.

When a coherent lower prevision $\underline{P}$ is restricted to indicators ${ }^{2}$ of events, i.e., we restrict to the set of gambles $\left\{I_{A} \mid A \subseteq \mathcal{X}\right\}$, the coherent lower prevision becomes a coherent lower probability, where we use the notation $\underline{P}(A)$ for $\underline{P}\left(I_{A}\right)$. However, two different coherent lower previsions may have the same restriction to indicators of events, and as a consequence may induce the same coherent lower probability.

[^1]A subfamily of particular interest within coherent lower probabilities is given by those that satisfy 2-monotonicity:

Definition 1. A lower probability $\underline{P}: \mathcal{P}(\mathcal{X}) \rightarrow[0,1]$ is 2-monotone when it satisfies

$$
\underline{P}(A \cup B)+\underline{P}(A \cap B) \geq \underline{P}(A)+\underline{P}(B) \quad \forall A, B \subseteq \mathcal{X}
$$

We refer to [14, 51] for a detailed account of these models. In particular, they include those associated with probability boxes. Assuming that $\mathcal{X}$ is equipped with a total order, a (univariate) probability box [19] is a pair of cdfs $\underline{F}, \bar{F}: \mathcal{X} \rightarrow[0,1]$, called lower and upper cdfs, satisfying $\underline{F} \leq \bar{F}$. A p-box $(\underline{F}, \bar{F})$ defines a credal set $\mathcal{M}(\underline{F}, \bar{F})$ by:

$$
\mathcal{M}(\underline{F}, \bar{F})=\left\{P \in \mathbb{P}(\mathcal{X}) \mid \underline{F} \leq F_{P} \leq \bar{F}\right\} .
$$

The lower and upper envelopes of $\mathcal{M}(\underline{F}, \bar{F}), \underline{P}_{(\underline{F}, \bar{F})}$ and $\bar{P}_{(\underline{F}, \bar{F})}$, are conjugate coherent lower and upper probabilities satisfying

$$
\underline{P}_{(\underline{F}, \bar{F})}\left(\left\{x_{1}, \ldots, x_{i}\right\}\right)=\underline{F}\left(x_{i}\right) \text { and } \bar{P}_{(\underline{F}, \bar{F})}\left(\left\{x_{1}, \ldots, x_{i}\right\}\right)=\bar{F}\left(x_{i}\right) \quad \forall i=1, \ldots, n .
$$

These coherent lower and upper probabilities can be computed following the results in [48, where it was proven that $\underline{P}_{(F, \bar{F})}$ is 2-monotone (in fact, it satisfies the stronger property of complete monotonicity). We refer to [17, 27, 48, 49] for detailed studies about (univariate) p-boxes.
2.3. Distortion models. In this paper, our focus is on a family of imprecise probability models that are usually referred to as distortion models [6, 9, 21]. They can arise by considering a neighbourhood model around some probability measure using some distorting function $d$ and some distortion factor $\delta>0$ (as in [22, 41, 50]), or making a transformation of a given (lower) probability (as in [7, 10, 44). We showed in [30, Prop. 2] that this second approach can be embedded in the first, and for this reason we consider here distortion models defined in terms of neighbourhoods. Given a distorting function $d: \mathbb{P}(\mathcal{X}) \times \mathbb{P}(\mathcal{X}) \rightarrow[0, \infty)$, a distortion parameter $\delta>0$ and a fixed probability measure $P_{0} \in \mathbb{P}(\mathcal{X})$, we can define the following set of probabilities:

$$
B_{d}^{\delta}\left(P_{0}\right)=\left\{P \in \mathbb{P}(\mathcal{X}) \mid d\left(P, P_{0}\right) \leq \delta\right\}
$$

Whenever $d$ is convex and continuous, $B_{d}^{\delta}\left(P_{0}\right)$ is a convex and closed set of probabilities [30, Prop. 1]. This means that if we consider its lower envelope:

$$
\underline{P}_{d}(f)=\min \left\{P(f) \mid P \in B_{d}^{\delta}\left(P_{0}\right)\right\} \quad \forall f \in \mathcal{L}(\mathcal{X})
$$

the credal sets $\mathcal{M}\left(\underline{P}_{d}\right)$ and $B_{d}^{\delta}\left(P_{0}\right)$ coincide, and $\underline{P}_{d}$ is a coherent lower prevision.
For the sake of simplicity, in [30, 31] we assumed that $P_{0} \in \mathbb{P}^{*}(\mathcal{X})$, i.e. $P_{0}$ is strictly positive for every non-empty event, and that also $\delta$ is small enough so that $B_{d}^{\delta}\left(P_{0}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$. In this paper, we also assume that this simplifying hypothesis holds.
2.4. Processing imprecise probabilistic models. One of the criteria that may be used in order to choose one uncertainty model over another is that it is closed under a number of operations that we may perform. These operations may arise for instance from the combination of different sources of information, the extension to a different domain, or the updating under the presence of new information. Next, we introduce the procedures that shall be analysed in this paper.
2.4.1. Merging. The first operation we shall consider in this paper is that of merging. By this, we refer to the procedure where we aggregate a number of belief models, defined on the same domain $\mathcal{X}$, into a unique one. These models may arise as the opinion of different experts or several data sources, for instance. The problem of aggregating imprecise beliefs has been analysed from the axiomatic point of view by Walley 52 . Other relevant works on this topic are [36, 37].

In this paper, we shall focus on the three most fundamental merging procedures: those of conjunction, disjunction and convex mixture. If we model our beliefs in terms of two credal sets $\mathcal{M}_{1}, \mathcal{M}_{2}$, they will produce the sets $\mathcal{M}_{1} \cap \mathcal{M}_{2}, \mathcal{M}_{1} \cup \mathcal{M}_{2}$ and $\epsilon \mathcal{M}_{1}+(1-\epsilon) \mathcal{M}_{2}=\left\{\epsilon P_{1}+(1-\epsilon) P_{2} \mid P_{i} \in \mathcal{M}_{i}\right\}$ with $\epsilon \in[0,1]$, respectively.

In terms of the lower probabilities associated with these sets, it should be noted that, while $\mathcal{M}_{1} \cup \mathcal{M}_{2}$ is not convex in general, its lower envelope, that coincides with the lower envelope of its convex hull $\operatorname{ch}\left(\mathcal{M}_{1} \cup \mathcal{M}_{2}\right)$, is given by $\underline{P}:=\min \left\{\underline{P}_{1}, \underline{P}_{2}\right\}$, where $\underline{P}_{1}, \underline{P}_{2}$ denote the lower envelopes of $\mathcal{M}_{1}, \mathcal{M}_{2}$, respectively. Since we focus in this paper on lower probabilities and previsions, we can restrict ourselves $\mathrm{t}]^{3} \operatorname{ch}\left(\mathcal{M}_{1} \cup \mathcal{M}_{2}\right)$. While this disjunction will always determine a coherent lower probability by considering its associated lower envelope of events, the latter may not belong to the same family as the original models $\underline{P}_{1}, \underline{P}_{2}$. In that case, one possibility would be to consider an outer approximation; in this respect, our earlier work in [24, 33, 34] shall be useful.

In contrast, while $\mathcal{M}_{1} \cap \mathcal{M}_{2}$ is convex, its lower envelope $\underline{P}$ will dominate in general $\max \left\{\underline{P}_{1}, \underline{P}_{2}\right\}$. It is not difficult to see that for any linear prevision $P$ it holds that $P \in \mathcal{M}_{1} \cap \mathcal{M}_{2}$ if and only if $P \geq \max \left\{\underline{P}_{1}, \underline{P}_{2}\right\}$. This means that $\underline{P}$ is the natural extension (the smallest dominating coherent lower probability) of $\max \left\{\underline{P}_{1}, \underline{P}_{2}\right\}$. A sufficient condition for the equality between them is precisely the convexity of $\mathcal{M}_{1} \cup \mathcal{M}_{2}$, as shown in [54, Thm. 6]. The equality between the lower envelope of $\mathcal{M}_{1} \cap \mathcal{M}_{2}$ and $\max \left\{\underline{P}_{1}, \underline{P}_{2}\right\}$ was investigated in the case of possibility measures in [25], and it will be analysed here for distortion models.

Finally, $\epsilon \mathcal{M}_{1}+(1-\epsilon) \mathcal{M}_{2}$ is always convex, and its lower envelope is such that $\underline{P}:=\epsilon \underline{P}_{1}+(1-\epsilon) \underline{P}_{2}$.
2.4.2. Marginal and joint models in multivariate settings. Another relevant scenario is the restriction of the model to a smaller domain or its extension to a larger one. In this paper, we shall focus on the case where our possibility space is the product $\mathcal{X} \times \mathcal{Y}$ of two finite spaces. In that case, we may move from the joint model to the marginals, or viceversa.

## Marginalisation

In this first case, given a joint model $\underline{P}^{\mathcal{X}, \mathcal{Y}}$ defined on the space $\mathcal{X} \times \mathcal{Y}$, we can consider the marginal models $\underline{P}^{\mathcal{X}}$ and $\underline{P}^{\mathcal{Y}}$, defined on $\mathcal{X}$ and $\mathcal{Y}$, respectively. Their corresponding credal sets $\mathcal{M}\left(\underline{P}^{\mathcal{X}}\right)$ and $\mathcal{M}\left(\underline{P}^{\mathcal{Y}}\right)$ are formed by the $\mathcal{X}$ - and $\mathcal{Y}$-projections of the probability measures in $\mathcal{M}\left(\underline{P}^{\mathcal{X}, \mathcal{Y}}\right)$, respectively.

[^2]
## Independent products

Conversely, we may start from two marginal models $\underline{P}^{\mathcal{X}}$ and $\underline{P}^{\mathcal{Y}}$ defined on $\mathcal{X}$ and $\mathcal{Y}$, respectively, and build a joint model on $\mathcal{X} \times \mathcal{Y}$ that is compatible with them. When the sources are assumed to be independent, this leads us to consider an independent product. Out of the several extensions of the notion of independence to the imprecise case [11], we consider in this paper the strong product of $\underline{P}^{\mathcal{X}}$ and $\underline{P}^{\mathcal{Y}}$, that we shall denote $\underline{P}^{\mathcal{X}} \boxtimes \underline{P}^{\mathcal{Y}}$. It is the lower envelope of

$$
\begin{equation*}
\mathcal{M}\left(\underline{P}^{\mathcal{X}}\right) \boxtimes \mathcal{M}\left(\underline{P}^{\mathcal{Y}}\right)=\left\{P^{\mathcal{X}} \times P^{\mathcal{Y}} \mid P^{\mathcal{X}} \in \mathcal{M}\left(\underline{P}^{\mathcal{X}}\right), P^{\mathcal{Y}} \in \mathcal{M}\left(\underline{P}^{\mathcal{Y}}\right)\right\}, \tag{1}
\end{equation*}
$$

where $P^{\mathcal{X}} \times P^{\mathcal{Y}}$ denotes the joint probability defined using the marginals $P^{\mathcal{X}}$ and $P^{\mathcal{Y}}$ through stochastic independence. The strong product $\underline{P}^{\mathcal{X}} \boxtimes \underline{P}^{\mathcal{Y}}$ and its conjugate $\bar{P}^{\mathcal{X}} \boxtimes \bar{P}^{\mathcal{Y}}$ satisfy the following factorisation properties on events:

$$
\begin{array}{ll}
\underline{P}^{\mathcal{X}} \boxtimes \underline{P}^{\mathcal{Y}}(A \times B)=\underline{P}^{\mathcal{X}}(A) \cdot \underline{P}^{\mathcal{Y}}(B) & \text { for any } A \subseteq \mathcal{X}, B \subseteq \mathcal{Y} .  \tag{2}\\
\bar{P}^{\mathcal{X}} \boxtimes \bar{P}^{\mathcal{Y}}(A \times B)=\bar{P}^{\mathcal{X}}(A) \cdot \bar{P}^{\mathcal{Y}}(B) & \text { for any } A \subseteq \mathcal{X}, B \subseteq \mathcal{Y} .
\end{array}
$$

## Natural extension of marginal models

Alternatively, given two marginal models $\underline{P}^{\mathcal{X}}$ and $\underline{P}^{\mathcal{Y}}$ on $\mathcal{X}$ and $\mathcal{Y}$, respectively, we may look for the most conservative joint model in $\mathcal{X} \times \mathcal{Y}$ with these given marginals, imposing no dependence assumption whatsoever. Using Walley's terminology [53], this corresponds to considering the natural extension $\underline{E}$ of the coherent lower probability $\underline{P}$ that is defined on $\{A \times \mathcal{Y}: A \subseteq \mathcal{X}\} \cup\{\mathcal{X} \times B: B \subseteq \mathcal{Y}\}$ by

$$
\underline{P}(A \times \mathcal{Y})=\underline{P}^{\mathcal{X}}(A) \quad \text { and } \quad \underline{P}(\mathcal{X} \times B)=\underline{P}^{\mathcal{Y}}(B) .
$$

It can be equivalently obtained as the lower envelope of the credal set given by those probabilities whose marginals are compatible with the information provided by $\underline{P}^{\mathcal{X}}$ and $\underline{P}^{\mathcal{Y}}$ :

$$
\begin{equation*}
\mathcal{E}\left(\underline{P}^{\mathcal{X}}, \underline{P}^{\mathcal{Y}}\right)=\left\{P \in \mathbb{P}(\mathcal{X} \times \mathcal{Y}) \mid P^{\mathcal{X}} \in \mathcal{M}\left(\underline{P}^{\mathcal{X}}\right), P^{\mathcal{Y}} \in \mathcal{M}\left(\underline{P}^{\mathcal{Y}}\right)\right\} \tag{3}
\end{equation*}
$$

If we consider the upper envelope $\bar{E}$ of this set we obtain the conjugate upper prevision of $\underline{E}$, that corresponds to the (upper) natural extension of the coherent upper probability $\bar{P}$ given by

$$
\bar{P}(A \times \mathcal{Y})=\bar{P}^{\mathcal{X}}(A) \quad \text { and } \quad \bar{P}(\mathcal{X} \times B)=\bar{P}^{\mathcal{Y}}(B)
$$

Equivalently,

$$
\begin{equation*}
\underline{E}(C)=\inf _{P \in \mathcal{E}\left(\underline{P}^{\mathcal{X}}, \underline{P}^{\mathcal{Y}}\right)} P(C), \quad \bar{E}(C)=\sup _{P \in \mathcal{E}\left(\underline{P}^{\mathcal{X}}, \underline{P}^{\mathcal{Y}}\right)} P(C) \quad \forall C \subseteq \mathcal{X} \times \mathcal{Y} \tag{4}
\end{equation*}
$$

The study of a joint distribution with given marginals has received a long standing attention in the literature; see for instance [1, 23, 26, 46]. Its existence is trivial in situations like the one considered in this paper: where the marginals are established in disjoint sets of variables. In that case, we can use the techniques of natural extension to determine the lower and upper envelopes of all such joints. Our next proposition gives the expression of $\underline{E}, \bar{E}$ on Cartesian products of events:

Proposition 1. Let $\underline{P}^{\mathcal{X}}$ and $\underline{P}^{\mathcal{Y}}$ be two coherent lower probabilities on $\mathcal{X}$ and $\mathcal{Y}$, respectively, with conjugates $\bar{P}^{\overline{\mathcal{X}}}$ and $\bar{P}^{\mathcal{Y}}$. Then:

$$
\begin{align*}
& \underline{E}(A \times B)=\max \left\{\underline{P}^{\mathcal{X}}(A)+\underline{P}^{\mathcal{Y}}(B)-1,0\right\}  \tag{5}\\
& \bar{E}(A \times B)=\min \left\{\bar{P}^{\mathcal{X}}(A), \bar{P}^{\mathcal{Y}}(B)\right\} \quad \forall A \subseteq \mathcal{X}, B \subseteq \mathcal{Y} . \tag{6}
\end{align*}
$$

Proof. This is a consequence of the result stated by Walley in [53, Sec. 3.1.1] for intersections of events.

In the particular case where we start with precise marginals $P_{0}^{\mathcal{X}}$ and $P_{0}^{\mathcal{Y}}$ on $\mathcal{X}, \mathcal{Y}$, we obtain

$$
\begin{align*}
& \underline{E}_{P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}}(A \times B)=\max \left\{P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)-1,0\right\},  \tag{7}\\
& \bar{E}_{P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}}(A \times B)=\min \left\{P_{0}^{\mathcal{X}}(A), P_{0}^{\mathcal{Y}}(B)\right\} \quad \forall A \subseteq \mathcal{X}, B \subseteq \mathcal{Y} . \tag{8}
\end{align*}
$$

From Proposition 1 we obtain a simple procedure for computing the natural extension in Equation (3) for events of the type $A \times B$, which are simply the FréchetHoeffding bounds. One may think that the expressions in Equations (5) and (6) also hold when considering any event $C \subseteq \mathcal{X} \times \mathcal{Y}$, and decomposing it into its $\mathcal{X}$ and $\mathcal{Y}$-projections. However, our next example shows that this is not always the case.

Example 1. Let $\mathcal{X}=\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\mathcal{Y}=\left\{y_{1}, y_{2}, y_{3}\right\}$ and let the coherent conjugate lower and upper probabilities be given by:

| $A$ | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{P}^{\mathcal{X}}(A)$ | 0.1 | 0.2 | 0.5 | 0.4 | 0.7 | 0.8 |
| $\bar{P}^{\mathcal{X}}(A)$ | 0.2 | 0.3 | 0.6 | 0.5 | 0.8 | 0.9 |
| $B$ | $\left\{y_{1}\right\}$ | $\left\{y_{2}\right\}$ | $\left\{y_{3}\right\}$ | $\left\{y_{1}, y_{2}\right\}$ | $\left\{y_{1}, y_{3}\right\}$ | $\left\{y_{2}, y_{3}\right\}$ |
| $\bar{P}^{\mathcal{Y}}(B)$ | 0.1 | 0.2 | 0.4 | 0.4 | 0.7 | 0.7 |
| $\mathcal{Y}(B)$ | 0.3 | 0.3 | 0.6 | 0.6 | 0.8 | 0.9 |

Consider the event $C_{1}=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)\right\}$, whose projections are $C_{1}^{\mathcal{X}}=$ $\mathcal{X}, C_{1}^{\mathcal{Y}}=\mathcal{Y}$, and the probability mass function $P$ given by

| $y_{3}$ | 0 | 0 | 0.4 |
| ---: | :---: | :---: | :---: |
| $y_{2}$ | 0 | 0.1 | 0.2 |
| $y_{1}$ | 0.2 | 0.1 | 0 |
| $P\left(\left\{\left(x_{i}, y_{j}\right)\right\}\right)$ | $x_{1}$ | $x_{2}$ | $x_{3}$ |

Its marginals dominate $\underline{P}^{\mathcal{X}}, \underline{P}^{\mathcal{Y}}$, respectively. As a consequence, $\underline{E}\left(C_{1}\right) \leq P\left(C_{1}\right)=$ 0.7, while

$$
\max \left\{\underline{P}^{\mathcal{X}}\left(C_{1}^{\mathcal{X}}\right)+\underline{P}^{\mathcal{Y}}\left(C_{2}^{\mathcal{Y}}\right)-1,0\right\}=1
$$

2.5. Aim of the paper. In 30, 31, we carried out a comparative analysis of six distortion models: the pari mutuel, linear vacuous, constant odds ratio, total variation, Kolmogorov and $L_{1}$ distance models. The aim was to give guidelines about which model performs better on some respect or which one is more appropriate in each particular scenario. Specifically, we analysed the following features: (i) the amount of imprecision present in the model once the probability measure $P_{0}$ and the distortion factor $\delta>0$ are fixed; (ii) the properties of the associated lower
probability as a non-additive measure; (iii) the complexity of their associated neighbourhood models, in terms of the number of extreme points; and (iv) the behaviour of the model under conditioning.

Our goal in this paper is to complement the analysis performed in [31, Sec. 5] by investigating the behaviour of the different families of distortion models under the procedures described in Section 2.4. Specifically, we shall tackle the following problems:

Merging: We first analyse if the distortion models are closed under merging. For this aim, we consider two distortion models $B_{d}^{\delta_{1}}\left(P_{0}^{1}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d}^{\delta_{2}}\left(P_{0}^{2}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ in some specific family. Our aim is to know whether their conjunction $B_{d}^{\delta_{1}}\left(P_{0}^{1}\right) \cap B_{d}^{\delta_{2}}\left(P_{0}^{2}\right)$, their disjunction $B_{d}^{\delta_{1}}\left(P_{0}^{1}\right) \cup B_{d}^{\delta_{2}}\left(P_{0}^{2}\right)$ or their mixture $\epsilon B_{d}^{\delta_{1}}\left(P_{0}^{1}\right)+(1-\epsilon) B_{d}^{\delta_{2}}\left(P_{0}^{2}\right)$ belong to the same family, in the sense that it is equal to $B_{d}^{\delta^{*}}\left(P_{0}^{*}\right)$ for some appropriate $\delta^{*}$ and $P_{0}^{*}$. As we shall see, this is almost always the case for the convex mixture ${ }^{4}$ sometimes the case for the conjunction, and never for the disjunction. In this last case, we might then consider the convex hull of the disjunction $\operatorname{ch}\left(B_{d}^{\delta_{1}}\left(P_{0}^{1}\right) \cup B_{d}^{\delta_{2}}\left(P_{0}^{2}\right)\right)$ and investigate whether it has a unique outer approximation in the same family [8, 33, 34]. By an outer approximation of a coherent lower probability $\underline{P}$ in some family $\mathcal{C}$ we mean some $\underline{Q} \in \mathcal{C}$ such that $Q \leq \underline{P}$. We will say that the outer approximation is undominated when there is no $\underline{Q}^{\prime} \in \mathcal{C}$ such that $\underline{Q} \leq \underline{Q}^{\prime} \leq \underline{P}$.

Note that since we are assuming that $\bar{B}_{d}^{\delta_{1}}\left(P_{0}^{1}\right)$ and $B_{d}^{\delta_{2}}\left(P_{0}^{2}\right)$ are included in $\mathbb{P}^{*}(\mathcal{X})$, their convex mixture and their intersection will be also included in $\mathbb{P}^{*}(\mathcal{X})$. However, an undominated outer approximation of the disjunction need not be included in $\mathbb{P}^{*}(\mathcal{X})$.
Marginalisation: Given a distortion model $B_{d}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$ with associated lower prevision $\underline{P}_{d}$, we want to know whether the marginal models $\underline{P}_{d}^{\mathcal{X}}$ and $\underline{P}_{d}^{\mathcal{Y}}$ correspond to distortion models of the same family on $\mathcal{P}(\mathcal{X})$ and $\mathcal{P}(\mathcal{Y})$, respectively. In other words, we want to know if $\mathcal{M}\left(\underline{P}_{d}^{\mathcal{X}}\right)=B_{d}^{\delta}\left(P_{0}^{\mathcal{X}}\right)$ and $\mathcal{M}\left(\underline{P}_{d}^{\mathcal{Y}}\right)=B_{d}^{\delta}\left(P_{0}^{\mathcal{Y}}\right)$.
Independent products: Consider two distortion models $B_{d}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d}^{\delta}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$ with the same distortion parameter. We want to build a joint model using independence, and we want to know whether the joint model belongs to the same family. Two solutions are then possible in the setting of this study:

- Combine $P_{0}^{\mathcal{X}}$ and $P_{0}^{\mathcal{Y}}$ into a joint probability $P_{0}^{\mathcal{X}, \mathcal{Y}} \in \mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$ and apply the distortion to it. In this way, we obtain the distortion model $B_{d}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right)$. We shall denote by $\underline{P}^{\mathcal{X} \times \mathcal{Y}}$ and $\bar{P}^{\mathcal{X} \times \mathcal{Y}}$ the resulting lower and upper probabilities obtained as the lower and upper envelope of the credal set $B_{d}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right)$, respectively.
- Consider the distortion models $B_{d}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d}^{\delta}\left(P_{0}^{\mathcal{Y}}\right) \subseteq$ $\mathbb{P}^{*}(\mathcal{Y})$ and combine them using the strong product. By Equation (1), this produces the set $\mathcal{M}\left(\underline{P}^{\mathcal{X}}\right) \boxtimes \mathcal{M}\left(\underline{P}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$, whose lower

[^3]and upper envelopes are the lower and upper probabilities $\underline{P}^{\mathcal{X}} \boxtimes \underline{P}^{\mathcal{Y}}$ and $\bar{P}^{\mathcal{X}} \boxtimes \bar{P}^{\mathcal{Y}}$.
We wonder if the lower envelopes of $B_{d}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right)$ and $\mathcal{M}\left(\underline{P}^{\mathcal{X}}\right) \boxtimes \mathcal{M}\left(\underline{P}^{\mathcal{Y}}\right)$ coincide, or in case they do not, whether there is a dominance relationship between them, meaning that one of the procedures is more precise than the other. In other words, we shall analyse whether there is some dominance relation between $\underline{P}^{\mathcal{X} \times \mathcal{Y}}$ and $\underline{P}^{\mathcal{X}} \boxtimes \underline{P}^{\mathcal{Y}}$.

We will also check whether the different models are closed under the operation of independent product, that is, whether $\underline{P}^{\mathcal{X}} \boxtimes \underline{P}^{\mathcal{Y}}$ is also a distortion model of the same family.
Natural extension: Consider two marginal distortion models $B_{d}^{\delta_{\mathcal{X}}}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d}^{\delta \mathcal{Y}}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$ with associated lower probabilities $\underline{P}^{\mathcal{X}}$ and $\underline{P}^{\mathcal{Y}}$. We want to compute their least committal extension to $\mathcal{P}(\mathcal{X} \times \mathcal{Y})$, i.e. the natural extension given in Equation (3). In this case, the credal set of the natural extension is
$\mathcal{E}\left(\underline{P}^{\mathcal{X}}, \underline{P}^{\mathcal{Y}}\right)=\left\{P \in \mathbb{P}(\mathcal{X} \times \mathcal{Y}) \mid P^{\mathcal{X}} \in B_{d}^{\delta \mathcal{X}}\left(P_{0}^{\mathcal{X}}\right), P^{\mathcal{Y}} \in B_{d}^{\delta \mathcal{Y}}\left(P_{0}^{\mathcal{Y}}\right)\right\}$.
We already know the expression of $\underline{E}$ and its conjugate $\bar{E}$ on events like $A \times B$ (see Equations (5) and (6)). We wonder whether we can give a simple expression of $\mathcal{E}\left(\underline{P}^{\mathcal{X}}, \underline{P}^{\bar{y}}\right), \underline{E}$ and $\bar{E}$ and also whether $\mathcal{E}\left(\underline{P}^{\mathcal{X}}, \underline{P}^{\mathcal{Y}}\right)$ is also the credal set of a distortion model of the same family.

Note that, although $B_{d}^{\delta \mathcal{X}}\left(P_{0}^{\mathcal{X}}\right)$ and $B_{d}^{\delta \mathcal{y}}\left(P_{0}^{\mathcal{Y}}\right)$ are included in $\mathbb{P}^{*}(\mathcal{X})$ and $\mathbb{P}^{*}(\mathcal{Y})$, respectively, we cannot guarantee the resulting model $\mathcal{E}\left(\underline{P}^{\mathcal{X}}, \underline{P}^{\mathcal{Y}}\right)$ to be included in $\mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$.
From now on, we devote one section to each of the six distortion models mentioned in the introduction and we analyse their behaviour under the previous operations.

## 3. PARI MUTUEL MODEL

The first distortion model we analyse in this paper is the pari mutuel model (PMM, for short):
Definition 2. Given a probability measure $P_{0}$ and a distortion factor $\delta>0$, the associated pari mutuel model is determined by the following lower and upper probabilities:

$$
\begin{aligned}
& \underline{P}_{P M M}(A)=\max \left\{(1+\delta) P_{0}(A)-\delta, 0\right\} \\
& \bar{P}_{P M M}(A)=\min \left\{(1+\delta) P_{0}(A), 1\right\} \quad \forall A \subseteq \mathcal{X} .
\end{aligned}
$$

Since we are assuming that our initial model satisfies $P_{0} \in \mathbb{P}^{*}(\mathcal{X})$ and that its lower probability $\underline{P}_{P M M}$ takes strictly positive values on non-empty events, the previous expressions simplify to:

$$
\underline{P}_{P M M}(A)=(1+\delta) P_{0}(A)-\delta, \quad \bar{P}_{P M M}(A)=(1+\delta) P_{0}(A) \quad \forall A \neq \emptyset, \mathcal{X}
$$

and taking the trivial values 0 and 1 for $\emptyset$ and $\mathcal{X}$, respectively.
It was shown in [30, Thm. 5] that the credal set $\mathcal{M}\left(\underline{P}_{P M M}\right)$ coincides with $B_{d_{P M M}}^{\delta}\left(P_{0}\right)$, where $d_{P M M}: \mathbb{P}^{*}(\mathcal{X}) \times \mathbb{P}^{*}(\mathcal{X}) \rightarrow[0, \infty)$ is the distorting function given by

$$
d_{P M M}(P, Q)=\max _{A \subset \mathcal{X}} \frac{Q(A)-P(A)}{1-Q(A)}
$$

Next, we complement the work in [30 by investigating the behaviour of the family of pari mutuel models under a number of operations.
3.1. Merging. Let us first study the behaviour of the PMM under merging operators.

## Conjunction

We start by analysing the conjunction of PMMs. Given two neighbourhood models $B_{d_{P M M}}^{\delta_{1}}\left(P_{0}^{1}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{P M M}}^{\delta_{2}}\left(P_{0}^{2}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$, it was established in [29, Prop. 12] that their intersection is non-empty iff

$$
\begin{equation*}
\sum_{x \in \mathcal{X}} \min \left\{\left(1+\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1+\delta_{2}\right) P_{0}^{2}(\{x\}), 1\right\} \geq 1 \tag{9}
\end{equation*}
$$

This intersection is the PMM $B_{d_{P M M}}^{\delta_{\cap}}\left(P_{0}^{\cap}\right)$, for

$$
\begin{aligned}
\delta^{\cap} & =\left(\sum_{x \in \mathcal{X}} \min \left\{\left(1+\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1+\delta_{2}\right) P_{0}^{2}(\{x\})\right\}\right)-1, \quad \text { and } \\
P_{0}^{\cap}(\{x\}) & =\frac{\min \left\{\left(1+\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1+\delta_{2}\right) P_{0}^{2}(\{x\})\right\}}{1+\delta^{\cap}} \quad \forall x \in \mathcal{X} .
\end{aligned}
$$

297 Disjunction
Regarding the disjunction, the convex hull of $B_{d_{P M M}}^{\delta_{1}}\left(P_{0}^{1}\right) \cup B_{d_{P M M}}^{\delta_{2}}\left(P_{0}^{2}\right)$ will not be in general a PMM, as we show in the following example.

Example 2. Consider $P_{0}^{1}=(0.5,0.3,0.2), P_{0}^{2}=(0.3,0.5,0.2)$ and $\delta_{1}=\delta_{2}=0.1$. The associated PMMs $\underline{P}_{P M M_{1}}, \underline{P}_{P M M_{2}}$ and their disjunction $\underline{P}^{\cup}$ are given in the following table:

|  | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{P M M_{1}}$ | 0.45 | 0.23 | 0.12 | 0.78 | 0.67 | 0.45 |
| $\underline{P}_{P M M_{2}}$ | 0.23 | 0.45 | 0.12 | 0.78 | 0.45 | 0.67 |
| $\underline{P}^{\cup}$ | 0.23 | 0.23 | 0.12 | 0.78 | 0.45 | 0.45 |

303 If it was $\mathcal{M}\left(\underline{P}^{\cup}\right)=B_{d_{P M M}}^{\delta}\left(P_{0}\right)$ for some $P_{0}, \delta$, then we would obtain

$$
\sum_{x \in \mathcal{X}} \underline{P}^{\cup}(\{x\})=0.58=1-2 \delta \Rightarrow \delta=0.21 ;
$$

$$
0.45=\underline{P}^{\cup}\left(\left\{x_{2}, x_{3}\right\}\right)=(1+\delta) P_{0}\left(\left\{x_{2}, x_{3}\right\}\right)-\delta=\underline{P}^{\cup}\left(\left\{x_{2}\right\}\right)+\underline{P}^{\cup}\left(\left\{x_{3}\right\}\right)+\delta,
$$

Interestingly, this disjunction has a unique undominated outer-approximation that is a PMM [33, Prop. 7]. It is given by the model $B_{d_{P M M}}^{\delta_{\cup}}\left(P_{0}^{\mathrm{U}}\right)$ such that:

$$
\begin{aligned}
\delta^{\cup} & =\left(\sum_{x \in \mathcal{X}} \max \left\{\left(1+\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1+\delta_{2}\right) P_{0}^{2}(\{x\})\right\}\right)-1, \quad \text { and } \\
P_{0}^{\cup}(\{x\}) & =\frac{\max \left\{\left(1+\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1+\delta_{2}\right) P_{0}^{2}(\{x\})\right\}}{1+\delta^{\cup}} \quad \forall x \in \mathcal{X} .
\end{aligned}
$$

This is the greatest (in terms of $\underline{P}$ ), or more informative, PMM whose associated neighbourhood includes the disjunction $B_{d_{P M M}}^{\delta_{1}}\left(P_{0}^{1}\right) \cup B_{d_{P M M}}^{\delta_{2}}\left(P_{0}^{2}\right)$.

## Convex mixture

The mixture operation was studied in [33, Sec. 5.1], where it was shown that the convex mixture of two PMM is again a PMM, given by $B_{d_{P M M}}^{\delta_{\epsilon}}\left(P_{0}^{\epsilon}\right)$ where

$$
\begin{aligned}
1+\delta_{\epsilon} & =\epsilon\left(1+\delta_{1}\right)+(1-\epsilon)\left(1+\delta_{2}\right) \quad \text { and } \\
P_{0}^{\epsilon}(\{x\}) & =\frac{\epsilon\left(1+\delta_{1}\right) P_{0}^{1}(\{x\})+(1-\epsilon)\left(1+\delta_{2}\right) P_{0}^{2}(\{x\})}{1+\delta_{\epsilon}} \quad \forall x \in \mathcal{X} .
\end{aligned}
$$

3.2. Multivariate setting. Let us now look at the behaviour of the PMM in a multivariate setting.

## Marginalisation

In [29, Sec. 6.2], it was shown that the marginal lower probability $\underline{P}^{\mathcal{X}}$ obtained from a joint PMM $B_{d_{P M M}}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$ is again a PMM $B_{d_{P M M}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq$ $\mathbb{P}^{*}(\mathcal{X})$ with $P_{0}^{\mathcal{X}}$ the marginal probability of $P_{0}^{\mathcal{X}, \mathcal{Y}}$ on $\mathcal{X}$ and the same distortion factor.

## Independent products

When going from marginal models $P_{0}^{\mathcal{X}}$ and $P_{0}^{\mathcal{Y}}$ to a joint one under the assumption of independence, it can be seen that there is no dominance relationship between $\underline{P}_{P M M}^{\mathcal{X} \times \mathcal{Y}}$ (combine through stochastic independence then distort) and $\underline{P}_{P M M}^{\mathcal{X}} \boxtimes \underline{P}_{P M M}^{\mathcal{Y}}$ (distort then combine through strong independence). To see this, note that on the one hand for the Cartesian product of events $A, B$, it holds that:

$$
\begin{align*}
\bar{P}_{P M M}^{\mathcal{X} \times \mathcal{Y}}(A \times B) & =(1+\delta) P_{0}^{\mathcal{X}}(A) P_{0}^{\mathcal{Y}}(B) \\
& \leq(1+\delta) P_{0}^{\mathcal{X}}(A)(1+\delta) P_{0}^{\mathcal{Y}}(B)=\bar{P}_{P M M}^{\mathcal{X}} \boxtimes \bar{P}_{P M M}^{\mathcal{Y}}(A \times B), \tag{10}
\end{align*}
$$

where the inequality is strict whenever we consider non-trivial events $A, B$, i.e. $P_{0}^{\mathcal{X}}(A), P_{0}^{\mathcal{Y}}(B) \in(0,1)$. On the other hand, for events $E$ that are not products, the relationship between $\bar{P}_{P M M}^{\mathcal{X} \times \mathcal{Y}}(E)$ and $\bar{P}_{P M M}^{\mathcal{X}} \boxtimes \bar{P}_{P M M}^{\mathcal{Y}}(E)$ can be the reverse one, as we show in our next example:

Example 3. Consider the spaces $\mathcal{X}=\left\{x_{1}, x_{2}\right\}$ and $\mathcal{Y}=\left\{y_{1}, y_{2}\right\}$ and the probability measures $P_{0}^{\mathcal{X}}$ and $P_{0}^{\mathcal{Y}}$ given by:

$$
P_{0}^{\mathcal{X}}\left(\left\{x_{1}\right\}\right)=0.3, \quad P_{0}^{\mathcal{X}}\left(\left\{x_{2}\right\}\right)=0.7, \quad P_{0}^{\mathcal{Y}}\left(\left\{y_{1}\right\}\right)=P_{0}^{\mathcal{Y}}\left(\left\{y_{2}\right\}\right)=0.5
$$

and let $\delta=0.1$. Given the event $E_{1}=\left\{\left(x_{2}, y_{2}\right)\right\}^{c}$, it holds that:

$$
\begin{aligned}
\bar{P}_{P M M}^{\mathcal{X} \times \mathcal{Y}}\left(E_{1}\right) & =1-\underline{P}_{P M M}^{\mathcal{X} \times \mathcal{Y}}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)=0.715 \\
& >\bar{P}_{P M M}^{\mathcal{X}} \boxtimes \bar{P}_{P M M}^{\mathcal{Y}}\left(E_{1}\right)=1-\underline{P}_{P M M}^{\mathcal{X}} \boxtimes \underline{P}_{P M M}^{\mathcal{Y}}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right) \\
& =1-\underline{P}_{P M M}^{\mathcal{X}}\left(\left\{x_{2}\right\}\right) \underline{P}_{P M M}^{\mathcal{Y}}\left(\left\{y_{2}\right\}\right)=0.6985 .
\end{aligned}
$$

On the other hand, if we consider the events $A=\left\{x_{1}\right\}$ and $B=\left\{y_{1}\right\}$, we obtain $\bar{P}_{P M M}^{\mathcal{X} \times \mathcal{Y}}(A \times B)=0.165$ and $\bar{P}_{P M M}^{\mathcal{X}} \boxtimes \bar{P}_{P M M}^{\mathcal{Y}}(A \times B)=0.1815$, showing that the inequality in Equation 10 may be strict.

Therefore, there is not a dominance relationship between $\underline{P}_{P M M}^{\mathcal{X} \times \mathcal{Y}}$ and $\underline{P}_{P M M}^{\mathcal{X}} \boxtimes$ $\underline{P}_{P M M}^{\mathcal{Y}}$ (or equivalently between $\bar{P}_{P M M}^{\mathcal{X} \times \mathcal{Y}}$ and $\bar{P}_{P M M}^{\mathcal{X}} \boxtimes \bar{P}_{P M M}^{\mathcal{Y}}$ ).

We may also wonder whether the family of PMM is closed under the strong product, or in other words if $\underline{P}_{P M M}^{\mathcal{X}} \boxtimes \underline{P}_{P M M}^{\mathcal{Y}}$ is still a PMM. The next example shows that this is not the case.

Example 4. Consider the setting of Example 3 and the events $\left\{\left(x_{1}, y_{1}\right)\right\},\left\{\left(x_{1}, y_{2}\right)\right\}$ and $\left\{x_{1}\right\} \times \mathcal{Y}$. We obtain
$\bar{P}_{P M M}^{\mathcal{X}} \boxtimes \bar{P}_{P M M}^{\mathcal{Y}}\left(\left\{\left(x_{1}, y_{1}\right)\right\}\right)=\bar{P}_{P M M}^{\mathcal{X}} \boxtimes \bar{P}_{P M M}^{\mathcal{Y}}\left(\left\{\left(x_{1}, y_{2}\right)\right\}\right)=0.33 \cdot 0.55=0.1815$
while

$$
\bar{P}_{P M M}^{\mathcal{X}} \boxtimes \bar{P}_{P M M}^{\mathcal{Y}}\left(\left\{x_{1}\right\} \times \mathcal{Y}\right)=\bar{P}_{P M M}^{\mathcal{X}}\left(\left\{x_{1}\right\}\right)=0.33 .
$$

Since $0.33 \neq 2 \cdot 0.1815$ and any $P M M$ satisfies $\bar{P}(A \cup B)=\bar{P}(A)+\bar{P}(B)$ if $A \cup B \subset \mathcal{X}$ and $A \cap B=\emptyset$, we conclude that $\bar{P}_{P M M}^{\mathcal{X}} \boxtimes \bar{P}_{P M M}^{\mathcal{Y}}$ is not a $P M M$.

## Natural extension of marginal models

Consider the lower and upper probabilities that are the lower and upper envelopes of $B_{d_{P M M}}^{\delta_{\mathcal{X}}}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{P M M}}^{\delta \mathcal{y}}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$. Using Equations (5) and (6), we can give the form of $\underline{E}_{P M M}$ and $\bar{E}_{P M M}$ for the events $A \times B \neq \emptyset$, for $A \subset \mathcal{X}, B \subset \mathcal{Y}:$

$$
\begin{aligned}
\bar{E}_{P M M}(A \times B) & =\min \left\{\bar{P}_{P M M}^{\mathcal{X}}(A), \bar{P}_{P M M}^{\mathcal{Y}}(B)\right\} \\
& =\min \left\{\left(1+\delta_{\mathcal{X}}\right) P_{0}^{\mathcal{X}}(A),\left(1+\delta_{\mathcal{Y}}\right) P_{0}^{\mathcal{Y}}(B), 1\right\} \\
\underline{E}_{P M M}(A \times B) & =\max \left\{\underline{P}_{P M M}^{\mathcal{X}}(A)+\underline{P}_{P M M}^{\mathcal{Y}}(B)-1,0\right\} \\
& =\max \left\{\left(1+\delta_{\mathcal{X}}\right) P_{0}^{\mathcal{X}}(A)-\delta_{\mathcal{X}}+\left(1+\delta_{\mathcal{Y}}\right) P_{0}^{\mathcal{Y}}(B)-\delta_{\mathcal{Y}}-1,0\right\} .
\end{aligned}
$$

Moreover, when the distortion parameters coincide, $\delta_{\mathcal{X}}=\delta_{\mathcal{Y}}=\delta$, the previous equations become:

$$
\begin{align*}
\bar{E}_{P M M}(A \times B) & =\min \left\{(1+\delta) P_{0}^{\mathcal{X}}(A),(1+\delta) P_{0}^{\mathcal{Y}}(B), 1\right\} \\
& =\min \left\{1,(1+\delta) \min \left\{P_{0}^{\mathcal{X}}(A), P_{0}^{\mathcal{Y}}(B)\right\}\right\} .  \tag{11}\\
\underline{E}_{P M M}(A \times B) & =\max \left\{(1+\delta)\left(P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)\right)-2 \delta-1,0\right\} \\
& =\max \left\{(1+\delta)\left(P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)-1\right)-\delta, 0\right\} \\
& =(1+\delta) \max \left\{P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)-1, \frac{\delta}{1+\delta}\right\}-\delta . \tag{12}
\end{align*}
$$

equivalently,

$$
\begin{equation*}
\bar{E}_{P M M}(C)=\min \left\{(1+\delta) \bar{E}_{P_{0}^{\chi}, P_{0}^{\mathcal{y}}}(C), 1\right\} \quad \forall C \subseteq \mathcal{X} \times \mathcal{Y}, \tag{14}
\end{equation*}
$$

where $\bar{E}_{P_{0}^{\mathcal{X}}, P_{0}^{y}}$ corresponds to the upper envelope of the credal set in Equation (3) applied to the particular case of precise marginals $P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}$.

Proof. Consider first of all $P$ satisfying $P \leq(1+\delta) \bar{E}_{P_{0}^{x}, P_{0}^{y}}$, and let us prove that $P \in \mathcal{E}\left(\underline{P}_{P M M}^{\mathcal{X}}, \underline{P}_{P M M}^{\mathcal{Y}}\right)$. Since

$$
\begin{aligned}
P(A \times \mathcal{Y}) & \leq(1+\delta) \bar{E}_{P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}}(A \times \mathcal{Y}) \\
& =(1+\delta) \min \left\{P_{0}^{\mathcal{X}}(A), P_{0}^{\mathcal{Y}}(\mathcal{Y})\right\}=(1+\delta) P_{0}^{\mathcal{X}}(A) \quad \forall A \subset \mathcal{X} \\
P(\mathcal{X} \times B) & \leq(1+\delta) \bar{E}_{P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}}(\mathcal{X} \times B) \\
& =(1+\delta) \min \left\{P_{0}^{\mathcal{X}}(\mathcal{X}), P_{0}^{\mathcal{Y}}(B)\right\}=(1+\delta) P_{0}^{\mathcal{Y}}(B) \quad \forall B \subset \mathcal{Y},
\end{aligned}
$$

we deduce that the $\mathcal{X}$ and $\mathcal{Y}$ marginals of $P$ are dominated by the upper probability determined by $\bar{P}_{P M M}^{\mathcal{X}}$ and $\bar{P}_{P M M}^{\mathcal{Y}}$, and thus that $P \in \mathcal{E}\left(\underline{P}_{P M M}^{\mathcal{X}}, \underline{P}_{P M M}^{\mathcal{Y}}\right)$. Therefore,

$$
\mathcal{E}\left(\underline{P}_{P M M}^{\mathcal{X}}, \underline{P}_{P M M}^{\mathcal{Y}}\right) \supseteq\left\{P \in \mathbb{P}(\mathcal{X} \times \mathcal{Y}) \mid P \leq(1+\delta) \bar{E}_{P_{0}^{\mathcal{x}}, P_{0}^{y}}\right\}
$$

or equivalently

$$
\begin{equation*}
\bar{E}_{P M M}(C) \geq \min \left\{(1+\delta) \bar{E}_{P_{0}^{\chi}, P_{0}^{y}}(C), 1\right\} \quad \forall C \subseteq \mathcal{X} \times \mathcal{Y} \tag{15}
\end{equation*}
$$

Fix now $C \subseteq \mathcal{X} \times \mathcal{Y}$, take $P \in \mathcal{E}\left(\underline{P}_{P M M}^{\mathcal{X}}, \underline{P}_{P M M}^{\mathcal{Y}}\right)$ such that $P(C)=\bar{E}_{P M M}(C)$, and denote by $P^{\mathcal{X}}$ and $P^{\mathcal{Y}}$ its marginals.

Let us define the probability measures $Q^{\mathcal{X}}, Q^{\mathcal{Y}}$ by means of the equalities
$Q^{\mathcal{X}}(\{x\})=\frac{(1+\delta) P_{0}^{\mathcal{X}}(\{x\})-P^{\mathcal{X}}(\{x\})}{\delta}, \quad Q^{\mathcal{Y}}(\{y\})=\frac{(1+\delta) P_{0}^{\mathcal{Y}}(\{y\})-P^{\mathcal{Y}}(\{y\})}{\delta}$.
Note that by construction

$$
\sum_{x \in \mathcal{X}} Q^{\mathcal{X}}(\{x\})=\frac{1+\delta-1}{\delta}=1
$$

and also $Q^{\mathcal{X}}(\{x\}) \geq 0$ because $P^{\mathcal{X}} \leq(1+\delta) P_{0}^{\mathcal{X}}$. Therefore, $Q^{\mathcal{X}}$ is a probability measure on $\mathcal{X}$. Similar considerations imply that $Q^{\mathcal{Y}}$ is a probability measure on $\mathcal{Y}$. Let $Q:=Q^{\mathcal{X}} \times Q^{\mathcal{Y}}$ denote their independent product, and consider the probability measure $P^{\prime}$ given by

$$
P^{\prime}=\frac{1}{1+\delta} P+\frac{\delta}{1+\delta} Q
$$

$P^{\prime}$ is a probability measure because it is a convex combination of probability measures. Moreover, for any $x \in \mathcal{X}$ :

$$
\begin{aligned}
\sum_{y \in \mathcal{Y}} P^{\prime}(\{(x, y)\}) & =\sum_{y \in \mathcal{Y}}\left(\frac{1}{1+\delta} P(\{(x, y)\})+\frac{\delta}{1+\delta} Q(\{(x, y)\})\right) \\
& =\frac{P^{\mathcal{X}}(\{x\})}{1+\delta}+\frac{\delta}{1+\delta} Q^{\mathcal{X}}(\{x\}) \\
& =\frac{P^{\mathcal{X}}(\{x\})}{1+\delta}+\frac{(1+\delta) P_{0}^{\mathcal{X}}(\{x\})-P^{\mathcal{X}}(\{x\})}{1+\delta}=P_{0}^{\mathcal{X}}(\{x\})
\end{aligned}
$$

Similarly, the $\mathcal{Y}$-marginal of $P^{\prime}$ coincides with $P_{0}^{\mathcal{Y}}$. As a consequence, $P^{\prime} \in$ $\mathcal{E}\left(P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}\right)$, whence $P^{\prime}(C) \leq \bar{E}_{P_{0}^{\mathcal{X}}, P_{0}^{y}}(C)$. Moreover

$$
\begin{aligned}
P^{\prime}(C) & =\sum_{(x, y) \in C} P^{\prime}(\{(x, y)\}) \geq \frac{1}{1+\delta} \sum_{(x, y) \in C} P(\{(x, y)\}) \\
& =\frac{1}{1+\delta} P(C)=\frac{1}{1+\delta} \bar{E}_{P M M}(C)
\end{aligned}
$$

so we deduce that

$$
\begin{equation*}
\bar{E}_{P M M}(C) \leq \min \left\{(1+\delta) \bar{E}_{P_{0}^{\chi}, P_{0}^{y}}(C), 1\right\} . \tag{16}
\end{equation*}
$$

By putting together Equations 15 and (16) we conclude that Equations 13 and 14 hold.

This result shows that the procedures of natural extension and the distortion produced by the PMM commute, in the sense that the natural extension of the coherent upper probability determined by the two marginal PMMs can also be obtained as a PMM starting from the joint probability the two marginals determine on the product events $5^{5}$ This is illustrated in Figure 1


Figure 1. Graphical representation of the natural extension of two PMMs.
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## 4. LINEAR VACUOUS MIXTURES

Our next model is the so-called $\epsilon$-contamination model, or linear vacuous mixture (LV, for short):

Definition 3. Given a probability measure $P_{0}$ and a distortion factor $\delta \in(0,1)$, its associated linear vacuous mixture is given by the following conjugate lower and upper probabilities:

$$
\underline{P}_{L V}(A)=(1-\delta) P_{0}(A), \quad \bar{P}_{L V}(A)=(1-\delta) P_{0}(A)+\delta \quad \forall A \neq \emptyset, \mathcal{X},
$$

$\underline{P}_{L V}(\emptyset)=\bar{P}_{L V}(\emptyset)=0$ and $\underline{P}_{L V}(\mathcal{X})=\bar{P}_{L V}(\mathcal{X})=1$.
The credal set $\mathcal{M}\left(\underline{P}_{L V}\right)$ coincides with $B_{d_{L V}}^{\delta}\left(P_{0}\right)$, where $d_{L V}: \mathbb{P}^{*}(\mathcal{X}) \times \mathbb{P}^{*}(\mathcal{X}) \rightarrow$ $[0, \infty)$ is the distorting function given by [30, Thm. 9]:

$$
d_{L V}(P, Q)=\max _{A \neq \emptyset} \frac{Q(A)-P(A)}{Q(A)}
$$

Let us analyse the behaviour of the LV model under the different operations introduced in Section 2.4
4.1. Merging. Let us first look at the behaviour of LV models under merging.

## Conjunction

Similarly to the PMM, the intersection of two LV models is again a LV model, when this intersection is non-empty.

Proposition 3. Given the distortion models $B_{d_{L V}}^{\delta_{1}}\left(P_{0}^{1}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{L V}}^{\delta_{2}}\left(P_{0}^{2}\right) \subseteq$ $\mathbb{P}^{*}(\mathcal{X})$, the set $B_{d_{L V}}^{\delta_{1}}\left(P_{0}^{1}\right) \cap B_{d_{L V}}^{\delta_{2}}\left(P_{0}^{2}\right)$ is non-empty if and only if

$$
\begin{equation*}
\sum_{x \in \mathcal{X}} \max \left\{\left(1-\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1-\delta_{2}\right) P_{0}^{2}(\{x\})\right\} \leq 1 \tag{17}
\end{equation*}
$$

In that case, it is induced by the LV model generated by the following probability measure $P_{0}^{\cap}$ and the distortion parameter $\delta^{\cap}$ :

$$
\begin{aligned}
\delta^{\cap} & =1-\sum_{x \in \mathcal{X}} \max \left\{\left(1-\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1-\delta_{2}\right) P_{0}^{2}(\{x\})\right\}, \quad \text { and } \\
P_{0}^{\cap}(\{x\}) & =\frac{\max \left\{\left(1-\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1-\delta_{2}\right) P_{0}^{2}(\{x\})\right\}}{1-\delta^{\cap}} \quad \forall x \in \mathcal{X} .
\end{aligned}
$$

Proof. It suffices to notice [30, Sec. 5.1] that a linear vacuous model is equivalent to specific probability intervals that are only lower bounded, i.e. given $P_{0}, \delta$, the credal set $B_{L V}^{\delta}\left(P_{0}\right)$ is the set of those probability measures $P$ satisfying the constraints

$$
(1-\delta) P_{0}(\{x\}) \leq P(\{x\}) \quad \forall x \in \mathcal{X}
$$

It is then known [13, Sec. 3.2] that the intersection of two such models $B_{d_{L V}}^{\delta_{1}}\left(P_{0}^{1}\right) \cap$ $B_{d_{L V}}^{\delta_{2}}\left(P_{0}^{2}\right)$ corresponds to the probability interval whose lower bounds are the maximum of their respective lower bounds. From this, it follows that this conjunction is a linear vacuous model when this intersection is non-empty. Equation follows then from [13, Eq. (2)].

## Disjunction

Regarding the disjunction, the convex hull of $B_{d_{L V}}^{\delta_{1}}\left(P_{0}^{1}\right) \cup B_{d_{L V}}^{\delta_{2}}\left(P_{0}^{2}\right)$ will in general not be a LV model, not even when $\delta_{1}=\delta_{2}$ as we show in next example.

Example 5. As in Example 2, take the probability measures $P_{0}^{1}=(0.5,0.3,0.2)$ and $P_{0}^{2}=(0.3,0.5,0.2)$ and the distortion factor $\delta_{1}=\delta_{2}=0.1$. The associated $L V$ models $\underline{P}_{L V_{1}}, \underline{P}_{L V_{2}}$ and their disjunction $\underline{P}_{L V}^{\cup}$ are given in the following table:

|  | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{L V_{1}}$ | 0.45 | 0.27 | 0.18 | 0.72 | 0.63 | 0.45 |
| $\underline{P}_{L V_{2}}$ | 0.27 | 0.45 | 0.18 | 0.72 | 0.45 | 0.63 |
| $\underline{P}_{L V}^{\cup}$ | 0.27 | 0.27 | 0.18 | 0.72 | 0.45 | 0.45 |

If there was some probability measure $P_{0}$ and $\delta>0$ such that $\mathcal{M}\left(\underline{P}_{L V}\right)=B_{d_{L V}}^{\delta}\left(P_{0}\right)$, then we would obtain

$$
\underline{P}_{L V}^{\cup}\left(\left\{x_{1}, x_{2}\right\}\right)=(1-\delta) P_{0}\left(\left\{x_{1}, x_{2}\right\}\right)=\underline{P}_{L V}^{\cup}\left(\left\{x_{1}\right\}\right)+\underline{P}_{L V}^{\cup}\left(\left\{x_{2}\right\}\right),
$$

which does not hold. As a consequence, the disjunction of $B_{d_{L V}}^{\delta_{1}}\left(P_{0}^{1}\right) \cup B_{d_{L V}}^{\delta_{2}}\left(P_{0}^{2}\right)$ does not produce a $L V$ model.

This disjunction has a unique undominated outer approximation as a LV model, since the greatest LV outer approximation (in terms of $\underline{P}$ ) of any given credal set is unique [33, Prop. 8]. This undominated outer approximation is the model $B_{d_{L V}}^{\delta \cup}\left(P_{0}^{\cup}\right)$ such that

$$
\begin{aligned}
\delta^{\cup} & =1-\left(\sum_{x \in \mathcal{X}} \min \left\{\left(1-\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1-\delta_{2}\right) P_{0}^{2}(\{x\})\right\}\right), \quad \text { and } \\
P_{0}^{\cup}(\{x\}) & =\frac{\min \left\{\left(1-\delta_{1}\right) P_{0}^{1}(\{x\}),\left(1-\delta_{2}\right) P_{0}^{2}(\{x\})\right\}}{1-\delta^{\cup}} \quad \forall x \in \mathcal{X} .
\end{aligned}
$$

## Convex mixture

The mixture of two LV models, that is, the computation of $B_{d_{L V}}^{\delta_{\epsilon}}\left(P_{0}^{\epsilon}\right)$ for a given $\epsilon \in(0,1)$ can be established by a reasoning similar to the one done for the PMM in [33, Sec. 5.1]. In particular, using in a straightforward way results established for probability intervals [36], $B_{d_{L V}}^{\delta_{\epsilon}}\left(P_{0}^{\epsilon}\right)$ is given by the probability measures $P$ satisfying

$$
\epsilon\left(1-\delta_{1}\right) P_{0}^{1}(\{x\})+(1-\epsilon)\left(1-\delta_{2}\right) P_{0}^{2}(\{x\}) \leq P(\{x\}) \quad \forall x \in \mathcal{X}
$$

From this, we deduce that

$$
\begin{aligned}
1-\delta_{\epsilon} & =\sum_{x \in \mathcal{X}}\left(\epsilon\left(1-\delta_{1}\right) P_{0}^{1}(\{x\})+(1-\epsilon)\left(1-\delta_{2}\right) P_{0}^{2}(\{x\})\right) \\
& =\epsilon\left(1-\delta_{1}\right) \sum_{x \in \mathcal{X}} P_{0}^{1}(\{x\})+(1-\epsilon)\left(1-\delta_{2}\right) \sum_{x \in \mathcal{X}} P_{0}^{2}(\{x\}) \\
& =\epsilon\left(1-\delta_{1}\right)+(1-\epsilon)\left(1-\delta_{2}\right),
\end{aligned}
$$

and

$$
P_{0}^{\epsilon}(\{x\})=\frac{\epsilon\left(1-\delta_{1}\right) P_{0}^{1}(\{x\})+(1-\epsilon)\left(1-\delta_{2}\right) P_{0}^{2}(\{x\})}{1-\delta_{\epsilon}} \quad \forall x \in \mathcal{X}
$$

4.2. Multivariate setting. Let us now look at the behaviour of the LV in a multivariate setting.

## Marginalisation

We first show that the marginal model of a joint LV is again a LV model, with the same distortion factor $\delta$ applied to the marginal probability.

Proposition 4. Consider the distortion model $B_{d_{L V}}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$ and its induced lower probability $\underline{P}_{L V}$. Then, the marginal model $\underline{P}_{L V}^{\mathcal{X}}$ induces the credal set $B_{d_{L V}}^{\delta}\left(P_{0}^{\mathcal{X}}\right)$ with $P_{0}^{\mathcal{X}}$ the marginal probability of $P_{0}^{\mathcal{X}, \mathcal{Y}}$ on $\mathcal{X}$.

Proof. Using again that, from [30, Sec. 5.1] $B_{d_{L V}}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right)$ is defined by lower bounds $(1-\delta) P_{0}^{\mathcal{X}, \mathcal{Y}}(\{(x, y)\})$ on singletons, it is sufficient to notice that the marginal model on $\mathcal{X}$ is described by the constraints

$$
P(\{x\})=\sum_{y \in \mathcal{Y}} P(\{(x, y)\}) \geq \sum_{y \in \mathcal{Y}}(1-\delta) P_{0}^{\mathcal{X}, \mathcal{Y}}(\{(x, y)\})=(1-\delta) P_{0}^{\mathcal{X}}(\{x\})
$$

As a consequence, it is a LV model.

## Independent products

Regarding the problem of going from marginal models $P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}$ to multivariate ones, we can first notice that on Cartesian products of events, we have

$$
\begin{align*}
\underline{P}_{L V}^{\mathcal{X} \times \mathcal{Y}}(A \times B) & =(1-\delta) P_{0}^{\mathcal{X}}(A) P_{0}^{\mathcal{Y}}(B) \\
& \geq(1-\delta) P_{0}^{\mathcal{X}}(A)(1-\delta) P_{0}^{\mathcal{Y}}(B)=\underline{P}_{L V}^{\mathcal{X}} \boxtimes \underline{P}_{L V}^{\mathcal{Y}}(A \times B) \tag{18}
\end{align*}
$$

where last equality follows from the factorization property in Equation (2). Note that the inequality is strict for any $\delta>0$. We may then wonder if $\underline{P}_{L V}^{\mathcal{X}} \mathcal{Y} \geq$ $\underline{P}_{L V}^{\mathcal{X}} \boxtimes \underline{P}_{L V}^{\mathcal{Y}}$ in general. The next example shows that this is not the case, and hence that we have no dominance relation between the joint models $\underline{P}_{L V}^{\mathcal{X} \times \mathcal{Y}}$ and $\underline{P}_{L V}^{\mathcal{X}} \boxtimes \underline{P}_{L V}^{\mathcal{Y}}$.

Example 6. Let us continue with Example 3. Given $E_{1}=\left\{\left(x_{2}, y_{2}\right)\right\}^{c}$, we obtain

$$
\begin{aligned}
\underline{P}_{L V}^{\mathcal{X} \times \mathcal{Y}}\left(E_{1}\right) & =1-\bar{P}_{L V}^{\mathcal{X} \times \mathcal{Y}}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)=0.585 \\
& <\underline{P}_{L V}^{\mathcal{X}} \boxtimes \underline{P}_{L V}^{\mathcal{Y}}\left(E_{1}\right)=1-\bar{P}_{L V}^{\mathcal{X}} \boxtimes \bar{P}_{L V}^{\mathcal{Y}}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right) \\
& =1-\bar{P}_{L V}^{\mathcal{X}}\left(\left\{x_{2}\right\}\right) \bar{P}_{L V}^{\mathcal{Y}}\left(\left\{y_{2}\right\}\right)=0.5985,
\end{aligned}
$$

and therefore it cannot be $B_{d_{L V}}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right) \subseteq \mathcal{M}\left(\underline{P}_{L V}^{\mathcal{X}}\right) \boxtimes \mathcal{M}\left(\underline{P}_{L V}^{\mathcal{Y}}\right)$.
On the other hand, taking the events $A=\left\{x_{1}\right\}$ and $B=\left\{y_{1}\right\}$, we obtain $\underline{P}_{L V}^{\mathcal{X} \times \mathcal{Y}}(A \times B)=0.135$ and $\underline{P}_{L V}^{\mathcal{X}}(A) \boxtimes \underline{P}_{L V}^{\mathcal{Y}}(B)=0.1215$, showing that the inequality in Equation (18) may be strict. We therefore conclude that there is no dominance relationship between $\underline{P}_{L V}^{\mathcal{X} \times \mathcal{Y}}$ and $\underline{P}_{L V}^{\mathcal{X}} \boxtimes \underline{P}_{L V}^{\mathcal{Y}}$.

Example 7. Consider the same probability measures and distortion factor as in Example 3, and the events $\left\{\left(x_{1}, y_{1}\right)\right\},\left\{\left(x_{1}, y_{2}\right)\right\}$ and $\left\{x_{1}\right\} \times \mathcal{Y}$. Then

$$
\underline{P}_{L V}^{\mathcal{X}} \boxtimes \underline{P}_{L V}^{\mathcal{Y}}\left(\left\{\left(x_{1}, y_{1}\right)\right\}\right)=\underline{P}_{L V}^{\mathcal{X}} \boxtimes \underline{P}_{L V}^{\mathcal{Y}}\left(\left\{\left(x_{1}, y_{2}\right)\right\}\right)=0.27 \cdot 0.45=0.1215
$$

and

$$
\underline{P}_{L V}^{\mathcal{X}} \boxtimes \underline{P}_{L V}^{\mathcal{Y}}\left(\left\{x_{1}\right\} \times \mathcal{Y}\right)=\underline{P}_{P M M}^{\mathcal{X}}\left(\left\{x_{1}\right\}\right)=0.27
$$

The fact that $0.27 \neq 2 \cdot 0.1215$ contradicts the fact that a $L V$ model should satisfy $\underline{P}(A \cup B)=\underline{P}(A)+\underline{P}(B)$ if $A \cap B=\emptyset$ and $\min (\underline{P}(A), \underline{P}(B))>0$; thus, $\underline{P}_{L V}^{\mathcal{X}} \boxtimes \underline{P}_{L V}^{\mathcal{Y}}$ is not a $L V$ model.

## Natural extension of marginal models

We now consider the lower and upper probabilities that are the lower and upper envelopes of $B_{d_{L V}}^{\delta_{\mathcal{X}}}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{L V}}^{\delta_{\mathcal{Y}}}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$. Using Equations (5) and (6), we can give the form of $\underline{E}_{L V}$ and $\bar{E}_{L V}$ for the events $A \times B$, for $A \subset \mathcal{X}$, $B \subset \mathcal{Y}$ :

$$
\begin{aligned}
\underline{E}_{L V}(A \times B) & =\max \left\{\underline{P}_{L V}^{\mathcal{X}}(A)+\underline{P}_{L V}^{\mathcal{Y}}(B)-1,0\right\} \\
& =\max \left\{\left(1-\delta_{\mathcal{X}}\right) P_{0}^{\mathcal{X}}(A)+\left(1-\delta_{\mathcal{Y}}\right) P_{0}^{\mathcal{Y}}(B)-1,0\right\} \\
\bar{E}_{L V}(A \times B) & =\min \left\{\bar{P}_{L V}^{\mathcal{X}}(A), \bar{P}_{L V}^{\mathcal{Y}}(B)\right\} \\
& =\min \left\{\left(1-\delta_{\mathcal{X}}\right) P_{0}^{\mathcal{X}}(A)+\delta_{\mathcal{X}},\left(1-\delta_{\mathcal{Y}}\right) P_{0}^{\mathcal{Y}}(B)+\delta_{\mathcal{Y}}\right\} .
\end{aligned}
$$

When the distortion parameters coincide, $\delta_{\mathcal{X}}=\delta_{\mathcal{Y}}=\delta$, the previous expressions simplify to:

$$
\begin{align*}
\underline{E}_{L V}(A \times B) & =\max \left\{(1-\delta) P_{0}^{\mathcal{X}}(A)+(1-\delta) P_{0}^{\mathcal{Y}}(B)-1,0\right\} \\
& =\max \left\{(1-\delta)\left(P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)\right)-1,0\right\} \\
& =\max \left\{(1-\delta)\left(P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)-\frac{1}{1-\delta}\right), 0\right\} \\
& =(1-\delta) \max \left\{P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)-\frac{1}{1-\delta}, 0\right\}  \tag{19}\\
\bar{E}_{L V}(A \times B) & =\min \left\{(1-\delta) P_{0}^{\mathcal{X}}(A)+\delta,(1-\delta) P_{0}^{\mathcal{Y}}(B)+\delta\right\} \\
& =(1-\delta) \min \left\{P_{0}^{\mathcal{X}}(A), P_{0}^{\mathcal{Y}}(B)\right\}+\delta \tag{20}
\end{align*}
$$

The expressions in Equations and are somewhat similar to the lower and upper probabilities of a LV model. However, unlike what happened in the case of the PMM, the equality

$$
\underline{E}_{L V}=(1-\delta) \underline{E}_{P_{0}^{\chi}, P_{0}^{y}}
$$

does not hold:
Example 8. Consider the probability measures from Example 3, and let $\delta=0.2$. Then Equation 19) gives

$$
\underline{E}_{L V}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)=\max \{0.8 \cdot 0.7+0.8 \cdot 0.5-1,0\}=0
$$

while from Equation (7) we obtain

$$
\underline{E}_{P_{0}^{\mathcal{X}}, P_{0}^{y}}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)=\max \{0.7+0.5-1,0\}=0.2
$$

meaning that $(1-\delta) \underline{E}_{P_{0}^{x}, P_{0}^{y}}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)=0.16$.

## 5. Constant odds Ratio

Our next distortion model is the constant odds ratio model (COR, for short):
Definition 4. Given a probability measure $P_{0}$ and a distortion factor $\delta \in(0,1)$, the associated constant odds ratio model is the coherent lower prevision $\underline{P}_{C O R}$ that, on any gamble $f$, is defined as the unique solution to the implicit equation:

$$
\begin{equation*}
(1-\delta) P_{0}\left(\left(f-\underline{P}_{C O R}(f)\right)^{+}\right)=P_{0}\left(\left(f-\underline{P}_{C O R}(f)\right)^{-}\right) \tag{21}
\end{equation*}
$$

where $g^{+}=\max \{g, 0\}$ and $g^{-}=\max \{-g, 0\}$.
While Equation 21 does not have a explicit expression, the restriction to (indicators of) events of the constant odds ratio can be more easily computed as:

$$
\begin{equation*}
\underline{P}_{C O R}(A)=\frac{(1-\delta) P_{0}(A)}{1-\delta P_{0}(A)} \quad \forall A \subseteq \mathcal{X} \tag{22}
\end{equation*}
$$

When $P_{0} \in \mathbb{P}^{*}(\mathcal{X})$ and $\delta$ is small enough, the credal set $\mathcal{M}\left(\underline{P}_{C O R}\right)$ coincides with $B_{d_{C O R}}^{\delta}\left(P_{0}\right)$, where $d_{C O R}: \mathbb{P}^{*}(\mathcal{X}) \times \mathbb{P}^{*}(\mathcal{X}) \rightarrow[0, \infty)$ is the distorting function given by [30, Thm. 14]:

$$
d_{C O R}(P, Q)=\max _{A, B \neq \emptyset}\left\{1-\frac{P(A) \cdot Q(B)}{P(B) \cdot Q(A)}\right\} .
$$

Also, the credal set $\mathcal{M}\left(\underline{P}_{C O R}\right)$ can be expressed as [53, Sec. 3.3.5]:

$$
\begin{equation*}
\mathcal{M}\left(\underline{P}_{C O R}\right)=\left\{P \in \mathbb{P}(\mathcal{X}) \mid P(A) P_{0}(B) \geq(1-\delta) P_{0}(A) P(B) \quad \forall A, B \subseteq \mathcal{X}\right\} \tag{23}
\end{equation*}
$$

Also, the COR model is more informative than the PMM and the LV models, in the sense that once we fix $P_{0}$ and $\delta$, it holds that $B_{d_{C O R}}^{\delta}\left(P_{0}\right) \subseteq B_{d_{P M M}}^{\delta}\left(P_{0}\right) \cap B_{d_{L V}}^{\delta}\left(P_{0}\right)$ (see [53, Sec. 4.6.5] for more comments in this direction).
5.1. Merging. Let us first look at the behaviour of the family of COR models under merging.

## Conjunction

Unlike the PMM and LV models, the intersection of two constant odds ratio models is not a COR model in general, as next example shows.
Example 9. Consider $\mathcal{M}_{1}=B_{d_{C O R}}^{\delta_{1}}\left(P_{0}^{1}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ with $P_{0}^{1}=(0.5,0.3,0.2)$ and $\delta_{1}=0.2$, and $\mathcal{M}_{2}=B_{d_{C O R}}^{\delta_{2}}\left(P_{0}^{2}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ such that $P_{0}^{2}=(0.35,0.3,0.35)$ with $\delta_{2}=$ 0.5. From Equation 23), the ratio $P\left(\left\{x_{1}\right\}\right) / P\left(\left\{x_{3}\right\}\right)$ is constrained by the inequalities

$$
3.125 \geq \frac{P\left(\left\{x_{1}\right\}\right)}{P\left(\left\{x_{3}\right\}\right)} \geq 2, \quad 2 \geq \frac{P\left(\left\{x_{1}\right\}\right)}{P\left(\left\{x_{3}\right\}\right)} \geq 0.5
$$

respectively for $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$. From this, we can deduce that any $P \in \mathcal{M}_{1} \cap \mathcal{M}_{2}$ must satisfy the constraint $\frac{P\left(\left\{x_{1}\right\}\right)}{P\left(\left\{x_{3}\right\}\right)}=2$. As a consequence, the credal set $\mathcal{M}_{1} \cap \mathcal{M}_{2}$ has at most two extreme points:

$$
\left(\frac{2\left(1-\underline{P}\left(\left\{x_{2}\right\}\right)\right)}{3}, \underline{P}\left(\left\{x_{2}\right\}\right), \frac{1-\underline{P}\left(\left\{x_{2}\right\}\right)}{3}\right)
$$

and

$$
\left(\frac{2\left(1-\bar{P}\left(\left\{x_{2}\right\}\right)\right)}{3}, \bar{P}\left(\left\{x_{2}\right\}\right), \frac{1-\bar{P}\left(\left\{x_{2}\right\}\right)}{3}\right)
$$

where $\underline{P}, \bar{P}$ denote the lower and upper probabilities associated with $\mathcal{M}_{1} \cap \mathcal{M}_{2}$. Since it was proven in [30, Prop. 13] that the number of extreme points of the credal set of a COR model is equal to $2^{n}-2$, where $n$ is the cardinality of $\mathcal{X}$, this implies that the conjunction $\mathcal{M}_{1} \cap \mathcal{M}_{2}$ does not determine a constant odds-ratio model, as it contains less than $2^{n}-2=6$ extreme points.

For the PMM and LV models, we had easy ways to check whether a conjunction was empty (Equations (9) and (17), respectively). This resulted from the fact that their conjunctions are specific probability intervals, which are models for which checking non-emptiness is easy. This is not the case for the COR model, that is not closed under conjunction. A possibility is to use the constraints induced by the models $\mathcal{M}_{1}=B_{d_{C O R}}^{\delta_{1}}\left(P_{0}^{1}\right)$ and $\mathcal{M}_{2}=B_{d_{C O R}}^{\delta_{2}}\left(P_{0}^{2}\right)$, to check that taken together they still have a solution (i.e., that there is at least a probability $P$ within $\mathcal{M}_{1} \cap \mathcal{M}_{2}$ ). However, as those are defined implicitly by Equation (21), they would have to be made explicit, for instance by enumerating the extreme points induced by $\mathcal{M}_{1}, \mathcal{M}_{2}$ (see for example [30, Prop. 12]) and extracting the corresponding constraints.

## Disjunction

Similarly, the disjunction of two COR models will not produce a COR model in general, not even when $\delta_{1}=\delta_{2}$ :

Example 10. Consider $P_{0}^{1}=(0.4,0.3,0.3), P_{0}^{2}=(0.3,0.4,0.3)$ and $\delta_{1}=\delta_{2}=$ 0.1. Using Equation 22), the associated COR models $\underline{P}_{C O R_{1}}, \underline{P}_{C O R_{2}}$ and their disjunction $\underline{P}^{\cup}=\min \left\{\underline{P}_{C O R_{1}}, \underline{P}_{C O R_{2}}\right\}$ are given in the following table:

|  | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{C O R_{1}}$ | $3 / 8$ | $27 / 97$ | $27 / 97$ | $21 / 31$ | $21 / 31$ | $27 / 47$ |
| $\underline{P}_{C O R_{2}}$ | $27 / 97$ | $3 / 8$ | $27 / 97$ | $21 / 31$ | $27 / 47$ | $21 / 31$ |
| $\underline{P}^{\cup}$ | $27 / 97$ | $27 / 97$ | $27 / 97$ | $21 / 31$ | $27 / 47$ | $27 / 47$ |

473 If $\underline{P}^{\cup}$ was a $C O R$ model, i.e. if $\mathcal{M}\left(\underline{P}^{\cup}\right)=B_{d_{C O R}}^{\delta}\left(P_{0}\right)$ for some $P_{0}$ and $\delta$, since 474 $\underline{P}^{\cup}\left(\left\{x_{1}\right\}\right)=\underline{P}^{\cup}\left(\left\{x_{2}\right\}\right)=\underline{P}^{\cup}\left(\left\{x_{3}\right\}\right)$, it should be

$$
P_{0}\left(\left\{x_{1}\right\}\right)=P_{0}\left(\left\{x_{2}\right\}\right)=P_{0}\left(\left\{x_{3}\right\}\right)=\frac{1}{3}
$$

But in that case, regardless of the value of $\delta, \underline{P}^{\cup}$ must take the same value for all the events of cardinality two, a contradiction.

This example also allows us to show that $\underline{P}^{\cup}$ does not have a unique undominated outer approximation in terms of COR models. Consider $P_{A}=(31 / 80,31 / 80,18 / 80)$, $P_{B}=(35 / 124,35 / 124,27 / 62), \delta_{A}=121 / 310, \delta_{B}=\frac{1}{2}$ and the COR models $B_{d_{C O R}}^{\delta_{A}}\left(P_{A}\right)$ and $B_{d_{C O R}}^{\delta_{B}}\left(P_{B}\right)$ they induce. These produce the following coherent lower probabilities:

|  | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{C O R_{A}}$ | $27 / 97$ | $27 / 97$ | $1701 / 11311$ | $21 / 31$ | $9261 / 18871$ | $9261 / 18871$ |
| $\underline{P}_{C O R_{B}}$ | $35 / 213$ | $35 / 213$ | $27 / 97$ | $35 / 89$ | $89 / 159$ | $89 / 159$ |

Both $\underline{P}_{C O R_{A}}$ and $\underline{P}_{C O R_{B}}$ are outer approximations of $\underline{P}^{\cup}$. Moreover, if there was a unique undominated outer approximation $\underline{Q}_{C O R}$ of $\underline{P}^{\cup}$ in terms of COR models, then it should be $\underline{P}_{C O R_{A}}, \underline{P}_{C O R_{B}} \leq \underline{Q}_{C O R}$, that implies

$$
\underline{Q}_{C O R}\left(\left\{x_{i}\right\}\right)=\underline{P}^{\cup}\left(\left\{x_{i}\right\}\right)=\frac{27}{97} \quad \text { for } i=1,2,3,
$$

meaning that $\underline{Q}_{C O R}$ is defined through $P_{0}=(1 / 3,1 / 3,1 / 3)$ and $\delta=8 / 35$. However, on the event $\left\{x_{1}, x_{3}\right\}$ this distortion model satisfies

$$
\underline{Q}_{C O R}\left(\left\{x_{1}, x_{3}\right\}\right)=\frac{(1-\delta) P_{0}\left(\left\{x_{1}, x_{3}\right\}\right)}{1-\delta P_{0}\left(\left\{x_{1}, x_{3}\right\}\right)}=\frac{54}{89}>\frac{27}{47}=\underline{P}^{\cup}\left(\left\{x_{1}, x_{3}\right\}\right)
$$

so $\underline{Q}_{C O R}$ is not an outer approximation of $\underline{P}^{\cup}$.
We therefore conclude that the COR model is neither preserved by conjunction nor by disjunction, and also that its disjunction has not a unique undominated outer approximation.

## Convex mixture

As for the previous models, given the fact that two COR models $B_{d_{C O R}}^{\delta_{1}}\left(P_{0}^{1}\right) \subseteq$ $\mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{C O R}}^{\delta_{2}}\left(P_{0}^{2}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ are described by the same set of constraints over $P(A) / P(B)$, their convex mixture is a credal set described by the constraints

$$
\frac{P(A)}{P(B)} \geq \epsilon\left(1-\delta_{1}\right) \frac{P_{1}(A)}{P_{1}(B)}+(1-\epsilon)\left(1-\delta_{2}\right) \frac{P_{2}(A)}{P_{2}(B)}
$$

However, next example shows that such constraints will not lead, in general, to a COR model.

Example 11. Consider $P_{0}^{1}=(1 / 4,1 / 4,1 / 2), P_{0}^{2}=(1 / 2,1 / 4,1 / 4)$ and $\delta_{1}=\delta_{2}=0.5$. Using Equation 22, the associated COR models $\underline{P}_{C O R_{1}}, \underline{P}_{C O R_{2}}$ and their average $\underline{P}^{0.5}$ obtained for $\epsilon=0.5$ are given in the following table:

|  | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{C O R_{1}}$ | $1 / 7$ | $1 / 7$ | $1 / 3$ | $1 / 3$ | $3 / 5$ | $3 / 5$ |
| $\underline{P}_{C O R_{2}}$ | $1 / 3$ | $1 / 7$ | $1 / 7$ | $3 / 5$ | $3 / 5$ | $1 / 3$ |
| $\underline{P}^{0.5}$ | $5 / 21$ | $1 / 7$ | $5 / 21$ | $7 / 15$ | $3 / 5$ | $7 / 15$ |

Should $\underline{P}^{\varepsilon}$ be the lower probability of a COR model $B_{d_{C O R}}^{\delta_{\varepsilon}}\left(P_{0}^{\varepsilon}\right)$, we should have $P_{0}^{\varepsilon}\left(\left\{x_{1}\right\}\right)=P_{0}^{\varepsilon}\left(\left\{x_{3}\right\}\right)=p$, hence $P_{0}^{\varepsilon}\left(\left\{x_{2}\right\}\right)=1-2 p$. Using this observation and Equation 22 on events $\left\{x_{1}\right\}$ and $\left\{x_{1}, x_{3}\right\}$, we should have $\delta_{\varepsilon}=13 / 28$ and $p=7 / 19$, and applying again Equation (22) with these values on $\left\{x_{2}\right\}$ would give $\underline{P}\left(\left\{x_{2}\right\}\right)=75 / 467$ for COR model, which is close but not equal to the $1 / 7$ reported in the table.

The COR model is therefore also not preserved under convex mixture, making it a not very convenient model when having to merge distortion models.

### 5.2. Multivariate setting.

## Marginalisation

As for the PMM and LV models, we can show that the marginal distribution of a joint constant odds ratio model is also a constant odds ratio model.

Proposition 5. Consider the distortion model $B_{d_{C O R}}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$ and its induced lower prevision $\underline{P}_{C O R}$. Then, the marginal model $\underline{P}_{C O R}^{\mathcal{X}}$ induces the credal set $B_{d_{C O R}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ with $P_{0}^{\mathcal{X}}$ the marginal probability of $P_{0}^{\mathcal{X}, \mathcal{Y}}$ on $\mathcal{X}$.

Proof. By definition, $\underline{P}_{C O R}(f)$ is determined as the unique solution of the equation:

$$
(1-\delta) P_{0}\left(\left(f-\underline{P}_{C O R}(f)\right)^{+}\right)=P_{0}\left(\left(f-\underline{P}_{C O R}(f)\right)^{-}\right) .
$$

Consider a gamble $f$ that only depends on the values in $\mathcal{X}$, in the sense that $f(x, y)=f\left(x, y^{\prime}\right)$ for every $y \neq y^{\prime} \in \mathcal{Y}$ and every $x \in \mathcal{X}$, and let us define the gamble $f_{\mathcal{X}}: \mathcal{X} \rightarrow \mathbb{R}$ by $f_{\mathcal{X}}(x)=f(x, y)$. Then $\underline{P}_{C O R}^{\mathcal{X}}\left(f_{\mathcal{X}}\right)=\underline{P}_{C O R}(f)$. Moreover,

$$
(1-\delta) P_{0}\left(\left(f_{\mathcal{X}}-\underline{P}_{C O R}^{\mathcal{X}}\left(f_{\mathcal{X}}\right)\right)^{+}\right)=(1-\delta) P_{0}^{\mathcal{X}}\left(\left(f_{\mathcal{X}}-\underline{P}_{C O R}^{\mathcal{X}}\left(f_{\mathcal{X}}\right)\right)^{+}\right)
$$

and also:

$$
P_{0}\left(\left(f_{\mathcal{X}}-\underline{P}_{C O R}^{\mathcal{X}}\left(f_{\mathcal{X}}\right)\right)^{-}\right)=P_{0}^{\mathcal{X}}\left(\left(f_{\mathcal{X}}-\underline{P}_{C O R}^{\mathcal{X}}\left(f_{\mathcal{X}}\right)\right)^{-}\right),
$$

because $\left(f_{\mathcal{X}}-\underline{P}_{C O R}^{\mathcal{X}}\left(f_{\mathcal{X}}\right)\right)^{+}$only depends on the values of $x \in \mathcal{X}$. This means that $\underline{P}_{C O R}^{\mathcal{X}}\left(f_{\mathcal{X}}\right)$ is the unique solution of the equation:

$$
(1-\delta) P_{0}^{\mathcal{X}}\left(\left(f_{\mathcal{X}}-\underline{P}_{C O R}^{\mathcal{X}}\left(f_{\mathcal{X}}\right)\right)^{+}\right)=P_{0}^{\mathcal{X}}\left(\left(f_{\mathcal{X}}-\underline{P}_{C O R}^{\mathcal{X}}\left(f_{\mathcal{X}}\right)\right)^{-}\right)
$$

meaning that $\underline{P}_{C O R}^{\mathcal{X}}$ is a constant odds ratio with respect to the parameter $\delta$ and probability $P_{0}^{\mathcal{X}}$ (the restriction of $P_{0}$ to the first component).

## Independent products

Consider now the marginal models $B_{d_{C O R}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{C O R}}^{\delta}\left(P_{0}^{\mathcal{Y}}\right) \subseteq$ $\mathbb{P}^{*}(\mathcal{Y})$. Regarding the problem of going from marginal models $P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}$ to joint ones, we can first notice that on Cartesian products of events, we have

$$
\begin{align*}
\underline{P}_{C O R}^{\mathcal{X} \times \mathcal{Y}}(A \times B) & =\frac{(1-\delta) P_{0}^{\mathcal{X}}(A) P_{0}^{\mathcal{Y}}(B)}{1-\delta P_{0}^{\mathcal{X}}(A) P_{0}^{\mathcal{Y}}(B)} \\
& \geq \frac{(1-\delta) P_{0}^{\mathcal{X}}(A)(1-\delta) P_{0}^{\mathcal{Y}}(B)}{\left(1-\delta P_{0}^{\mathcal{X}}(A)\right)\left(1-\delta P_{0}^{\mathcal{Y}}(B)\right)}=\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}(A \times B) \tag{24}
\end{align*}
$$

where the last equality follows from the factorisation property in Equation (2).
We can then wonder if $\underline{P}_{C O R}^{\mathcal{X} \times \mathcal{Y}}(C) \geq \underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}(C)$ for any event $C \subseteq \mathcal{X} \times$ $\mathcal{Y}$. The next example shows that this is not the case, and that the inequality in Equation (24) may be strict; therefore it shows that there is no dominance relation between $\underline{P}_{C O R}^{\mathcal{X} \mathcal{Y}}$ and $\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}$.

Example 12. Consider our running Example 3. Given $E_{2}=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right\}$, we obtain

$$
\underline{P}_{C O R}^{\mathcal{X} \times \mathcal{Y}}\left(E_{2}\right)=0.4737<\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{2}\right)=0.4883 ;
$$

to see the last equality, note that

$$
\begin{aligned}
\underline{P}_{C O R}^{\mathcal{X}} & \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{2}\right) \\
& =\min _{P_{\mathcal{X}} \in \mathcal{M}\left(\underline{P}_{C O R}^{\mathcal{X}}\right), P_{\mathcal{Y}} \in \mathcal{M}\left(\underline{P}_{C O R}^{\mathcal{Y}}\right)}\left(P_{\mathcal{X}}\left(\left\{x_{1}\right\}\right) P_{\mathcal{Y}}\left(\left\{y_{1}\right\}\right)+P_{\mathcal{X}}\left(\left\{x_{2}\right\}\right) P_{\mathcal{Y}}\left(\left\{y_{2}\right\}\right)\right),
\end{aligned}
$$

$$
\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{2}\right)=0.4883 \text { and } \underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{3}\right)=\underline{P}_{C O R}^{\mathcal{X}}\left(\left\{x_{1}\right\}\right)=\frac{27}{97}
$$

where the first equality follows from Example 12. On the other hand,

$$
\begin{aligned}
& \underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{2} \cup E_{3}\right)=1-\bar{P}_{C O R}^{\mathcal{X}} \boxtimes \bar{P}_{C O R}^{\mathcal{Y}}\left(\left\{\left(x_{2}, y_{1}\right)\right\}\right)=1-\frac{70}{97} \cdot \frac{10}{19}=0.6202 \\
& \underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{2} \cap E_{3}\right)=\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(\left\{\left(x_{1}, y_{1}\right\}\right)=\frac{27}{97} \cdot \frac{9}{19}=0.1319\right.
\end{aligned}
$$

whence

$$
\begin{aligned}
\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{2} \cup E_{3}\right) & +\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{2} \cap E_{3}\right)=0.7520 \\
& <\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{2}\right)+\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}\left(E_{3}\right)=0.7667
\end{aligned}
$$

contradicting the fact that $\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}$ should be 2-monotone on events if it was
that $\mathcal{M}\left(\underline{P}_{C O R}^{\mathcal{X}}\right)$ consists of the probabilities $P_{\mathcal{X}}$ for which $P_{X}\left(\left\{x_{1}\right\}\right) \in\left[\frac{27}{97}, \frac{10}{31}\right]$ and, similarly, that $\mathcal{M}\left(\underline{P}_{C O R}^{\mathcal{Y}}\right)$ consists of the probabilities $P_{\mathcal{Y}}$ for which $P_{Y}\left(\left\{y_{1}\right\}\right) \in$ $\left[\frac{9}{19}, \frac{10}{19}\right]$; the minimum in the equation above is obtained for $P_{X}\left(\left\{x_{1}\right\}\right)=\frac{27}{97}$ and $P_{Y}\left(\left\{y_{1}\right\}\right)=\frac{10}{19}$, yielding

$$
\frac{27}{97} \cdot \frac{10}{19}+\frac{70}{97} \cdot \frac{9}{19}=\frac{900}{1843}=0.4883
$$

Therefore, $\underline{P}_{C O R}^{\mathcal{X} \times \mathcal{Y}}$ does not dominate $\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}$ on all events.
Finally, taking the events $A=\left\{x_{1}\right\}$ and $B=\left\{y_{1}\right\}$, it holds that $\underline{P}_{C O R}^{\mathcal{X} \times \mathcal{Y}}(A \times$ $B) \approx 0.137$, while $\underline{P}_{C O R}^{\mathcal{X}} \boxtimes \underline{P}_{C O R}^{\mathcal{Y}}(A \times B) \approx 0.132$, showing that the inequality in Equation (24) may be strict.

On the other hand, the family of COR models is not closed under strong products.

Example 13. Consider again the running Example 3. Let $E_{2}=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right\}$ and $E_{3}=\left\{x_{1}\right\} \times \mathcal{Y}$. Then
a COR model.
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Natural extension of marginal models
We have already mentioned that there is not an explicit equation for the lower prevision of the COR model in gambles (see Equation 21), and it can only be given for events (see Equation 22). This hinders a bit the computation of the natural extension of this model. In addition, even if we consider only the values in events, this model is more difficult to handle than the PMM or the LV.

First of all, using Equations (5) and (6), we give the explicit form of the lower and upper natural extension on the Cartesian products $A \times B$, for $A \subseteq \mathcal{X}, B \subseteq \mathcal{Y}$ :

$$
\begin{aligned}
& \bar{E}_{C O R}(A \times B)=\min \left\{\frac{\left(1-\delta_{\mathcal{X}}\right) P_{0}^{\mathcal{X}}(A)}{1-\delta_{\mathcal{X}} P_{0}^{\mathcal{X}}(A)}, \frac{\left(1-\delta_{\mathcal{Y}}\right) P_{0}^{\mathcal{Y}}(B)}{1-\delta_{\mathcal{Y}} P_{0}^{\mathcal{Y}}(B)}\right\} \\
& \underline{E}_{C O R}(A \times B)=\max \left\{\frac{\left(1-\delta_{\mathcal{X}}\right) P_{0}^{\mathcal{X}}(A)}{1-\delta_{\mathcal{X}} P_{0}^{\mathcal{X}}(A)}+\frac{\left(1-\delta_{\mathcal{Y}}\right) P_{0}^{\mathcal{Y}}(B)}{1-\delta_{\mathcal{Y}} P_{0}^{\mathcal{Y}}(B)}-1,0\right\} .
\end{aligned}
$$

When the distortion parameters coincide, $\delta_{\mathcal{X}}=\delta_{\mathcal{Y}}=\delta$, these two equations become:

$$
\begin{aligned}
\bar{E}_{C O R}(A \times B) & =\min \left\{\frac{(1-\delta) P_{0}^{\mathcal{X}}(A)}{1-\delta P_{0}^{\mathcal{X}}(A)}, \frac{(1-\delta) P_{0}^{\mathcal{Y}}(B)}{1-\delta P_{0}^{\mathcal{Y}}(B)}\right\} \\
& =(1-\delta) \min \left\{\frac{P_{0}^{\mathcal{X}}(A)}{1-\delta P_{0}^{\mathcal{X}}(A)}, \frac{P_{0}^{\mathcal{Y}}(B)}{1-\delta P_{0}^{\mathcal{Y}}(B)}\right\} \\
\underline{E}_{C O R}(A \times B) & =\max \left\{\frac{(1-\delta) P_{0}^{\mathcal{X}}(A)}{1-\delta P_{0}^{\mathcal{X}}(A)}+\frac{(1-\delta) P_{0}^{\mathcal{Y}}(B)}{1-\delta P_{0}^{\mathcal{Y}}(B)}-1,0\right\}
\end{aligned}
$$

Although these expressions do not seem to resemble a COR model, we may wonder if, similarly to what happened with the PMM (see Theorem 2p), the equality $\mathcal{E}\left(\underline{P}_{C O R}^{\mathcal{X}}, \underline{P}_{C O R}^{\mathcal{Y}}\right)=B_{d_{C O R}}\left(\underline{E}_{P_{0}^{\chi}, P_{0}^{y}}\right)$ holds. As we see next, this is not the case.

Example 14. Consider our running Example 3. Given $E_{4}=\left\{\left(x_{2}, y_{2}\right)\right\}$, we obtain

$$
\underline{E}_{C O R}\left(E_{4}\right)=\max \{0.6774+0.4737-1,0\}=0.1511 .
$$

On the other hand, from Equation (7) we have that $\underline{E}_{P_{0}^{x}, P_{0}^{y}}\left(E_{4}\right)=0.2$, whence

$$
\frac{(1-\delta) \underline{E}_{P_{0}^{\chi}, P_{0}^{y}}\left(E_{4}\right)}{1-\delta \underline{E}_{P_{0}^{\chi}, P_{0}^{y}}\left(E_{4}\right)}=0.1837
$$

Thus, the two values do not coincide.

## 6. Total variation model

The last three distortion models we shall analyse in this paper are defined directly from some distance between probability measures. The first of them is the total variation model (TV, for short): given two probability measures $P, Q$, their total variation distance is

$$
d_{T V}(P, Q)=\max _{A \subseteq \mathcal{X}}|P(A)-Q(A)|
$$

By taking the lower and upper envelopes of the neighbourhood model it produces, we obtain the following:

Definition 5. Given a probability measure $P_{0}$ and a distortion factor $\delta>0$, the total variation model is given by the following lower and upper probabilities:

$$
\begin{equation*}
\underline{P}_{T V}(A)=\max \left\{P_{0}(A)-\delta, 0\right\}, \quad \bar{P}_{T V}(A)=\min \left\{P_{0}(A)+\delta, 1\right\} \quad \forall A \subseteq \mathcal{X} \tag{25}
\end{equation*}
$$

Since we are assuming that $P_{0} \in \mathbb{P}^{*}(\mathcal{X})$ and that $\delta$ is small enough so that $B_{d_{T V}}^{\delta}\left(P_{0}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$, Equation 25 simplifies to:

$$
\begin{equation*}
\underline{P}_{T V}(A)=P_{0}(A)-\delta, \quad \bar{P}_{T V}(A)=P_{0}(A)+\delta \quad \forall A \neq \emptyset, \mathcal{X} \tag{26}
\end{equation*}
$$

6.1. Merging. Let us now consider the problem of merging two TV models.

Conjunction and disjunction
Our next example shows that neither the conjunction nor the disjunction of two such models will produce in general a total variation model.

Example 15. From Equation (26), we know that a TV model satisfies, for any event $A$ such that $\bar{P}_{T V}(A), \underline{P}_{T V}(A) \in(0,1)$, the following equality:

$$
\bar{P}_{T V}(A)-\underline{P}_{T V}(A)=\left(P_{0}(A)+\delta\right)-\left(P_{0}(A)-\delta\right)=2 \delta .
$$

In particular, since we are assuming that $B_{d_{T V}}^{\delta}\left(P_{0}\right) \subseteq \mathbb{P}^{*}\left(P_{0}\right)$, this equality holds for any $A \neq \emptyset, \mathcal{X}$. Let us use this to derive that the family of $T V$ models is not closed under conjunction or disjunction.

Let $B_{d_{T V}}^{\delta_{1}}\left(P_{0}^{1}\right)$ be induced by $P_{0}^{1}=(0.41,0.37,0.22)$ and $\delta_{1}=0.12$, and $B_{d_{T V}}^{\delta_{2}}\left(P_{0}^{2}\right)$ be determined by $P_{0}^{2}=(0.37,0.41,0.22)$ and $\delta_{2}=0.12$. The lower probabilities $\underline{P}_{T V_{1}}$ and $\underline{P}_{T V_{2}}$, their conjunction $\underline{P}^{\cap}$ and disjunction $\underline{P}^{\cup}$, are given by:

|  | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{T V_{1}}$ | 0.29 | 0.25 | 0.1 | 0.66 | 0.51 | 0.47 |
| $\underline{P}_{T V_{2}}$ | 0.25 | 0.29 | 0.1 | 0.66 | 0.47 | 0.51 |
| $\underline{P}^{\cap}$ | 0.29 | 0.29 | 0.1 | 0.66 | 0.51 | 0.51 |
| $\underline{P}^{\cup}$ | 0.25 | 0.25 | 0.1 | 0.66 | 0.47 | 0.47 |

For the third line, use that $\underline{P}^{\cap}$ is the natural extension of $\max \left\{\underline{P}_{T V_{1}}, \underline{P}_{T V_{2}}\right\}$, i.e., the smallest coherent lower probability that dominates $\max \left\{\underline{P}_{T V_{1}}, \underline{P}_{T V_{2}}\right\}$; but the latter is coherent since it is the lower envelope of

$$
(0.29,0.37,0.34),(0.37,0.29,0.34),(0.41,0.49,0.1),(0.49,0.41,0.1)
$$

and therefore it coincides with $\underline{P}^{\cap}$. We observe that

$$
\begin{aligned}
& \bar{P}^{\cap}\left(\left\{x_{1}\right\}\right)-\underline{P}^{\cap}\left(\left\{x_{1}\right\}\right)=0.2 \neq 0.24=\bar{P}^{\cap}\left(\left\{x_{3}\right\}\right)-\underline{P}^{\cap}\left(\left\{x_{3}\right\}\right), \\
& \bar{P}^{\cup}\left(\left\{x_{1}\right\}\right)-\underline{P}^{\cup}\left(\left\{x_{1}\right\}\right)=0.28 \neq 0.24=\bar{P}^{\cup}\left(\left\{x_{3}\right\}\right)-\underline{P}^{\cup}\left(\left\{x_{3}\right\}\right),
\end{aligned}
$$

concluding that neither $\underline{P}^{\cap}$ nor $\underline{P}^{\cup}$ are $T V$ models.
As we know that a TV model is described by a 2-monotone lower probability [31, Prop. 4], a simple way to check whether the intersection of two TV models is nonempty is simply to take the constraints 26 induced by both models $B_{d_{T V}}^{\delta_{1}}\left(P_{0}^{1}\right)$ and $B_{d_{T V}}^{\delta_{2}}\left(P_{0}^{2}\right)$, and to check whether they have a solution. This can be achieved through standard linear programming, with the caveat that the number of constraints will increase exponentially with $n$.

The same example allows us to show that the disjunction does not have a unique undominated outer approximation:

Example 16. Consider the model $\underline{P}^{\cup}$ from the previous example, and let us consider the TV models $B_{d_{T V}}^{\delta_{A}}\left(P_{0}^{A}\right)$ and $B_{d_{T V}}^{\delta_{B}}\left(P_{0}^{B}\right)$, where $P_{A}=(0.31,0.31,0.38), P_{B}=$ $(0.41,0.41,0.18), \delta_{A}=0.28$ and $\delta_{B}=0.16$. The lower probabilities $\underline{P}_{T V_{A}}, \underline{P}_{T V_{B}}$ are given by:

|  | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{T V_{A}}$ | 0.03 | 0.03 | 0.1 | 0.34 | 0.41 | 0.41 |
| $\underline{P}_{T V_{B}}$ | 0.25 | 0.25 | 0.02 | 0.66 | 0.43 | 0.43 |

## Independent products

Consider now two marginal models $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$.
regarding the problem of going from marginal models $P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}$ to joint ones, we
Consider now two marginal models $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$.
Regarding the problem of going from marginal models $P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}$ to joint ones, we can first notice that on Cartesian products of events, we have

$$
\begin{aligned}
& \underline{P}_{T V}^{\mathcal{X} \times \mathcal{Y}}(A \times B)=P_{0}^{\mathcal{X}}(A) P_{0}^{\mathcal{Y}}(B)-\delta, \text { while } \\
& \underline{P}_{T V}^{\mathcal{X}} \boxtimes \underline{P}_{T V}^{\mathcal{Y}}(A \times B)=\left(P_{0}^{\mathcal{X}}(A)-\delta\right)\left(P_{0}^{\mathcal{Y}}(B)-\delta\right)
\end{aligned}
$$

Both $\underline{P}_{T V_{A}}, \underline{P}_{T V_{B}}$ are outer approximations of $\underline{P}_{T V}^{\cup}$ in the $T V$ family. If there was a unique undominated outer approximation of $\underline{P}^{\cup}$, denoted by $B_{d_{T V}}^{\delta}\left(P_{0}\right)$ and with associated lower probability $\underline{Q}_{T V}$, then $\underline{P}_{T V_{A}}, \underline{P}_{T V_{B}} \leq \underline{Q}_{T V} \leq \underline{P}^{\cup}$, whence $\underline{Q}_{T V}\left(\left\{x_{1}\right\}\right)=\underline{P}^{\cup}\left(\left\{x_{1}\right\}\right)=0.25, \underline{Q}_{T V}\left(\left\{x_{2}\right\}\right)=\underline{P}^{\cup}\left(\left\{x_{2}\right\}\right)=0.25, \underline{Q}_{T V}\left(\left\{x_{3}\right\}\right)=$ $\underline{P}^{\cup}\left(\left\{x_{3}\right\}\right)=0.1$. Therefore,

$$
\underline{Q}_{T V}\left(\left\{x_{1}\right\}\right)+\underline{Q}_{T V}\left(\left\{x_{2}\right\}\right)+\underline{Q}_{T V}\left(\left\{x_{3}\right\}\right)=1-3 \delta=0.6,
$$

whence $\delta=0.4 / 3$ and $P_{0}=(0.25+\delta, 0.25+\delta, 0.1+\delta)$. However, this means that:

$$
\underline{Q}_{T V}\left(\left\{x_{1}, x_{3}\right\}\right)=P_{0}\left(\left\{x_{1}, x_{3}\right\}\right)-\delta=0.35+\delta>0.47=\underline{P}^{\cup}\left(\left\{x_{1}, x_{3}\right\}\right)
$$

a contradiction.

## Convex mixture

It is rather direct to check that the convex mixture of two TV models $B_{d_{T V}}^{\delta_{1}}\left(P_{0}^{1}\right)$ and $B_{d_{T V}}^{\delta_{2}}\left(P_{0}^{2}\right)$ is again a TV model as we have

$$
\epsilon \underline{P}_{T V}^{1}(A)+(1-\epsilon) \underline{P}_{T V}^{2}(A)=\epsilon P_{0}^{1}(A)+(1-\epsilon) P_{0}^{2}(A)-\epsilon \delta_{1}-(1-\epsilon) \delta_{2}
$$

which are lower probabilities induced by the TV model $B_{d_{T V}}^{\delta_{\epsilon}}\left(P_{0}^{\epsilon}\right)$ with

$$
\delta_{\epsilon}=\epsilon \delta_{1}+(1-\epsilon) \delta_{2} \quad \text { and } \quad P_{0}^{\epsilon}(\{x\})=\epsilon P_{0}^{1}(\{x\})+(1-\epsilon) P_{0}^{2}(\{x\}) \quad \forall x \in \mathcal{X} .
$$

### 6.2. Multivariate setting.

## Marginalisation

Let us now look at the behaviour of the TV model in a multivariate setting. We can first show that the marginal model of a joint TV model is again a TV model, with the same distortion factor $\delta$ applied to the marginal probability.

Proposition 6. Consider the distortion model $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$ and its associated lower probability $\underline{P}_{T V}$. Then, the marginal model $\underline{P}_{T V}^{\mathcal{X}}$ induces the credal set $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ with $P_{0}^{\mathcal{X}}$ the marginal probability of $P_{0}^{\mathcal{X}, \mathcal{Y}}$ on $\mathcal{X}$.
Proof. From Equation 25, we obtain that for every nonempty $B \subset \mathcal{X}$

$$
\underline{P}^{\mathcal{X}, \mathcal{Y}}(B \times \mathcal{Y})=P_{0}^{\mathcal{X}, \mathcal{Y}}(B \times \mathcal{Y})-\delta=P_{0}^{\mathcal{X}}(B)-\delta
$$

the last term being the lower probability induced by $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{X}}\right)$.
where the last equality follows from the factorization property in Equation (2). Clearly, the equality $\underline{P}_{T V}^{\mathcal{X} \times \mathcal{Y}}(A \times B)=\underline{P}_{T V}^{\mathcal{X}} \boxtimes \underline{P}_{T V}^{\mathcal{Y}}(A \times B)$ does not generally
hold. We show in our next example that the inequality can go both ways (either $\underline{P}_{T V}^{\mathcal{X} \times \mathcal{Y}}(A \times B)<\underline{P}_{T V}^{\mathcal{X}} \boxtimes \underline{P}_{T V}^{\mathcal{Y}}(A \times B)$ or the reverse $)$.
Example 17. Take the distortion models $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{Y}}\right) \subseteq$ $\mathbb{P}^{*}(\mathcal{Y})$ induced by the probability measures $P_{0}^{\mathcal{X}}$ and $P_{0}^{\mathcal{Y}}$ and the distortion factor $\delta=0.1$. On the one hand, assume that there are some events $A \subseteq \mathcal{X}$ and $B \subseteq \mathcal{Y}$ such that $P_{0}^{\mathcal{X}}(A)=P_{0}^{\mathcal{Y}}(B)=0.5$. We obtain that:

$$
\underline{P}_{T V}^{\mathcal{X} \times \mathcal{Y}}(A \times B)=0.15<0.16=\underline{P}_{T V}^{\mathcal{X}} \boxtimes \underline{P}_{T V}^{\mathcal{Y}}(A \times B)
$$

On the other hand, assume that there are $A \subseteq \mathcal{X}$ and $B \subseteq \mathcal{Y}$ satisfying $P_{0}^{\mathcal{X}}(A)=$ $P_{0}^{\mathcal{Y}}(B)=0.6$. We obtain that:

$$
\underline{P}_{T V}^{\mathcal{X} \times \mathcal{Y}}(A \times B)=0.26>0.25=\underline{P}_{T V}^{\mathcal{X}} \boxtimes \underline{P}_{T V}^{\mathcal{Y}}(A \times B) .
$$

Therefore, there is no dominance relationship between the lower probabilities obtained with the two approaches.

Let us now show through an example that the TV model is not closed under strong products.

Example 18. Consider again the setting of our running Example 3. Given the events $\left\{\left(x_{1}, y_{1}\right)\right\}$ and $\left\{x_{1}\right\} \times \mathcal{Y}$,

$$
\begin{aligned}
& \underline{P}_{T V}^{\mathcal{X}} \boxtimes \underline{P}_{T V}^{\mathcal{Y}}\left(\left\{\left(x_{1}, y_{1}\right)\right\}\right)=0.2 \cdot 0.4=0.08, \\
& \bar{P}_{T V}^{\mathcal{X}} \boxtimes \bar{P}_{T V}^{\mathcal{Y}}\left(\left\{\left(x_{1}, y_{1}\right)\right\}\right)=0.4 \cdot 0.6=0.24, \\
& \underline{P}_{T V}^{\mathcal{X}} \boxtimes \underline{P}_{T V}^{\mathcal{Y}}\left(\left\{x_{1}\right\} \times \mathcal{Y}\right)=\underline{P}_{T V}^{\mathcal{X}}\left(\left\{x_{1}\right\}\right)=0.2, \\
& \bar{P}_{T V}^{\mathcal{X}} \boxtimes \bar{P}_{T V}^{\mathcal{Y}}\left(\left\{x_{1}\right\} \times \mathcal{Y}\right)=\bar{P}_{T V}^{\mathcal{X}}\left(\left\{x_{1}\right\}\right)=0.4 .
\end{aligned}
$$

Since the differences between the upper and lower probabilities of the two events do not coincide ( 0.16 and 0.2 , respectively) and they are all strictly positive, we deduce that $\underline{P}_{T V}^{\mathcal{X}} \boxtimes \underline{P}_{T V}^{\mathcal{Y}}$ is not a TV model.

## Natural extension of marginal models

Consider now two TV models $B_{d_{T V}}^{\delta \mathcal{X}}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{T V}}^{\delta_{\mathcal{Y}}}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$. Using Equations (5) and (6), we can give the form of the natural extension in the events $A \times B$ for $A \subset \mathcal{X}$ and $B \subset \mathcal{Y}$ :

$$
\begin{aligned}
\underline{E}_{T V}(A \times B) & =\max \left\{\underline{P}_{T V}^{\mathcal{X}}(A)+\underline{P}_{T V}^{\mathcal{Y}}(B)-1,0\right\} \\
& =\max \left\{P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)-1-\left(\delta_{\mathcal{X}}+\delta_{\mathcal{Y}}\right), 0\right\} . \\
\bar{E}_{T V}(A \times B) & =\min \left\{\bar{P}_{T V}^{\mathcal{X}}(A), \bar{P}_{T V}^{\mathcal{Y}}(B)\right\}=\min \left\{P_{0}^{\mathcal{X}}(A)+\delta_{\mathcal{X}}, P_{0}^{\mathcal{Y}}(B)+\delta_{\mathcal{Y}}\right\} .
\end{aligned}
$$

When the distortion parameters coincide, $\delta_{\mathcal{X}}=\delta_{\mathcal{Y}}=\delta$, these expressions simplify to:

$$
\begin{align*}
\underline{E}_{T V}(A \times B) & =\max \left\{P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)-1-2 \delta, 0\right\} \\
& =\max \left\{P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)-1,2 \delta\right\}-2 \delta  \tag{27}\\
\bar{E}_{T V}(A \times B) & =\min \left\{P_{0}^{\mathcal{X}}(A)+\delta, P_{0}^{\mathcal{Y}}(B)+\delta\right\}=\min \left\{P_{0}^{\mathcal{X}}(A), P_{0}^{\mathcal{Y}}(B)\right\}+\delta \tag{28}
\end{align*}
$$

The lower and upper natural extension have a similar form as a TV model. However, the lower bound of the natural extension in Equation 27) has a distortion

Following our initial assumption that $P_{0} \in \mathbb{P}^{*}(\mathcal{X})$ and that $\delta$ is small enough so that $B_{d_{K}}^{\delta}\left(P_{0}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$, the credal set $B_{d_{K}}^{\delta}\left(P_{0}\right)$ can be expressed as:

$$
B_{d_{K}}^{\delta}\left(P_{0}\right)=\left\{P \in \mathbb{P}(\mathcal{X}) \mid \underline{F}_{K}(x) \leq F_{P}(x) \leq \bar{F}_{K}(x) \forall x \in \mathcal{X}\right\}
$$

where $\underline{F}_{K}$ and $\bar{F}_{K}$ are given by:

$$
\begin{aligned}
& \underline{F}_{K}\left(x_{i}\right)=\max \left\{0, F_{P_{0}}\left(x_{i}\right)-\delta\right\}=F_{P_{0}}\left(x_{i}\right)-\delta \\
& \bar{F}_{K}\left(x_{i}\right)=\min \left\{1, F_{P_{0}}\left(x_{i}\right)+\delta\right\}=F_{P_{0}}\left(x_{i}\right)+\delta \quad \forall i=1, \ldots, n-1
\end{aligned}
$$

639
parameter of $2 \delta$, while the upper bound of the natural extension in Equation (28) has a distortion parameter of $\delta$. This fact suggests that, as happened with the COR model, the natural extension of the TV model can neither be expressed as $\mathcal{E}\left(\underline{P}_{T V}^{\mathcal{X}}, \underline{P}_{T V}^{\mathcal{Y}}\right)=B_{d_{T V}}^{\delta}\left(\underline{E}_{P_{0}^{\chi}, P_{0}^{y}}\right)$ nor as $\mathcal{E}\left(\underline{P}_{T V}^{\mathcal{X}}, \underline{P}_{T V}^{\mathcal{Y}}\right)=B_{d_{T V}}^{2 \delta}\left(\underline{E}_{P_{0}^{\chi}, P_{0}^{y}}\right)$. This is illustrated in our next example.
Example 19. Consider the spaces $\mathcal{X}$ and $\mathcal{Y}$ and the probabilities $P_{0}^{\mathcal{X}}$ and $P_{0}^{\mathcal{Y}}$ from Example 3. Given the event $E_{4}=\left\{\left(x_{2}, y_{2}\right)\right\}$, we deduce from Equations (27) and (7) that

$$
\begin{aligned}
\underline{E}_{T V}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right) & =\max \left\{P_{0}^{\mathcal{X}}\left(\left\{x_{2}\right\}\right)+P_{0}^{\mathcal{Y}}\left(\left\{y_{2}\right\}\right)-1-2 \delta, 0\right\} \\
& =0.2-2 \delta=\underline{E}_{P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{y}}}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)-2 \delta
\end{aligned}
$$

for every $\delta \in(0,0.1)$. On the other hand, if we consider the event $E_{1}=\left\{\left(x_{2}, y_{2}\right)\right\}^{c}$, we deduce from Equations (28) and (8) that

$$
\begin{aligned}
\underline{E}_{T V}\left(\left\{\left(x_{2}, y_{2}\right)\right\}^{c}\right) & =1-\bar{E}_{T V}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)=0.5-\delta \quad \text { while } \\
\underline{E}_{P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{y}}}\left(\left\{\left(x_{2}, y_{2}\right)\right\}^{c}\right) & =1-\bar{E}_{P_{0}^{\chi}, P_{0}^{y}}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)=0.5
\end{aligned}
$$

meaning that we should distort $\underline{E}_{P_{0}^{x}, P_{0}^{y}}$ by $\delta$. We conclude from this that $\underline{E}_{T V}$ is not a TV model starting from $\underline{E}_{P_{0}^{\chi}, P_{0}^{\nu}}$.

To see that it is not a TV model starting from any probability measure on $\mathcal{X} \times \mathcal{Y}$, recall that, if that was the case, it should be $\bar{E}_{T V}(C)-\underline{E}_{T V}(C)=2 \delta$ whenever $0<\underline{E}_{T V}(C)<\bar{E}_{T V}(C)<1$. But in this case we have

$$
\begin{aligned}
& \bar{E}_{T V}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)-\underline{E}_{T V}\left(\left\{\left(x_{2}, y_{2}\right)\right\}\right)=0.5+\delta-(0.2-2 \delta)=0.3+3 \delta \\
& \bar{E}_{T V}\left(\mathcal{X} \times\left\{y_{2}\right\}\right)-\underline{E}_{T V}\left(\mathcal{X} \times\left\{y_{2}\right\}\right)=0.5+\delta-(0.5-2 \delta)=3 \delta,
\end{aligned}
$$

a contradiction.

## 7. Kolmogorov model

Our next distortion model is very much related to the total variation, because it can be regarded as the case when instead of comparing the probability measures we compare their associated distribution functions. It is referred to as Kolmogorov's distortion model ( K model, for short).

Assuming that $\mathcal{X}$ is an ordered space, the Kolmogorov distance between two probability measures is defined by

$$
d_{K}(P, Q)=\max _{x \in \mathcal{X}}\left|F_{P}(x)-F_{Q}(x)\right| .
$$

since $B_{d_{\underline{K}}}^{\delta}\left(P_{0}\right) \subseteq \mathbb{P}^{*}\left(P_{0}\right)$, and $\underline{F}_{K}\left(x_{n}\right)=\bar{F}_{K}\left(x_{n}\right)=1$. This means that $B_{d_{K}}^{\delta}\left(P_{0}\right)=$ $\mathcal{M}\left(\underline{F}_{K}, \bar{F}_{K}\right)$, so it coincides with the credal set of a p-box. We will denote as $\underline{P}_{K}$

Consider a three-element space $\mathcal{X}=\left\{x_{1}, x_{2}, x_{3}\right\}, P_{0}^{1}=(0.25,0.25,0.5), \delta_{1}=$ 0.05 and consider the associated $K$ model $B_{d_{K}}^{\delta_{1}}\left(P_{0}^{1}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$. On the other hand, let $B_{d_{K}}^{\delta_{2}}\left(P_{0}^{2}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ be the $K$ model induced by the probability measure $P_{0}^{2}=$ $(0.15,0.35,0.5)$ and $\delta_{2}=0.05$. Since the conjunction of two p-boxes $\left(\underline{F}_{1}, \bar{F}_{1}\right)$ and $\left(\underline{F}_{2}, \bar{F}_{2}\right)$ is the $p$-box $\left(\max \left\{\underline{F}_{1}, \underline{F}_{2}\right\}\right.$, min $\left.\left\{\bar{F}_{1}, \bar{F}_{2}\right\}\right)$, we have that

$$
\min \left\{\bar{F}_{K_{1}}\left(x_{1}\right), \bar{F}_{K_{2}}\left(x_{1}\right)\right\}-\max \left\{\underline{F}_{K_{1}}\left(x_{1}\right), \underline{F}_{K_{2}}\left(x_{1}\right)\right\}=0.2-0.2=0, \quad \text { and }
$$

$$
\min \left\{\bar{F}_{K_{1}}\left(x_{2}\right), \bar{F}_{K_{2}}\left(x_{2}\right)\right\}-\max \left\{\underline{F}_{K_{1}}\left(x_{2}\right), \underline{F}_{K_{2}}\left(x_{2}\right)\right\}=0.55-0.45=0.1
$$

meaning that this conjunction is not a distortion model induced by the Kolmogorov distance.

However, despite the fact that the K model is not closed under conjunction, this conjunction still remains a p-box 16. Among other things, this means that we have a straightforward way to check whether the conjunction of two models $\mathcal{M}_{1}=B_{d_{K}}^{\delta_{1}}\left(P_{0}^{1}\right)$ and $\mathcal{M}_{2}=B_{d_{K}}^{\delta_{2}}\left(P_{0}^{2}\right)$ is non-empty. We have that $\mathcal{M}_{1} \cap \mathcal{M}_{2} \neq \emptyset$ if and only if

$$
\min \left\{\bar{F}_{K_{1}}\left(x_{i}\right), \bar{F}_{K_{2}}\left(x_{i}\right)\right\}-\max \left\{\underline{F}_{K_{1}}\left(x_{i}\right), \underline{F}_{K_{2}}\left(x_{i}\right)\right\} \geq 0 \quad \forall x_{i} \in \mathcal{X}
$$

and $\bar{P}_{K}$ the lower and upper probabilities associated with $B_{d_{K}}^{\delta}\left(P_{0}\right)$. We refer to [31, Sec. 3] for a study of the Kolmogorov model.

### 7.1. Merging.

## Conjunction

We start studying the behaviour of the Kolmogorov model under conjunction. Next example demonstrates that the conjunction of two K models, while being a p-box, does not necessarily correspond to a p-box induced by a K model.

Example 20. For the model induced by the Kolmogorov distance and for those events $A$ of the type $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ such that $0<\underline{P}_{K}(A) \leq \bar{P}_{K}(A)<1$, we have that $\bar{P}_{K}(A)-\underline{P}_{K}(A)=2 \delta$. Let us now show that this is not necessarily the case or their conjunction.

## Disjunction

The family of Kolmogorov models is not closed under disjunction:
Example 21. Consider $\mathcal{X}=\left\{x_{1}, x_{2}, x_{3}\right\}$ and the probability measures $P_{0}^{1}=$ $(0.5,0.3,0.2), P_{0}^{2}=(0.3,0.5,0.2)$ and $\delta_{1}=\delta_{2}=0.05$. The lower probabilities $\underline{P}_{K_{1}}, \underline{P}_{K_{2}}$ associated with the $K$ models $B_{d_{K}}^{\delta_{1}}\left(P_{0}^{1}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{K}}^{\delta_{2}}\left(P_{0}^{2}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and their disjunction $\underline{P}^{\cup}$, are given in the following table:

|  | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{K_{1}}$ | 0.45 | 0.2 | 0.15 | 0.75 | 0.6 | 0.45 |
| $\underline{P}_{K_{2}}$ | 0.25 | 0.4 | 0.15 | 0.75 | 0.4 | 0.65 |
| $\underline{P}^{\cup}$ | 0.25 | 0.2 | 0.15 | 0.75 | 0.4 | 0.45 |

If $\underline{P}^{\cup}$ was the $K$ model associated with a distribution function $F_{0}$ and a distortion factor $\delta$, its associated $p$-box $(\underline{F}, \bar{F})$ would be determined by the constraints

$$
\begin{aligned}
& {\left[\underline{F}\left(x_{1}\right), \bar{F}\left(x_{1}\right)\right]=\left[F_{0}\left(x_{1}\right)-\delta, F_{0}\left(x_{1}\right)+\delta\right]=[0.25,0.55] \Rightarrow F_{0}\left(x_{1}\right)=0.4, \delta=0.15,} \\
& {\left[\underline{F}\left(x_{2}\right), \bar{F}\left(x_{2}\right)\right]=\left[F_{0}\left(x_{2}\right)-\delta, F_{0}\left(x_{2}\right)+\delta\right]=[0.75,0.85] \Rightarrow F_{0}\left(x_{2}\right)=0.8, \delta=0.05 .}
\end{aligned}
$$

|  | $\left\{x_{1}\right\}$ | $\left\{x_{2}\right\}$ | $\left\{x_{3}\right\}$ | $\left\{x_{1}, x_{2}\right\}$ | $\left\{x_{1}, x_{3}\right\}$ | $\left\{x_{2}, x_{3}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{K_{A}}$ | 0.24 | 0.01 | 0.11 | 0.57 | 0.35 | 0.44 |
| $\underline{P}_{K_{B}}$ | 0.24 | 0.04 | 0.08 | 0.6 | 0.32 | 0.44 |

Thus, $\underline{P}_{K_{A}}, \underline{P}_{K_{B}}$ are outer approximations of $\underline{P}_{K}^{\cup}$. If there was a unique undominated outer approximation, then there should be another probability measure $P^{\prime}$ and $\delta^{\prime}>0$ such that either $\underline{P}_{K_{A}} \leq \underline{P}^{\prime} \leq \underline{P}_{K}^{\cup}$ and $\underline{P}_{K_{B}} \leq \underline{P}^{\prime} \leq \underline{P}_{K}^{\cup}$, where $\underline{P}^{\prime}$ denotes the lower envelope of $B_{d_{K}}^{\delta^{\prime}}\left(P^{\prime}\right)$. However, this means that:

- $\bar{P}^{\prime}\left(\left\{x_{1}\right\}\right)-\underline{P}^{\prime}\left(\left\{x_{1}\right\}\right) \geq \bar{P}^{\cup}\left(\left\{x_{1}\right\}\right)-\underline{P}^{\cup}\left(\left\{x_{1}\right\}\right)=0.55-0.25=0.3$, which implies that $\delta^{\prime}=\frac{1}{2}\left(\bar{P}^{\prime}\left(\left\{x_{1}\right\}\right)-\underline{P}^{\prime}\left(\left\{x_{1}\right\}\right)\right) \geq 0.15$.
- The same reasoning with the event $\left\{x_{1}, x_{2}\right\}$ leads to:

$$
\begin{aligned}
& \bar{P}^{\prime}\left(\left\{x_{1}, x_{2}\right\}\right)-\underline{P}^{\prime}\left(\left\{x_{1}, x_{2}\right\}\right) \\
& \quad \leq \min \left\{\bar{P}_{K_{A}}\left(\left\{x_{1}, x_{2}\right\}\right), \bar{P}_{K_{B}}\left(\left\{x_{1}, x_{2}\right\}\right)\right\}-\max \left\{\underline{P}_{K_{A}}\left(\left\{x_{1}, x_{2}\right\}\right), \underline{P}_{K_{B}}\left(\left\{x_{1}, x_{2}\right\}\right)\right\} \\
& \quad \leq 0.89-0.6=0.29
\end{aligned}
$$

$$
\text { which implies that } \delta^{\prime}=\frac{1}{2}\left(\bar{P}^{\prime}\left(\left\{x_{1}, x_{2}\right\}\right)-\underline{P}^{\prime}\left(\left\{x_{1}, x_{2}\right\}\right)\right) \leq 0.145
$$

This is a contradiction, from which we deduce that there is not a unique undominated outer approximation.

In fact, it is worth noting that the disjunction of two Kolmogorov models is not always a p-box, as we show in this example:

Example 22. Let $\mathcal{X}=\left\{x_{1}, x_{2}, x_{3}\right\}$, and consider the distortion models $B_{d_{K}}^{\delta_{1}}\left(P_{0}^{1}\right) \subseteq$ $\mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{K}}^{\delta_{2}}\left(P_{0}^{2}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ given by the probability measures $P_{0}^{1}=(0.3,0.3,0.4)$, $P_{0}^{2}=(0.6,0.3,0.1)$ and the distortion factors $\delta_{1}=\delta_{2}=0.05$. They induce the $K$ models whose associated p-boxes $\left(\underline{F}_{1}, \bar{F}_{1}\right)$ and $\left(\underline{F}_{2}, \bar{F}_{2}\right)$ are:

|  | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :---: | :---: | :---: | :---: |
| $\underline{F}_{1}$ | 0.25 | 0.55 | 1 |
| $\bar{F}_{1}$ | 0.35 | 0.65 | 1 |$\quad$|  | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :--- | :---: | :---: | :---: |
| $\bar{F}_{2}$ | 0.55 | 0.85 | 1 |
| $\bar{F}_{2}$ | 0.65 | 0.95 | 1 |

Then the disjunction $B_{d_{K}}^{\delta_{1}}\left(P_{0}^{1}\right) \cup B_{d_{K}}^{\delta_{2}}\left(P_{0}^{2}\right)$ determines the lower and upper cdfs:

|  | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :---: | :---: | :---: | :---: |
| $\underline{F}^{\cup}$ | 0.25 | 0.55 | 1 |
| $\bar{F}$ | 0.65 | 0.95 | 1 |

Thus, the cdf associated with $P=(0.25,0.7,0.05)$ would belong to $\mathcal{M}\left(\underline{F}^{\cup}, \bar{F}^{\cup}\right)$ but not to $B_{d_{K}}^{\delta_{1}}\left(P_{0}^{1}\right) \cup B_{d_{K}}^{\delta_{2}}\left(P_{0}^{2}\right)$.

We conclude that the behaviour of the Kolmogorov model is quite inadequate when taking its intersection or union, because it is not preserved by conjunction or disjunction, but also the disjunction is not even a p-box.

## Convex mixture

As for the total variation model, it is rather direct to check that the convex mixture of two K models $B_{d_{K}}^{\delta_{1}}\left(P_{0}^{1}\right)$ and $B_{d_{K}}^{\delta_{2}}\left(P_{0}^{2}\right)$ is again a K model. Indeed, since the convex combination of two p-boxes is simply the convex combination of the lower and upper cdfs, we have

$$
\begin{aligned}
& \epsilon \underline{F}_{K_{1}}(x)+(1-\epsilon) \underline{F}_{K_{2}}(x)=\epsilon F_{P_{0}^{1}}(x)+(1-\epsilon) F_{P_{0}^{2}}(x)-\epsilon \delta_{1}-(1-\epsilon) \delta_{2} \\
& \epsilon \bar{F}_{K_{1}}(x)+(1-\epsilon) \bar{F}_{K_{2}}(x)=\epsilon F_{P_{0}^{1}}(x)+(1-\epsilon) F_{P_{0}^{2}}(x)+\epsilon \delta_{1}+(1-\epsilon) \delta_{2}
\end{aligned}
$$

which are the cdfs induced by the K model $B_{d_{K}}^{\delta_{\epsilon}}\left(P_{0}^{\epsilon}\right)$ with $\delta_{\epsilon}=\epsilon \delta_{1}+(1-\epsilon) \delta_{2}$ and

$$
F_{P_{0}^{\epsilon}}(x)=\epsilon F_{P_{0}^{1}}(x)+(1-\epsilon) F_{P_{0}^{2}}(x) \quad \forall x \in \mathcal{X}
$$

### 7.2. Multivariate setting.

## Marginalisation

In order to study the Kolmogorov model in a multivariate setting, we first need to provide its definition in this context. For this aim, we are now dealing with two ordered spaces $\mathcal{X}=\left\{x_{1}, \ldots, x_{n}\right\}$ and $\mathcal{Y}=\left\{y_{1}, \ldots, y_{m}\right\}$. A bivariate p-box [39] is a pair of component-wise increasing functions $\underline{F}_{\mathcal{X}, \mathcal{Y}}, \bar{F}_{\mathcal{X}, \mathcal{Y}}: \mathcal{X} \times \mathcal{Y} \rightarrow[0,1]$ satisfying $\underline{F}_{\mathcal{X}, \mathcal{Y}} \leq \bar{F}_{\mathcal{X}, \mathcal{Y}}$ and $\underline{F}_{\mathcal{X}, \mathcal{Y}}\left(x_{n}, y_{m}\right)=\bar{F}_{\mathcal{X}, \mathcal{Y}}\left(x_{n}, y_{m}\right)=1$. A bivariate p-box defines a credal set by:

$$
\mathcal{M}\left(\underline{F}_{\mathcal{X}, \mathcal{Y}}, \bar{F}_{\mathcal{X}, \mathcal{Y}}\right)=\left\{P \in \mathbb{P}(\mathcal{X} \times \mathcal{Y}) \mid \underline{F} \leq F_{P} \leq \bar{F}\right\} .
$$

In contrast with the univariate case, the credal set $\mathcal{M}\left(\underline{F}_{\mathcal{X}, \mathcal{Y}}, \bar{F}_{\mathcal{X}, \mathcal{Y}}\right)$ may be empty. When it is non-empty, we can define a coherent lower and upper probability by taking lower and upper envelopes.

A bivariate p-box $\left(\underline{F}_{\mathcal{X}, \mathcal{Y}}, \bar{F}_{\mathcal{X}, \mathcal{Y}}\right)$ defines marginal (univariate) p-boxes $\left(\underline{F}_{\mathcal{X}}, \bar{F}_{\mathcal{X}}\right)$ and $\left(\underline{F}_{\mathcal{Y}}, \bar{F}_{\mathcal{Y}}\right)$, respectively in $\mathcal{X}$ and $\mathcal{Y}$, by:

$$
\begin{aligned}
& \underline{F}_{\mathcal{X}}\left(x_{i}\right)=\underline{F}_{\mathcal{X}, \mathcal{Y}}\left(x_{i}, y_{m}\right), \quad \bar{F}_{\mathcal{X}}\left(x_{i}\right)=\bar{F}_{\mathcal{X}, \mathcal{Y}}\left(x_{i}, y_{m}\right), \quad \forall i=1, \ldots, n . \\
& \underline{F}_{\mathcal{Y}}\left(y_{j}\right)=\underline{F}_{\mathcal{X}, \mathcal{Y}}\left(x_{n}, y_{j}\right), \quad \bar{F}_{\mathcal{Y}}\left(y_{j}\right)=\bar{F}_{\mathcal{X}, \mathcal{Y}}\left(x_{n}, y_{j}\right), \quad \forall j=1, \ldots, m .
\end{aligned}
$$

In that case, the credal sets $\mathcal{M}\left(\underline{F}_{\mathcal{X}}, \bar{F}_{\mathcal{X}}\right)$ and $\mathcal{M}\left(\underline{F}_{\mathcal{Y}}, \bar{F}_{\mathcal{Y}}\right)$ coincide with the $\mathcal{X}$ and $\mathcal{Y}$ projections, respectively, of the probability measures in $\mathcal{M}\left(\underline{F_{\mathcal{X}}}, \mathcal{Y}, \bar{F}_{\mathcal{X}, \mathcal{Y}}\right)$. We refer to [28, 39] for some studies about bivariate p-boxes, and to [32] for some comments on the connection between uni- and bivariate p-boxes.

Given the ordered spaces $\mathcal{X}$ and $\mathcal{Y}$, we define the K model for a bivariate cdf $F_{P_{0}}(x, y)$ as the credal set induced by the bivariate p-box [39]

$$
\begin{equation*}
\underline{F}(x, y)=\max \left\{F_{P_{0}}(x, y)-\delta, 0\right\}, \quad \bar{F}(x, y)=\min \left\{F_{P_{0}}(x, y)+\delta, 1\right\} \tag{29}
\end{equation*}
$$

for every $(x, y) \in \mathcal{X} \times \mathcal{Y}$. We then get the following result regarding the marginals of a bivariate K model:

Proposition 7. Consider the model $B_{d_{K}}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$ and its associated lower prevision $\underline{P}_{K}$. Then, the marginal model $\underline{P}_{K}^{\mathcal{X}}$ induces the credal set $B_{d_{K}}^{\delta}\left(P_{0}^{\mathcal{X}}\right)$ with $P_{0}^{\mathcal{X}}$ the marginal probability of $P_{0}^{\mathcal{X}, \mathcal{Y}}$ on $\mathcal{X}$.

Proof. Let us first notice that the bivariate p-box defined by Equation 29 induces a coherent lower probability, as it corresponds to the projection over events of the kind $\left\{x_{1}, \ldots, x_{i}\right\} \times\left\{y_{1}, \ldots, y_{j}\right\}$ of the coherent lower probability induced by $B_{d_{T V}}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right)$. We can then easily check that the marginal p-box $\left(\underline{F_{\mathcal{X}}}, \bar{F}_{\mathcal{X}}\right)$ satisfies:

$$
\underline{F_{\mathcal{X}}}\left(x_{i}\right)=\underline{F}\left(x_{i}, y_{m}\right)=F_{P_{0}^{\mathcal{X}, \mathcal{Y}}}\left(x_{i}, y_{m}\right)-\delta=F_{P_{0}^{\mathcal{X}}}\left(x_{i}\right)-\delta \quad \forall i=1, \ldots, n-1
$$

that is the lower cdf induced by $B_{d_{K}}^{\delta}\left(P_{0}^{\mathcal{X}}\right)$. Similarly,

$$
\bar{F} \mathcal{X}\left(x_{i}\right)=\bar{F}\left(x_{i}, y_{m}\right)=F_{P_{0}^{\mathcal{X}, \mathcal{Y}}}\left(x_{i}, y_{m}\right)+\delta=F_{P_{0}^{\mathcal{X}}}\left(x_{i}\right)+\delta \quad \forall i=1, \ldots, n-1
$$

Therefore the marginal model also belongs to the Kolmogorov family.

## Independent products

Consider now two marginal K models $B_{d_{K}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{K}}^{\delta}\left(P_{0}^{\mathcal{Y}}\right) \subseteq$ $\mathbb{P}^{*}(\mathcal{Y})$. Regarding the problem of going from marginal models $P_{0}^{\mathcal{X}}, P_{0}^{\mathcal{Y}}$ to joint ones, we can first notice that on the Cartesian product of the events $A_{i}=\left\{x_{1}, \ldots, x_{i}\right\}$ and $B_{j}=\left\{y_{1}, \ldots, y_{j}\right\}$ (with $i<n$ and $j<m$ ), we have

$$
\begin{aligned}
\underline{P}_{K}^{\mathcal{X} \times \mathcal{Y}}\left(A_{i} \times B_{j}\right) & =\underline{F}^{\mathcal{X} \times \mathcal{Y}}\left(x_{i}, y_{j}\right)=F_{P_{0}}\left(x_{i}, y_{j}\right)-\delta, \text { while } \\
\underline{P}_{K}^{\mathcal{X}} \boxtimes \underline{P}_{K}^{\mathcal{Y}}\left(A_{i} \times B_{j}\right) & =\left(F_{P_{0}}^{\mathcal{X}}\left(x_{i}\right)-\delta\right)\left(F_{P_{0}}^{\mathcal{Y}}\left(y_{j}\right)-\delta\right) \\
& =F_{P_{0}}\left(x_{i}, y_{j}\right)-\delta\left(F_{P_{0}}^{\mathcal{X}}\left(x_{i}\right)+F_{P_{0}}^{\mathcal{Y}}\left(y_{j}\right)-\delta\right)
\end{aligned}
$$

where last equation follows from the factorization property in Equation (2). Hence, the equality $\underline{P}_{K}^{\mathcal{X}} \times \mathcal{Y}\left(A_{i} \times B_{j}\right)=\underline{P}_{K}^{\mathcal{X}} \boxtimes \underline{P}_{K}^{\mathcal{Y}}\left(A_{i} \times B_{j}\right)$ may not hold. The inequality can go both ways (either $\underline{P}_{K}^{\mathcal{X} \times \mathcal{Y}}(A \times B)<\underline{P}_{K}^{\mathcal{X}} \boxtimes \underline{P}_{K}^{\mathcal{Y}}(A \times B)$ or the reverse) depending on the value of $\delta$, as we show next.

Example 23. Consider the ordered spaces $\mathcal{X}=\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\mathcal{Y}=\left\{y_{1}, y_{2}\right\}$, and the probability measures $P_{0}^{\mathcal{X}}$ and $P_{0}^{\mathcal{Y}}$ given by:

$$
P_{0}^{\mathcal{X}}\left(\left\{x_{1}\right\}\right)=0.3, P_{0}^{\mathcal{X}}\left(\left\{x_{2}\right\}\right)=0.5, P_{0}^{\mathcal{X}}\left(\left\{x_{3}\right\}\right)=0.2, P_{0}^{\mathcal{Y}}\left(\left\{y_{1}\right\}\right)=P_{0}^{\mathcal{Y}}\left(\left\{y_{2}\right\}\right)=0.5
$$

Consider $\delta=0.1$, the $K$ models $B_{d_{K}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{K}}^{\delta}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$ and their associated lower probabilities $\underline{P}_{K}^{\mathcal{X}}$ and $\underline{P}_{K}^{\mathcal{Y}}$. Then we obtain on the one hand

$$
\begin{aligned}
& \underline{P}_{K}^{\mathcal{X}} \times \mathcal{Y} \\
&\left(\left\{x_{1}\right\} \times\left\{y_{1}\right\}\right)=0.15-\delta=0.05<0.08=(0.3-\delta)(0.5-\delta) \\
&=\underline{P}_{K}^{\mathcal{X}}\left(\left\{x_{1}\right\}\right) \underline{P}_{K}^{\mathcal{Y}}\left(\left\{y_{1}\right\}\right)=\underline{P}_{K}^{\mathcal{X}} \boxtimes \underline{P}_{K}^{\mathcal{Y}}\left(\left\{x_{1}\right\} \times\left\{y_{1}\right\}\right),
\end{aligned}
$$

while on the other hand:

$$
\begin{aligned}
& \underline{P}_{K}^{\mathcal{X}} \times \mathcal{Y} \\
&\left(\left\{x_{1}, x_{2}\right\} \times\left\{y_{1}\right\}\right)=0.4-\delta=0.3>0.28=(0.8-\delta)(0.5-\delta) \\
&=\underline{P}_{K}^{\mathcal{X}}\left(\left\{x_{1}, x_{2}\right\}\right) \underline{P}_{K}^{\mathcal{Y}}\left(\left\{y_{1}\right\}\right)=\underline{P}_{K}^{\mathcal{X}} \boxtimes \underline{P}_{K}^{\mathcal{Y}}\left(\left\{x_{1}, x_{2}\right\} \times\left\{y_{1}\right\}\right) .
\end{aligned}
$$

We conclude that there is no dominance relationship between the coherent lower 719 probabilities obtained by the two approaches.

Let us now show that, as with the other models, K models are not closed under strong products.

Example 24. Consider the same setting of Example 23. The $K$ models are the p-boxes $\left(\underline{F}_{\mathcal{X}}, \bar{F}_{\mathcal{X}}\right),\left(\underline{F}_{\mathcal{Y}}, \bar{F}_{\mathcal{Y}}\right)$ :

| $\mathcal{X}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :---: | :---: | :---: | :---: |
| $\bar{F}_{\mathcal{X}}$ | 0.2 | 0.7 | 1 |
| $\bar{F}_{\mathcal{X}}$ | 0.4 | 0.9 | 1 |$\quad$| $\mathcal{Y}$ | $y_{1}$ | $y_{2}$ |
| :---: | :---: | :---: |
| $\bar{F}_{\mathcal{F}}^{\mathcal{Y}}$ | 0.4 | 1 |
|  | 0.6 | 1 |


|  | $\left\{x_{1}\right\} \times\left\{y_{1}\right\}$ | $\left\{x_{1}\right\} \times \mathcal{Y}$ | $\left\{x_{1}, x_{2}\right\} \times\left\{y_{1}\right\}$ | $\left\{x_{1}, x_{2}\right\} \times \mathcal{Y}$ | $\mathcal{X} \times\left\{y_{1}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{P}_{K}^{\mathcal{X}} \boxtimes \underline{P}_{K}^{\mathcal{Y}}$ | 0.08 | 0.2 | 0.28 | 0.7 | 0.4 |
| $\bar{P}_{K}^{\mathcal{X}} \boxtimes \bar{P}_{K}^{\mathcal{Y}}$ | 0.24 | 0.4 | 0.54 | 0.9 | 0.6 |

If this was a K model, than the differences between the upper and lower probabilities for these events should be constant, which is not the case here.

## Natural extension of marginal models

Consider now two K models $B_{d_{K}}^{\delta \mathcal{X}}\left(P_{0}^{\mathcal{X}}\right)$ and $B_{d_{K}}^{\delta \mathcal{y}}\left(P_{0}^{\mathcal{Y}}\right)$, and let us focus on the problem of applying to them the natural extension. We already know that these K models are equivalent to the univariate p-boxes $\left(\underline{F}_{\mathcal{X}}, \bar{F}_{\mathcal{X}}\right)$ and $\left(\underline{F_{\mathcal{Y}}}, \bar{F}_{\mathcal{Y}}\right)$. Thus, we can use the results from [32, Sec. 3.2], where we studied the natural extension of two p-boxes. In particular, in [32, Prop. 5] we proved that $\mathcal{E}\left(\left(\underline{F}_{\mathcal{X}}, \bar{F}_{\mathcal{X}}\right),\left(\underline{F_{\mathcal{Y}}}, \bar{F}_{\mathcal{Y}}\right)\right)=$ $\mathcal{M}(\underline{F}, \bar{F})$, where $(\underline{F}, \bar{F})$ is the bivariate p-box given, for any $(x, y) \in \mathcal{X} \times \mathcal{Y}$, by:

$$
\begin{equation*}
\underline{F}(x, y)=\max \left\{\underline{F}_{\mathcal{X}}(x)+\underline{F}_{\mathcal{Y}}(y)-1,0\right\}, \quad \bar{F}(x, y)=\min \left\{\bar{F}_{\mathcal{X}}(x), \bar{F}_{\mathcal{Y}}(y)\right\} . \tag{30}
\end{equation*}
$$

Then, the natural extension of two K models is again a p-box. However, our next example shows that this natural extension is not a K model.

Example 25. Consider the spaces $\mathcal{X}$ and $\mathcal{Y}$ and the probabilities $P_{0}^{\mathcal{X}}$ and $P_{0}^{\mathcal{Y}}$ from Example 23 and the associated p-boxes detailed in Example 24. Applying Equation (30), their natural extension is the p-box $(\underline{F}, \bar{F})$ :

| $y_{2}$ | $[0.2,0.4]$ | $[0.7,0.9]$ | $[1,1]$ |
| ---: | :---: | :---: | :---: |
| $y_{1}$ | $[0,0.4]$ | $[0.1,0.6]$ | $[0.4,0.6]$ |
| $\left[\underline{F}\left(x_{i}, y_{j}\right), \bar{F}\left(x_{i}, y_{j}\right)\right]$ | $x_{1}$ | $x_{2}$ | $x_{3}$ |

We can see that:

$$
\bar{F}\left(x_{1}, y_{2}\right)-\underline{F}\left(x_{1}, y_{2}\right)=0.2, \quad \bar{F}\left(x_{2}, y_{1}\right)-\underline{F}\left(x_{2}, y_{1}\right)=0.5 .
$$

Since the differences between $\bar{F}$ and $\underline{F}$ are not constant, we conclude that $(\underline{F}, \bar{F})$ does not correspond to a $K$ model.

We conclude that, even if there is a simple formula for computing the natural extension (Equation (30), the latter is not a Kolmogorov model.

## 8. $L_{1}$ DISTORTION MODEL

We conclude our investigation by considering the distortion model associated with the $L_{1}$ distance. Given two probability measures $P, Q$, their $L_{1}$ distance is

$$
d_{L_{1}}(P, Q)=\sum_{A \subseteq \mathcal{X}}|P(A)-Q(A)|
$$

In order to alleviate the notation, we shall also denote it by $d_{1}$. This distance has been used in robust statistics in 42. When $P_{0} \in \mathbb{P}^{*}(\mathcal{X})$ and $\delta$ is small enough, it induces the credal set $B_{d_{1}}^{\delta}\left(P_{0}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ whose associated lower and upper probabilities are [31, Thm. 11]:

$$
\begin{equation*}
\underline{P}_{L_{1}}(A)=P_{0}(A)-\frac{\delta}{\varphi(|\mathcal{X}|,|A|)} \quad \forall A \neq \emptyset, \mathcal{X} \tag{31}
\end{equation*}
$$

where

$$
\varphi(n, k)=\sum_{l=0}^{k}\binom{k}{l} \sum_{j=0}^{n-k}\binom{n-k}{j}\left|\frac{l}{k}-\frac{j}{n-k}\right| \quad \forall k=1, \ldots, n .
$$

8.1. Merging. Let us analyse the behaviour of the $L_{1}$ model under conjunction, disjunction and convex mixture.

## Conjunction and disjunction

In general, the conjunction of two $L_{1}$ models will not lead to a new $L_{1}$ model. In fact, observe that in the case of ternary spaces, we can establish a relationship between the total variation and $L_{1}$ models. In that case, $\varphi(3,1)=\varphi(3,2)=4$, whence from Equation (31) $\underline{P}_{L_{1}}$ is given by:

$$
\underline{P}_{L_{1}}(A)=P_{0}(A)-\frac{\delta}{4} \quad \forall A \neq \emptyset, \mathcal{X} .
$$

Also, from Equation 25 , the total variation model generated by the probability measure $P_{0}$ and the distortion parameter $\frac{\delta}{4}$ is given by:

$$
\underline{P}_{T V}(A)=P_{0}(A)-\frac{\delta}{4} \quad \forall A \neq \emptyset, \mathcal{X}
$$

Since we are assuming that $\delta$ is small enough such that $\underline{P}_{d_{1}}(A)>0$ for every $A \neq \emptyset$, we conclude that in cardinality three $B_{d_{1}}^{\delta}\left(P_{0}\right)=B_{d_{T V}}^{\delta / 4}\left(P_{0}\right)$. Thus, if we consider $\mathcal{X}=\left\{x_{1}, x_{2}, x_{3}\right\}, P_{0}^{1}=(0.41,0.37,0.22), P_{0}^{2}=(0.37,0.41,0.22)$ and $\delta_{1}=\delta_{2}=0.48$, we obtain that

$$
B_{d_{1}}^{0.48}\left(P_{0}^{1}\right)=B_{d_{T V}}^{0.12}\left(P_{0}^{1}\right) \text { and } B_{d_{1}}^{0.48}\left(P_{0}^{2}\right)=B_{d_{T V}}^{0.12}\left(P_{0}^{2}\right)
$$

Using Example 15, we conclude that the family of $L_{1}$ models is not closed under conjunction nor disjunction.

Moreover, taking into account this same connection between the TV and the $L_{1}$ models on ternary spaces as well as Example 16, we conclude that the disjunction of two $L_{1}$ models does not possess a unique undominated outer approximation in the $L_{1}$ family.

Several facts indicate that checking in which cases the conjunction of two $L_{1}$ models is a $L_{1}$ model is a difficult task, for a number of reasons: (i) a $L_{1}$ model is not determined in general by the lower probability it defines on events, in the sense that a probability measure $P$ may dominate the lower envelope of $B_{d_{1}}^{\delta}\left(P_{0}\right)$ on any

## Convex mixture

Again, it is rather direct to check that, if we consider their restriction on events, the convex mixture of two lower probabilities associated to $L_{1}$ models $B_{d_{1}}^{\delta_{1}}\left(P_{0}^{1}\right)$ and $B_{d_{1}}^{\delta_{2}}\left(P_{0}^{2}\right)$ is again a lower probability associated to an $L_{1}$ model, as we have
$\epsilon \underline{P}_{L_{1}}^{\delta_{1}}(A)+(1-\epsilon) \underline{P}_{L_{1}}^{\delta_{2}}(A)=\epsilon P_{0}^{1}(A)+(1-\epsilon) P_{0}^{2}(A)-\epsilon \frac{\delta_{1}}{\varphi(|\mathcal{X}|,|A|)}-(1-\epsilon) \frac{\delta_{2}}{\varphi(|\mathcal{X}|,|A|)}$
which are lower probabilities induced by the $L_{1}$ model $B_{d_{1}}^{\delta_{\epsilon}}\left(P_{0}^{\epsilon}\right)$ with $\delta_{\epsilon}=\epsilon \delta_{1}+$ $(1-\epsilon) \delta_{2}$ and

$$
P_{0}^{\epsilon}(\{x\})=\epsilon P_{0}^{1}(\{x\})+(1-\epsilon) P_{0}^{2}(\{x\}) \quad \forall x \in \mathcal{X} .
$$

Since $L_{1}$ models can be described by their lower probabilities whenever $n \leq 11$, this is sufficient to show that in those cases the model is closed under convex mixture. The case $n>11$, for which we have no simple and explicit description of the lower envelope of the $L_{1}$ model, remains an open problem.

### 8.2. Multivariate setting.

## Marginalisation

For the multivariate case, let us first look at the marginals of a joint $L_{1}$ model $B_{d_{1}}^{\delta}\left(P_{0}^{\mathcal{X}, \mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X} \times \mathcal{Y})$. Somewhat surprisingly, the marginal model of a $L_{1}$ model is not a $L_{1}$ model, as our next example shows.

Example 26. Let $\mathcal{X}=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$, $\mathcal{Y}=\left\{y_{1}, y_{2}\right\}, P_{0}^{\mathcal{X}, \mathcal{Y}}$ the uniform distribution on $\mathcal{X} \times \mathcal{Y}$ and consider the distortion parameter $\delta=0.1$. Then:

$$
\begin{aligned}
\underline{P}_{L_{1}}^{\mathcal{X}}\left(\left\{x_{i}\right\}\right) & =\underline{P}_{L_{1}}\left(\left\{x_{i}\right\} \times \mathcal{Y}\right)=P_{0}\left(\left\{x_{i}\right\} \times \mathcal{Y}\right)-\frac{0.1}{\varphi(8,2)}=\frac{1}{4}-\frac{0.1}{84} \\
& =P_{0}^{\mathcal{X}}\left(\left\{x_{i}\right\}\right)-\frac{\delta_{\mathcal{X}}}{\varphi(4,1)}=\frac{1}{4}-\frac{\delta_{\mathcal{X}}}{8} \Rightarrow \delta_{\mathcal{X}}=\frac{0.1}{10.5} \\
\underline{P}_{L_{1}}^{\mathcal{X}}\left(\left\{x_{i}, x_{j}\right\}\right) & =\underline{P}_{L_{1}}\left(\left\{x_{i}, x_{j}\right\} \times \mathcal{Y}\right)=P_{0}\left(\left\{x_{i}, x_{j}\right\} \times \mathcal{Y}\right)-\frac{0.1}{\varphi(8,4)}=\frac{1}{2}-\frac{0.1}{70} \\
& =P_{0}^{\mathcal{X}}\left(\left\{x_{i}, x_{j}\right\}\right)-\frac{\delta_{\mathcal{X}}}{\varphi(4,2)}=\frac{1}{2}-\frac{\delta_{\mathcal{X}}}{6} \Rightarrow \delta_{\mathcal{X}}=\frac{0.3}{35}
\end{aligned}
$$

Since $\frac{0.1}{10.5} \neq \frac{0.3}{35}$, we conclude that the marginal model does not belong to the $L_{1}$ family.

## Independent products

We now investigate what happens when building a joint from marginal $L_{1}$ models $B_{d_{1}}^{\delta}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{1}}^{\delta}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$. Again, on Cartesian products of events, we have

$$
\underline{P}_{L_{1}}^{\mathcal{X} \times \mathcal{Y}}(A \times B)=P_{0}^{\mathcal{X} \times \mathcal{Y}}(A \times B)-\frac{\delta}{\varphi(|\mathcal{X} \times \mathcal{Y}|,|A \times B|)}
$$

while

$$
\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}(A \times B)=\left(P_{0}^{\mathcal{X}}(A)-\frac{\delta}{\varphi(|\mathcal{X}|,|A|)}\right)\left(P_{0}^{\mathcal{Y}}(B)-\frac{\delta}{\varphi(|\mathcal{Y}|,|B|)}\right) .
$$

In that case, it may happen that $\underline{P}_{L_{1}}^{\mathcal{X} \times \mathcal{Y}}(A \times B) \geq \underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}(A \times B)$ or $\underline{P}_{L_{1}}^{\mathcal{X} \times \mathcal{Y}}(A \times$ $B) \leq \underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}(A \times B)$, even with strict inequality, as we show in next example.

Example 27. Consider $\mathcal{X}$ and $\mathcal{Y}$ such that $|\mathcal{X}|=|\mathcal{Y}|=2, P_{0}$ the uniform distribution on $\mathcal{X} \times \mathcal{Y}$ and $A, B$ two singletons. The connection between $\underline{P}_{L_{1}}^{\mathcal{X}} \times \mathcal{Y}(A \times B)$ and $\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}(A \times B)$ depends on whether $\delta>\frac{3}{2}$ or $\delta<\frac{3}{2}$. The reason is that if $A \subseteq \mathcal{X}$ and $B \subseteq \mathcal{Y}$ are singletons, $\varphi(|\mathcal{X}|,|A|)=\varphi(|\mathcal{Y}|,|B|)=2, \varphi(|\mathcal{X} \times \mathcal{Y}|,|A \times B|)=$ $\varphi(4,1)=8, P_{0}(A \times B)=\frac{1}{4}$ and $P_{0}^{\mathcal{X}}(A)=P_{0}^{\mathcal{Y}}(B)=\frac{1}{2}$. Hence:

$$
\underline{P}_{L_{1}}^{\mathcal{X} \times \mathcal{Y}}(A \times B)=\frac{1}{4}-\frac{\delta}{8}, \quad \underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}(A \times B)=\left(\frac{1}{2}-\frac{\delta}{2}\right) \cdot\left(\frac{1}{2}-\frac{\delta}{2}\right) .
$$

Operating, we obtain that $\underline{P}_{L_{1}}^{\mathcal{X} \times \mathcal{Y}}(A \times B)>\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}(A \times B)$ if and only if $\delta<\frac{3}{2}$ and $\underline{P}_{L_{1}}^{\mathcal{X}} \times \mathcal{Y}(A \times B)<\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}(A \times B)$ if and only if $\delta>\frac{3}{2}$. Therefore, in general there is no dominance relation between the two approaches.

Let us now show through an example that the $L_{1}$ model is also not closed under strong products.

Example 28. Let us consider the case where $\mathcal{X}=\left\{x_{1}, x_{2}\right\}$ and $\mathcal{Y}=\left\{y_{1}, y_{2}\right\}$ with $P_{0}^{\mathcal{X}}$ and $P_{0}^{\mathcal{Y}}$ uniform with some $\delta$. Let us now assume that $\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}$ is a $L_{1}$ model with some $\delta^{*}$. Due to the factorization property, we have

$$
\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}\left(\left\{\left(x_{i}, y_{j}\right)\right\}\right)=\left(0.5-\frac{\delta}{2}\right)\left(0.5-\frac{\delta}{2}\right) \text { for } i, j \in\{1,2\}
$$

and since by assumption this should also be a $L_{1}$ model with a uniform distribution, we should also have

$$
\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}\left(\left\{\left(x_{i}, y_{j}\right)\right\}\right)=\frac{1}{4}-\frac{\delta^{*}}{\varphi(4,1)}=\frac{1}{4}-\frac{\delta^{*}}{8} .
$$

Fixing $\delta=0.1$, the two equalities lead to

$$
\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}\left(\left\{\left(x_{i}, y_{j}\right)\right\}\right)=0.45^{2}=\frac{1}{4}-\frac{\delta^{*}}{8}
$$

which gives us $\delta^{*}=0.38$ for the joint model $\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}$. However, on the event $\left\{x_{1}\right\} \times \mathcal{Y}$ this gives $\underline{P}_{L_{1}}^{\mathcal{X}} \boxtimes \underline{P}_{L_{1}}^{\mathcal{Y}}\left(\left\{x_{1}\right\} \times \mathcal{Y}\right)=0.45$, which is different from $1 / 2-$ $\delta^{*} / \varphi(4,2)=0.437$.

## Natural extension of marginal models

Consider now two $L_{1}$ models $B_{d_{1}}^{\delta \mathcal{X}}\left(P_{0}^{\mathcal{X}}\right) \subseteq \mathbb{P}^{*}(\mathcal{X})$ and $B_{d_{1}}^{\delta \mathcal{Y}}\left(P_{0}^{\mathcal{Y}}\right) \subseteq \mathbb{P}^{*}(\mathcal{Y})$ in $\mathcal{X}$ and $\mathcal{Y}$, respectively. Using Equations (5) and (6), we can give the form of the lower and upper bounds of their natural extension in the events $A \times B$ :

$$
\begin{aligned}
& \underline{E}_{L_{1}}(A \times B)=\max \left\{P_{0}^{\mathcal{X}}(A)-\frac{\delta_{\mathcal{X}}}{\varphi(|\mathcal{X}|,|A|)}+P_{0}^{\mathcal{Y}}(B)-\frac{\delta_{\mathcal{Y}}}{\varphi(|\mathcal{Y}|,|B|)}-1,0\right\} . \\
& \bar{E}_{L_{1}}(A \times B)=\min \left\{P_{0}^{\mathcal{X}}(A)+\frac{\delta_{\mathcal{X}}}{\varphi(|\mathcal{X}|,|A|)}, P_{0}^{\mathcal{Y}}(B)+\frac{\delta_{\mathcal{Y}}}{\varphi(|\mathcal{Y}|,|B|)}\right\} .
\end{aligned}
$$

When the distortion parameters coincide, these expressions simplify to:

$$
\begin{aligned}
& \underline{E}_{L_{1}}(A \times B)=\max \left\{P_{0}^{\mathcal{X}}(A)+P_{0}^{\mathcal{Y}}(B)-1-\delta\left(\frac{1}{\varphi(|\mathcal{X}|,|A|)}+\frac{1}{\varphi(|\mathcal{Y}|,|B|)}\right), 0\right\} . \\
& \bar{E}_{L_{1}}(A \times B)=\min \left\{P_{0}^{\mathcal{X}}(A)+\frac{\delta}{\varphi(|\mathcal{X}|,|A|)}, P_{0}^{\mathcal{Y}}(B)+\frac{\delta}{\varphi(|\mathcal{Y}|,|B|)}\right\} .
\end{aligned}
$$

Note that none of the equations can be simplified, because even if the distortion parameters coincide, the expressions depend on the values $\varphi(|\mathcal{X}|,|A|)$ and $\varphi(|\mathcal{Y}|,|B|)$.

Taking this into account, we deduce that in general $\mathcal{E}\left(\underline{P}_{L_{1}}^{\mathcal{X}}, \underline{P}_{L_{1}}^{\mathcal{Y}}\right)$ cannot be expressed as $B_{d_{1}}^{\delta}\left(\underline{E}_{P_{0}^{\chi}, P_{0}^{\mathcal{y}}}\right)$ : it suffices to note that, since $\mathcal{X}, \mathcal{Y}$ are binary spaces, $B_{d_{1}}^{\delta}\left(P_{0}\right)=B_{d_{T V}}^{\delta / 2}\left(P_{0}\right)$ (see for instance [31, p.646]), so we can use the same Example 19 for the TV model to deduce that we do not have the equality between $\mathcal{E}\left(\underline{P}_{L_{1}}^{\mathcal{X}}, \underline{P}_{L_{1}}^{\mathcal{Y}}\right)$ and $B_{d_{1}}^{\delta}\left(\underline{E}_{P_{0}^{\mathcal{x}}, P_{0}^{y}}\right)$.

## 9. Conclusions

The variety of distortion models present in the literature makes it interesting to develop tools to compare their behaviour in a number of situations, so as to be able to choose the most appropriate model in each scenario. In this paper, we have complemented our earlier work in [30, 31] and compared six different distortion models by determining (i) if they are closed under conjunction, disjunction or convex mixture; (ii) whether there is a unique procedure to build an independent product; (iii) if they are closed under marginalisation; and (iv) whether the procedures of distortion and natural extension commute. Tables 1 and 2 summarise our results. From these tables, it is clear that the PMM and LV models are the most stable, and that the least stables are the COR and $L_{1}$ models, respectively from the merging and multi-variate point of view.

|  | Conjunction | Disjunction | Mixture | Unique OA? |
| :---: | :---: | :---: | :---: | :---: |
| PMM | YES [29, Prop.12] | NO (Ex.2) | YES | YES [29, Prop.12] |
| LV | YES (Prop 3) | NO (Ex ${ }^{5}$ | YES | YES [33, Prop.8] |
| COR | NO (Ex 9 ) | NO (Ex 10 | NO (Ex.11) | NO (Ex 10 ) |
| TV | NO (Ex 15 | NO (Ex 15 | YES | NO (Ex 16 ) |
| K | NO (Ex 20 | NO (Ex 21 | YES | NO (Ex 21 ) |
| $L_{1}$ | NO (Ex, 15 | NO (Ex. 15 | YES | NO (Ex $\overline{16}$ ) |

TABLE 1. Behaviour of the neighbourhood models under conjunction, disjunction and convex mixture.

In the case of the natural extension, we should remark that, strictly speaking, the natural extension of two marginal pari mutuel models is only a PMM if we regard it as a PMM-distortion like of a lower probability, but not in the sense of Definition 2, see Theorem 2 for more details.

Beyond these comparisons, there are a few global remarks that we find interesting:

- Regarding merging, the union of two convex sets $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ will not be convex in general [54, Thm. 6], and it is common to consider the convex hull $\operatorname{ch}\left(\mathcal{M}_{1} \cup \mathcal{M}_{2}\right)$ of the union. None of the distortion models considered

|  | Marginalising | Strong Product | Natural Extension |
| :---: | :---: | :---: | :---: |
| PMM | YES [29] Sec.6.2] | NO (Ex4) | YES (Thm 2 ) |
| LV | YES (Prop, 4 ) | NO (Ex 7 ) | NO (Ex.8) |
| COR | YES (Prop 5 ) | NO (Ex 13 ) | NO (Ex 14 |
| TV | YES (Prop 6) | NO (Ex ${ }^{18}$ | NO (Ex $\sqrt{19}$ |
| K | YES (Prop ${ }^{7}$ ) | NO (Ex ${ }^{24}$ | NO (Ex 25 |
| $L_{1}$ | NO (Ex 26 | NO (Ex 28 | NO (Ex [19] |

TABLE 2. Behaviour of the neighbourhood models under different operations.
in this study is closed under disjunction; we may then consider the problem of outer approximating this disjunction within that family. However, this outer approximation is not unique [33]. The PMM and LV models, being special instances of probability intervals, are remarkable exceptions, as for any set $\mathcal{M}$, its greatest outer-approximation in terms of the pari mutuel or the linear vacuous is unique [33].

- The results regarding the problem of constructing a joint model, and the relation between the two approaches considered here (combine then distort vs. distort then combine), are valid for other independence notions from imprecise probability [11. Indeed, most of them (including epistemic independence and random set independence, for instance) also satisfy Equation (2), hence the inequality concerning events of the kind $A \times B$ remains true for them. As this factorisation property is also true for lower probabilities, the various examples and discussion given for the different models also apply to them. This may be an important issue when having to choose whether one should first combine then discount, or discount then combine. We can nevertheless observe that there is essentially one way to apply the first option (using stochastic independence), and many to apply the second (as one has to choose an adequate notion of independence).
Taking these results into account, it may be interesting to look at the problem from a different angle: to characterise those distortion models that are closed under merging operations in terms of the properties of the distorting function $d$. While this is left as future research, we can give a number of preliminary comments. On the one hand, it may be useful to consider some of the properties from 30, 31, where we characterised those distorting functions $d$ determining probability intervals, for which it may be easier to analyse their conjunction and disjunction, using results from de Campos et al. [13]. Note nevertheless that whether those probability intervals will remain distortion models is not guaranteed in general. With respect to the natural extension, we think that Proposition 1 should be useful in this regard; and concerning independent products, we conjecture that the equality between the two approaches considered in the paper will only hold in very particular cases.

Our work in this paper may be extended in a number of ways: on the one hand, we may consider other distortion models, such as those based on divergences such as Kullback-Leibler [12, 35] or the recently introduced nearly-linear models [10]; on the other hand, we may consider other models of merging [52] or of independence [11]; and we may take the approach one step further and consider distorted credal sets, considering the ideas put forward by Moral in (35.
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[^0]:    ${ }^{1}$ Excluding therefore distances or divergences such as the Euclidean distance or KullbackLeibler divergence, that do not induce polytopes.

[^1]:    ${ }^{2}$ Recall that the indicator $I_{A}$ of an event $A$ is the gamble that takes the value 1 on the elements of $A$ and 0 elsewhere.

[^2]:    ${ }^{3}$ It should however be noted that convexity is not desirable in every situation: for instance Seidenfeld et al. 45] show in a decision-making context that when considering pairs of imprecise probabilities and utilities, one may have to let go of convexity.

[^3]:    ${ }^{4}$ The constant odds ratio model is an exception.

[^4]:    ${ }^{5}$ This second approach is reminiscent of that considered by Moral in 35] for the distortion of credal sets (there with the name discounting): he distorts each of the elements in the initial credal sets, and then takes the closure of the union of those credal sets obtained. In particular, he investigated the cases of the total variation distance and the linear vacuous mixtures we shall consider later on in this paper.

