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ABSTRACT

Context. Type Ia supernovae (SNe Ia) are useful distance indicators in cosmology, provided their luminosity is standardized by applying empirical
corrections based on light-curve properties. One factor behind these corrections is dust extinction, which is accounted for in the color—luminosity
relation of the standardization. This relation is usually assumed to be universal, which can potentially introduce systematics into the standardization.
The “mass step” observed for SN Ia Hubble residuals has been suggested as one such systematic.

Aims. We seek to obtain a more complete view of dust attenuation properties for a sample of 162 SN Ia host galaxies and to probe their link to the
mass step.

Methods. We inferred attenuation laws toward hosts from both global and local (4 kpc) Dark Energy Survey photometry and composite stellar
population model fits.

Results. We recovered a relation between the optical depth and the attenuation slope, best explained by differing star-to-dust geometry for different
galaxy orientations, which is significantly different from the optical depth and extinction slope relation observed directly for SNe. We obtain a
large variation of attenuation slopes and confirm these change with host properties, such as the stellar mass and age, meaning a universal SN Ia
correction should ideally not be assumed. Analyzing the cosmological standardization, we find evidence for a mass step and a two-dimensional
“dust step”, both more pronounced for red SNe. Although comparable, the two steps are not found to be completely analogous.

Conclusions. We conclude that host galaxy dust data cannot fully account for the mass step, using either an alternative SN standardization with
extinction proxied by host attenuation or a dust-step approach.

Key words. dust, extinction — supernovae: general — distance scale — galaxies: general

1. Introduction discrepancy is usually called Hubble tension (e.g., Dhawan et al.

. . 2018; Feeney et al. 2018; Riess et al. 2019), with current mea-
Type Ia supernovae (SNe Ia) are a set of astrophysical transients surements indicating it lies at a confidence level of ~50 (e.g.
that make for excellent distance indicators, having famously con- Riess et al. 2020) ’

tributed to the discovery of the accelerated expansion of the
Universe (Riess et al. 1998; Perlmutter et al. 1999). SN Ia data
have proven extremely important in constraining the various cos-
mological parameters, such as the equation of state parameter
for the dark energy w (Scolnic et al. 2018; Abbott et al. 2019),
as well as the Hubble constant Hy, which has recently gar-
nered further interest due to the large discrepancies between
estimates from early and late-time probes of the Universe. This

Despite not being standard candles, SN Ia luminosity can
be standardized by applying some empirical corrections. The
first two corrections are based on the shape—luminosity (Phillips
1993) and light-curve color-luminosity relations (Tripp 1998).
The color—luminosity correction, in particular, is introduced to
account for the fact that bluer SNe Ia tend to be more lumi-
nous. Even so, after the application of these two corrections,
SNe Ia originating in higher-mass galaxies appear consistently
over-luminous (e.g., Sullivan et al. 2010; Lampeitl et al. 2010;
Kelly et al. 2010), such that a mass step is evident in the differ-
SN light-curve parameters are available as part of the DES3YR ©M¢© bgtwqen their ~0bserved and predicted lum%nositi.es. A third
data release, accessible at https://www.darkenergysurvey.org/ Correction is often introduced to account for this environmental
des-year- 3-supernova- cosmology-results/. Cornerplots and dependency.

SED fit plots for the host galaxies can be found at https://github. Because of the empirical nature of these corrections, the full
com/SN-CRISP/DES-SN_Host-Galaxies impact of the standardization process on cosmology is still not

* DES-2022-069. FERMILAB-PUB-22-760-PPD.
** The DES-SN host galaxy photometric data and corresponding
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fully understood. Although heavily debated, two main effects
seem to be at the origin of the color—luminosity relation: intrin-
sic color variations among different SNe Ia and the effects of
dust extinction, namely reddening (Conley et al. 2007).

Extinction refers to the absorption of light as well as the scat-
tering of that light out of the line of sight, which, as a result of
the overall composition, size, and orientation of the dust grains,
tend to be stronger for bluer wavelengths (Calzetti et al. 1994;
Calzetti 2001; Salim & Narayanan 2020). This leads both to a
dimming and a reddening of the observed spectrum. The red-
dening law is most commonly parameterized by the total-to-
selective extinction parameter Ry = Ay/E(B — V), where Ay
is the extinction for the V band and E(B — V) = Ag — Ay is
the difference between the object’s observed and intrinsic B — V
color index, referred to as the color excess.

For the purposes of SN Ia standardization, the color—
luminosity relation is generally assumed to be the same for
all SNe Ia in the population under study (Tripp 1998). By
the same token, when correcting for galactic dust reddening,
it is common practice to assume a constant Ry for all galax-
ies, such as the Milky Way average value of Ry = 3.1 (e.g.,
Schlafly et al. 2016; Cardelli et al. 1989). Other values exist,
such as the Calzetti et al. (2000) value of Ry = 4.05 for
star-forming galaxies and the peculiarly low values for the
Magellanic Clouds (e.g., Lequeux etal. 1982; Nandy et al.
1981). However, it has been shown that dust properties, partic-
ularly Ry, can vary between galaxies (e.g., Salim & Narayanan
2020; Salim et al. 2018; Zahid et al. 2013), and so assuming a
common dust law for all galaxies and even for different regions
within the same galaxy might introduce systematic errors into
the recovered results (e.g., Draine 2003; Nataf et al. 2015).

In the case of SN Ia standardization, it has been suggested
that the previously mentioned mass step is one such systematic.
Brout & Scolnic (2021) find that the correlation between the cor-
rected luminosity and the host galaxy mass can be explained by
differing Ry values between low- and high-mass galaxy bins,
while Wiseman et al. (2022) find that the variation of Ry with
galaxy age can explain almost the entire observed mass step.
Additionally, Johansson et al. (2021) and Meldorf et al. (2023)
show that the mass step can be eliminated using individual low-
redshift SN Ia light-curve fits in the optical/NIR range to directly
determine extinction properties and thus constrain the color—
luminosity relation for each SN.

However, there is also evidence to suggest that the mass step
cannot entirely be explained as a dust systematic. Thorp et al.
(2021) find that a mass step is still observable even when allow-
ing for different Ry values between high- and low-mass host
galaxies. Gonzdlez-Gaitdn et al. (2021) obtain similar results
when considering separate color-luminosity relations for differ-
ent SN populations. Uddin et al. (2020) and Ponder et al. (2021)
interpret the consistency of the mass steps recovered from both
optical and NIR light curves as evidence that dust does not play
a large role in the mass-step correlation, as the effects of dust
extinction in NIR are greatly reduced. Jones et al. (2022) also
find evidence for a NIR mass step when looking at combined
high and low redshift populations.

More thorough studies on the nature of the SN Ia color—
luminosity relation are needed to better grasp the contributions
of interstellar dust to the mass-step correction. As shown by
Meldorf et al. (2023) and Popovic et al. (2021), it can prove
advantageous to individually determine dust properties for each
individual SN Ia or for each individual SN Ia population in
order to better constrain the color-luminosity relation in the
standardization. This allows one to account for varying dust
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properties across different lines of sight and environments. How-
ever, it can be challenging to directly determine the extinction
for SNe Ia, especially at higher redshifts, which require deep
infrared photometry. The study of SN Ia host galaxies offers an
interesting opportunity, not only to tackle the problem of dust-
induced systematics in SN standardization, but also to extend our
knowledge about general dust properties affecting extra-galactic
observations.

When dealing with extended objects, such as SN host galax-
ies, the description of dust effects by extinction becomes too
simplistic, as we can no longer presume to be dealing with a
single line of sight. In these cases, we refer to the analogous
concept of dust attenuation (Calzetti et al. 1994; Calzetti 2001;
Salim & Narayanan 2020). This phenomenon includes not only
the abovementioned effects, but also effects arising from the spa-
tial distribution of stars and dust in a galaxy or stellar population,
such as scattering of light back into the line of sight, multi-
ple dust cloud densities, and light emitted by unobscured stars.
These phenomena are mostly negligible when considering only
a point source.

In this work, we tackle two main questions. First, we study
dust attenuation laws for the host galaxies of a set of SNe Ia,
examining how they differ from each other and how they com-
pare to point source literature extinctions measured directly from
SNe Ia. To this effect, we present an alternative approach to
infer dust attenuation laws toward the host galaxies for a cos-
mological sample of 162 SNe Ia collected as part of the Dark
Energy Survey (DES; Abbott et al. 2016; Kelsey et al. 2021).
We fit composite stellar population (CSP) models to the “deep”
host photometric data in the griz filter bands' (Smith et al. 2020;
Wiseman et al. 2020), as detailed in Sect. 2. To validate our
approach, in Sect. 3 we present the recovered fit results for a
series of simulated host galaxies, comparing the best-fit values
and the “true” parameters used in the simulations. In Sect. 4 we
analyze and characterize the recovered attenuation laws, com-
paring them to known SN extinction laws. Namely, we analyze
the viability of using our host galaxy fit results to approximate
the extinction for the respective SNe. Second, we seek to ascer-
tain whether the mass step for SNe Ia can be explained by
host dust properties. In Sect. 5 we explore the possibility of
a step in luminosity linked to the dust environment surround-
ing the SNe and whether it can be related to the more usual
mass step. We also explore the relation between these Hubble
residuals steps and SN color. We assume a spatially flat ACDM
model (Condon & Matthews 2018), with a matter density Q, =
0.3, a dark energy density of Qy, = 0.7, a dark energy
equation of state parameter w = —1, and a Hubble constant
Hy = 70kms™ Mpc~'.

2. Data and methods
2.1. Dark Energy Survey photometric data

The Dark Energy Survey (DES) is an imaging survey cover-
ing ~5100 square degrees of the Southern Hemisphere using
the 4-m Blanco telescope at the Cerro Tololo Inter-American
Observatory (CTIO), equipped with the 520 megapixel wide-
field Dark Energy Camera (DECam; Flaugher et al. 2015) with
a 0.263 arcsec pixel ™! resolution.

U'http://www.ctio.noirlab.edu/noao/content/DECam-filter
-information
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In this work we look at data collected as part of the first
three-year cosmological sample of the SN survey (DES3YR)?
(Brout et al. 2019), consisting of 206 spectroscopically con-
firmed SNe, as well as their respective host galaxies (Smith et al.
2020; Wiseman et al. 2020). These data include both global and
local broadband photometry for the hosts in the DECam griz fil-
ter bands, originally computed by Kelsey et al. (2021). Only the
162 hosts meeting the selection cuts of Kelsey et al. (2021) were
considered, covering a redshift range of 0.077 < z < 0.58. In
addition, we use the light-curve parameters recovered for each
of the corresponding SNe Ia by Brout et al. (2019).

As detailed in Kelsey et al. (2021), the global photome-
try for each host galaxy was measured from stacked images
using SEXTRACTOR (Bertin & Arnouts 1996), employing Kron
FLUX_AUTO measurements (Wiseman et al. 2020). A detec-
tion image was used to set the aperture, ensuring it was the
same for the measurements in each filter. The images were
also corrected for Milky Way dust extinction using Schlegel
dust maps (Schlegel et al. 1998) and a Fitzpatrick extinction law
(Fitzpatrick 1999) with standard Ry = 3.1 and fiducial coefli-
cients R, = 3.186, R, = 2.140, R; = 1.569 and R, = 1.196
(Kelsey et al. 2021; Abbott et al. 2018).

In the case of local photometry, the aperture photometry tool
from the PHOTUTILS Python module (Bradley et al. 2019) was
used to take measurements in a 4 kpc radius aperture around the
SN location. This value is chosen to account for the 1o seeing of
the DES seeing-optimized stacks, which is 0.55 (Kelsey et al.
2021). Thus, it is ensured that the aperture is larger than a 0.55”
radius in our redshift range. The resulting fluxes were corrected
for Milky Way extinction in the same way as described above. As
the local aperture size is constant, the local stellar mass obtained
in this case can be thought of as a measure of the local density.

2.2. Host galaxy fits

We are interested in fitting CSP models to the photometric data
for the SN Ia host galaxies. We do this by computing the Spectral
Energy Distributions (SEDs) for each CSP and comparing them
with the observed data. We rely on Bayesian inference meth-
ods to do so, using the PROSPECTOR? (Johnson et al. 2021) and
EMCEE* (Foreman-Mackey et al. 2013) Python packages. The
models themselves are built using the FSPS® (Conroy et al. 2009;
Conroy & Gunn 2010) FORTRAN code and the PYTHON-FSPS®
package (Foreman-Mackey et al. 2014).

Our fitting model is built using the following assumptions: a
Kroupa (2001) initial mass function (IMF); a delayed 7-model
star formation history (SFH), with an exponentially decreasing
star formation rate SFR(#) = re™'/7, with e-folding time 7 = 1 Gyr
and time 7 measured up to the stellar population age 7,4, ; a mod-
ified Calzetti attenuation law (Noll et al. 2009; Kriek & Conroy
2013), with an expression given by Eq. (1):

Ty

(1) =
Ry

/l n
[k(D) + D(4, m)] (E) : ey

2 https://www.darkenergysurvey.org/des-year-3-
supernova-cosmology-results/

3 https://github.com/bd-j/prospector
https://github.com/dfm/emcee
https://github.com/cconroy20/£fsps
https://github.com/dfm/python-fsps

t,gc Tefers to the time between the start of the last burst of star forma-
tion and the observing time of these galaxies. Thus, it acts as an upper
limit.

N o v A

The metallicity log(Z, /Z5), the age t,g., the optical depth 7y, and
the dust index n are taken as model free parameters, with overall
flat priors. The stellar mass is fixed, referring to the fit values
obtained by Kelsey et al. (2021).

In Eq. (1), k(1) describes the original Calzetti et al. (2000)
attenuation law with an original Ryy = 4.05 and D(4,n)
describes a UV-bump centered at 4y = 2175 A (Noll et al. 2009).
We adopt this attenuation law both because of its ability to
describe the attenuation for a wide range of star-forming galax-
ies (Noll et al. 2009) and because it allows for a finer probing
of the reddening levels by offering a two parameter descrip-
tion. 7y describes the optical depth of the medium, such that
Ay =~ 1.0867y, while n is introduced as a dust index parameter
in order to produce different slopes without the need to alter 7y;
n is constrained between the values of —2.2 and 0.4, with more
negative values corresponding to a larger level of reddening, for
the same value of 7. The more commonly used Ry parameter
can be obtained using Ry = - T_VT , such that In(Ry) is roughly
proportional to n (In (Ry) ~ n). The average value for the Milky
Way of Ry = 3.1 corresponds approximately to n = —0.3.

With regard to the model parameters, the stellar metallic-
ity does not vary with age in our model, as no age—metallicity
relation is implemented (Leja et al. 2017). In addition, the age
parameter #,,. for a given population is constrained such that no
time-steps older than the universe at the corresponding redshift
are allowed.

The real SFH for the galaxies may be much more intricate
than the simplistic delayed T-model we assume. However, given
how few filter bands we have to work with, more complex mod-
els are not feasible in this case. The effect of the assumptions
made for the SFH and dust models on the recovered parameters
will be further explored in the next section.

The choice to fix the stellar mass in the fits is made because,
although Bayesian inference does not limit the number of fit
parameters one can use, increasing their number would increase
the number of iterations necessary for convergence, making
the computation time much longer. While other parameters
might exhibit some degeneracy, the stellar mass is fairly easy
to constrain, as it represents a normalization of the SED. As
such, the mass values obtained from a five-parameter sampling
do not significantly differ from those previously obtained for
these galaxies by Kelsey et al. (2021), with test fits exhibiting
a median relative difference of ~4% for both global and local
measurements. A deeper look at these results can be found in
Appendix A. The differences between a four- and five-parameter
sampling on the recovered global dust parameters are also not
very noticeable, with test fit median relative differences of ~1%
and ~4% for Ty and n, respectively. These differences are more
pronounced when using local measurements, with median rel-
ative differences of ~8% and ~60% for 7y and n, respectively.
These relatively high values are mainly a product of convergence
problems in the four-parameter sampling process.

As a final note, although the posterior distributions obtained
from Bayesian inference are very informative, a best-fit value
is often useful for data analysis. For a given galaxy and a given
parameter, we take this value to be the median of the distribution,
with the uncertainty range given by the 16th and 84th percentiles,
which define a 68% credible region around the median.

3. Host galaxy simulations

In order to establish the reliability of our fitting methodology,
a number of tests were conducted. In each of these, various fits
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Table 1. Precision and accuracy metrics for the dust parameters in the mock galaxy fits, for each of the test sets.

Test Parameter RMS Median A Median rel. error (%) Median fit error MAD Outliers (%)
Default (griz) Ty 1.332 0.263 10.1 0.695 0.739 6
n 0.552 0.006 10.3 0.262 0.386 5.33
Default (griz+UV+NIR) Ty 0.854 0.039 0.9 0.238 0.356 5.33
n 0.274 0.004 0.8 0.072 0.087 8
Default + Emission Ty 0.629 -0.014 0.3 0.280 0.390 7.33
(griz+FIR) n 0.548 -0.019 12.9 0.255 0.416 5.33
Default (Mass+4%) Ty 1.050 -0.014 0.3 0.737 0.640 5.33
n 0.380 —7.89 x 1073 6.4 0.325 0.231 6.67
Default (Mass—4%) Ty 0.983 -0.019 0.6 0.720 0.624 5.33
n 0.350 -0.004 3.7 0.291 0.229 6.67
Cardelli Ty 1.221 -0.036 1.0 0.789 0.786 8
n 0.840 0.261 10.6 1.761 0.720 4
7=0.1 Ty 1.182 0.179 6.9 0.607 0.866 5.33
n 0.532 -0.002 2.6 0.231 0.286 2.67
=10 Ty 0.865 -0.061 1.7 0.715 0.557 6.67
n 0.480 0.027 12.4 0.324 0.283 8
trune = 7.5 Gyr Ty 1.140 0.042 3.0 0.239 0.840 10.67
n 0.388 —-0.027 44 0.280 0.311 4
trune = S Gyr Ty 1.038 0.054 1.4 0.645 0.537 8
n 0.539 0.031 94 0.220 0.224 4
trune = 3 Gyr Ty 1.038 -2.10x 107 0.01 0.570 0.671 8
n 0.512 —-0.083 4.6 0.310 0.307 6.67

Notes. The median fit error was calculated based on all the error values for each of the fit parameters. As the fit error bars are asymmetric, the
largest of the median values was taken in each case. The median A, median absolute deviation (MAD) and median relative error were calculated
from the difference between the best-fit result and the “true” value for each parameter. The percentage of outliers was calculated by assuming a
normal distribution for the data and identifying the points more than 2 standard deviations away from the mean.

were performed for a population of simulated host galaxies. These
galaxies were generated by drawing the values for M., Z,, t.g,
Ty, n, and z from a series of random flat distributions. While
this method does not guarantee that the simulated population will
resemble an actual SN Ia host population, it is adequate for test-
ing the performance of the fitting method across the full parameter
space.

Photometry in the griz filter bands for each of these galaxies
was generated using FSPS. Gaussian noise was also applied to
the photometric data, in accordance with a prescribed signal-to-
noise ratio (S/N) of 10, which was chosen to roughly reflect the
minimum S/N of the DES data set (Kelsey et al. 2021).

3.1. Fit photometry tests

With the first set of tests, we seek to ascertain whether griz pho-
tometry can be used to accurately recover attenuation parame-
ters. For this purpose, 150 galaxies were simulated employing
the same CSP model as described in Sect. 2. We define this
as the default simulation. For these fits, both the stellar mass
and the redshift were fixed to their “true” values, following the
rationale detailed in Sect. 2.2. This represents the best case sce-
nario for our fitting method. As a term of comparison, additional
photometry in the NUV/FUV GALEX (Martin et al. 2005) and
JHKs 2MASS (Skrutskie et al. 2006) filter bands was generated
for half of these galaxies and used in addition to the griz pho-
tometry in a new set of fits.

Some precision and accuracy metrics for the dust param-
eters (ty and n) recovered in each of the fits, including the
median differences between the simulated and fitted parameters
(median A) and the corresponding median relative error, are
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shown in Table 1. We find that the fits using additional photom-
etry do not vary greatly from their griz counterparts. In partic-
ular, the values for 7y and n exhibit median relative differences
of ~0.1% and ~2%, respectively. The full comparison between
the parameters recovered for both sets of fits can be found in
Fig. B.2.

Regarding the role of dust emission from far infrared (FIR)
data on the determination of attenuation parameters 7y and n, we
find from analogous simulations and fits that its inclusion results
in a similar improvement to the one discussed above.

It is also crucial to establish that the fitting methodology
does not impart any nonphysical correlation unto the recovered
parameters. For the griz test fit, the Spearman correlation coeffi-
cient for 7y and n is found to be 0.038, meaning that no correla-
tion is found between these two parameters. Given that the mock
galaxy set was generated at random, without imposing any prior
relation between the model parameters, the lack of correlation
found indicates that no relation is being artificially introduced
by the fitting process.

3.2. Fixed mass error tests

With the second set of tests, we explore how a possible variation in
the fixed value of stellar mass affects the recovered fit parameters.
Photometry in the griz filter bands for the same simulated galax-
ies used in the previous set of tests was used, with the fixed value
of the mass being varied by +4%, according to the median differ-
ence between Kelsey et al. (2021) and our own inferred masses,
recovered in Sect. 2.2. The median difference was chosen to vary
the value of the fixed mass because, as seen from Fig. A.1, the bias
between our fits and the mass values from Kelsey et al. (2021) is
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the dominant source of the deviations between the two, even more
so than the scatter of the fit.

Once again, precision and accuracy metrics for the dust
parameters recovered in each of the fits are shown in Table 1.
These results demonstrate that the fixing of the stellar mass does
not compromise the determination of the other fit parameters.

3.3. Alternative model simulations tests

For the third set of tests, new simulations were performed using
different models from those assumed in the fitting process, with
the goal of understanding how the methodology would cope with
these variations. Six different simulation models were tested, with
75 galaxies being simulated for each case. Each of the models used
in these tests differs from the model presented in Sect. 2 in one of
the following ways: a Cardelli et al. (1989) attenuation law, with
varying Ry instead of n; a delayed 7-model SFH with 7 = 0.1;
a delayed 7-model SFH with 7 = 10; a delayed 7-model SFH
truncated at tyyne = 7.5 GyrS; adelayed 7-model SFH truncated at
trune = 3 Gyr; a delayed 7-model SFH truncated at fgyne = 3 Gyr.

The fits were once again performed using griz photometry,
with the default fitting CSP model defined in Sect. 2. Precision
and accuracy metrics for the dust parameters recovered in each
of the fits are again displayed in Table 1. This final test set shows
that, for the most part, our methodology is able to cope with
variations in the model used for simulation without too much
impact on the dust parameters.

The largest changes are found, as expected, when different
attenuation laws are introduced, which cannot be avoided due to
the different parameterizations used. In this case, Ry is the most
affected parameter, with a constant bias offset of 0.261 present
in the recovered fit parameters. A more detailed look at this par-
ticular case is offered in Appendix B.

Overall, although all the simulation tests show discrepan-
cies in the recovered stellar age and metallicity parameters (see
Appendix B), the fits show a remarkable recovery of the original
dust parameters, as seen in Table 1. Across the board, we find rela-
tively low root mean square (RMS) values for these parameters, as
well as median relative errors of ~10% or lower when comparing
to the true simulation values, suggesting a high degree of accu-
racy. In addition, we find that the respective median fit errors are,
in general, conservative, as they are very close to the dispersion
(MAD) of the fitted parameters. There are, however, some biases
observed, the most significant of which is the bias of 0.263 in 7y
observed for the default simulation test. There is also a large bias
of 0.261 in n in the Cardelli test, which is most likely due to the
different parameterization for different attenuation laws. Further
discussion of the various tests can be found in Appendix B.

In general, it is thus reasonable to conclude that, although
our fitting method might struggle to break the dust—-metallicity—
age degeneracy and accurately determine all free fit parameters,
resulting in not very robust non-dust parameters, it is sufficient to
satisfactorily infer and map dust properties for SN host galaxies.
As such, we can be fairly confident in the results presented and
discussed in Sect. 4.

4. DES SN la host galaxies

In this section, we present and discuss the results of the CSP
fits to the DES SN Ia host galaxies®, placing particular empha-

8 For the truncated models, the SFR is set to 0 at the indicated age to
completely shut down star formation.

° Cornerplots and SED fit plots for the host galaxies can be found at
https://github.com/SN-CRISP/DES-SN_Host-Galaxies

sis on the recovered attenuation laws. The fits were performed
following the methodology described in Sect. 2.2 and using both
global and local photometric data in the griz filter bands, orig-
inally computed by Kelsey et al. (2021). Additionally, we com-
pare the recovered host attenuation laws with literature low red-
shift SN Ia extinction laws.

4.1. Dust attenuation for DES galaxies

The central aspect in the characterization of the recovered atten-
uation laws is the correlation between the best-fit values for the
Ty and n parameters, which are plotted in Fig. 1. A Gaussian
Process Regression and its respective 68% credible interval, per-
formed using the GAUPRO'? (Erickson 2021) R package, are also
plotted to better illustrate the observed correlation'!.

Despite some scatter, there is a clear correlation between the
two quantities in both the global and the local cases, with larger
optical depths corresponding to larger values of n, and thus shal-
lower attenuation curves. The Spearman correlation coefficient
between these two parameters for the DES data set is found to
be 0.671 for the global measurements and 0.777 for the local
measurements.

Comparing the global and the local fit results offers an inter-
esting insight. As seen in Fig. 2, where we plot the deviations
ATy = Tygn = Vi a0d Al = HGiobal — MLocal S a function of
the redshift z, the results for both fits appear fairly consistent,
with median differences of Aty = 0.26 and An = 0.026.

There are some differences between the fits, as the values
obtained for 7y tend to be larger for the global photometry. There
is also a large level of scatter present in the plots, with stan-
dard deviations of 0.712 for Aty and 0.575 for An. Furthermore,
the percentage of galaxies for which the best-fit values are not
compatible with each other is found to be 39.8% for 7y and
36.0% for n.

The consistency of the observed correlation between the two
result sets indicates that an aperture of 4 kpc is not sufficiently
small to negate the geometrical effects associated with attenua-
tion (see next section). Likely for the same reason, Kelsey et al.
(2021) observe a similar consistency between global and local
measurements, particularly when looking at U-R steps. In fact,
the global and the local mass values obtained by Kelsey et al.
(2021) indicate that, in some cases, a 4 kpc aperture is actually
as large as the galaxy itself. This means one needs even smaller
physical apertures to correctly estimate dust extinction at the SN
location. However, this is difficult to achieve in practical terms
due to instrument limitations. The fact that the results remain
constant as the redshift increases indicates that the diminishing
angular size of the aperture does not, in this case, play a large
role in the results obtained.

We used either complete or partial additional global pho-
tometry in the NUV/FUV GALEX (Martin et al. 2005) and
JHKs 2MASS (Skrutskie et al. 2006) filter bands for 33 of the
studied galaxies. Although this additional set of measurements
is not enough to draw any conclusions by itself, it is useful to
confirm our previous fit results. Combining the new photometry
with the griz global data points, a new set of fits was performed
for these select galaxies. The differences between the new fit val-
ues for Ty and n and the previously discussed griz results exhibit
median relative values of ~0.5% and ~3%, with a standard devi-
ation of 1.14 and 0.40, respectively. Despite the somewhat large

0 https://github.com/CollinErickson/GauPro

! It should be noted that the regression curves are not representative of
the data for 7y, > 2.5, due to the limited number of data points in this
region.
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Fig. 1. Best-fit values of n as a function of 7y for the fitted DES galaxies with DECam global (left panel) and local (right panel) griz photometry.
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Fig. 2. Differences (A = Global-Local) between best-fit results for the parameters obtained with global and local DECam griz photometry for the
DES galaxies, as a function of z. The left-hand side shows the results for 7y and the right-hand side the ones for n. Results for the different galaxies
are shown in gray. Binned means for each parameter are shown in orange, with error bars given by the standard deviation in each bin.

value of scatter for 7y, these values confirm the reliability of the
results obtained with griz measurements.

4.2. Attenuation laws and galaxy orientation

For comparison, the mean relation obtained by Chevallard et al.
(2013) for the overall correlation between 7y and n for a set of
simulated galaxies observed at different orientation angles is also
shown in Fig. 1. This relation, which results from a slightly dif-
ferent attenuation law than the one discussed in this paper, differs
somewhat from our data, with the simulated galaxies appear-
ing in general redder. Even so, the overall qualitative tendency
is the same as the one found for DES galaxies. Additionally,
the recovered tendency also matches the behavior observed by
both Leja et al. (2017) and Narayanan et al. (2018), which fur-
ther suggests we are indeed recovering a physical relation. Given
the agreement with the Chevallard et al. (2013) mean relation, it
is reasonable to conclude that the overall correlation between
the recovered dust parameters can be well explained by different
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galaxy orientations, as also described by Viaene et al. (2017) and
Narayanan et al. (2018) and schematically illustrated on Fig. 3.
This same trend between 7y and n is also present for elliptical
galaxies, as recently shown by Sachdeva & Nath (2022).

As stated by those works, cases with small 7y, would mostly
correspond to galaxies that are being observed face-on. In this
case, we must consider both the photons emitted parallel and per-
pendicularly to the galactic plane. Photons emitted perpendicu-
larly to the galactic plane (along the line of sight for a face-on
galaxy) suffer minimal attenuation, independent of their wave-
length. Additionally, we must also take into account photons
emitted along the equatorial plane of a galaxy, which might be
scattered away from the plane and into the line of sight. On
one hand, blue photons tend to be scattered more forwardly,
meaning they tend to remain confined to the galactic plane,
eventually being fully absorbed (Chevallard et al. 2013). On the
other hand, red photons tend to be scattered more isotropi-
cally and have a much lower interaction cross-section with dust,
allowing them to more consistently escape the galactic plane
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Fig. 3. Schematic representation of dust attenuation for different galaxy orientations: Head-on (left panel) and Edge-on (right Panel).
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Fig. 4. Best-fit results for the dust parameters as a function of log(M, /M) for the fitted DES galaxies with DECam global (left panels) and local
(right panels) griz photometry. Plots for 7y are shown in the top row, while results for n are shown in the bottom row. The best-fit for the age of

each galaxy is plotted on a gradient from blue (younger) to red (older).

(Chevallard et al. 2013). This means that an excess of red radi-
ation is added to our line of sight, leading to higher values of
reddening, reflected in more negative values for n.

The cases with a larger 7y statistically correspond to an
edge-on view of the galaxies. In these cases, radiation emitted
from the deepest layers of the galaxy is greatly absorbed, inde-
pendently of wavelength. The radiation reaching an observer is
thus dominated by stars located in the outermost layers of the
galaxy, unobscured stars and light scattered into the line of sight
(Narayanan et al. 2018). This leads to an overall lower level of
reddening and values of n closer to 0.

Galaxy orientation is not the only mechanism behind the
correlation observed in Fig. 1, being mostly relevant for spi-
ral galaxies. For elliptical galaxies, galaxy orientation is not an
important factor. However, due to their general elliptical shape
and overall low dust content, these particular galaxies end up
exhibiting a behavior similar to the one observed for head-

on spiral galaxies, leading to an overall large level of redden-
ing. Additionally, different galaxies can have different intrin-
sic optical depths, which is one of the possible reasons for
the scatter observed in the figure and the relations discussed
in the next sections. It has also been recorded that there is
some degree of degeneracy between galaxy geometry and intrin-
sic dust composition, which somewhat muddles the analysis
(Viaene et al. 2017).

4.3. Attenuation laws and stellar mass

Another important factor in the characterization of the recovered
attenuation laws is the possible correlations of the dust param-
eters with the stellar mass and age, which are plotted in Fig. 4.
Despite some scatter, the relation between 7y and log(M, /M)
seems to display two separate behaviors depending on the age
of the corresponding stellar population. For younger galaxies,
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Table 2. Median global and local Ry values, standard deviations (STD) and standard errors (SE) for low- and high-mass galaxies.

Standardization Step Step location Low-mass High-mass
log(Miiep/Mo) Ry STD SE Ry STD SE
- Global 10 3.092 1.155 0.128 2.670 0.966 0.109
Local 9 2383 0.881 0.104 2.658 0978 0.104
Tripp Global 9.73 3.037 1.172  0.142 2728 1.022 0.106
Local 9.405 2.625 0958 0.094 2552 0907 0.121

Notes. The thresholds for the two populations are defined as the optimal step value recovered for the Tripp standardization. Additionally, the values
for the standard thresholds of log(My.,/Ms) = 10 for the global case and of log(My.,/Ms) = 9 for the local case are also shown.

there is a steady increase of 7y with log(M, /M), which is in
agreement with results obtained for star-forming galaxies by
Salim et al. (2018), Garn & Best (2010), Zahid et al. (2013), as
more massive galaxies have more gas and dust content with
more active star formation. A separate tendency is observed for
older galaxies, which tend to exhibit both larger masses and
smaller optical depths. This matches what is expected for quies-
cent galaxies (Salim et al. 2018; Zahid et al. 2013), which have
less dust and make up a large fraction of high-mass galaxies
(Peng et al. 2010).

The behavior of the two age populations is most prominent
when looking at the global mass, but it is also apparent in the
local case. This suggests a link not only with the total stellar
mass of the galaxy, but also with the local stellar density, with
older galaxies being generally more dense. It is also interesting
to notice that a larger stellar density does not necessarily equate
to a larger dust column density, as seen from the relatively low
values of 7y for high local masses. Although the large level of
scatter complicates the analysis of the relation between n and
log(M, /M), we find that older galaxies tend to have more neg-
ative values of n and thus steeper attenuation curve slopes, which
once again matches previous observations for quiescent galaxies
(Salim et al. 2018; Wiseman et al. 2022).

Meldorf et al. (2023) examine the attenuation laws for a lar-
ger sample of DES SN Ia host galaxies and recover mostly the
same trend for the relation between n and log(My /Ms). How-
ever, for the relation between Ay and log(M, /M), they only
observe the roughly linear trend associated with star-forming
galaxies and do not find a decrease of Ay for massive galaxies.
As previously stated, this decrease is expected due to the pres-
ence of high-mass quiescent galaxies (e.g., Zahid et al. 2013;
Salim et al. 2018) and the trend we observe in Fig. 4 follows
exactly those expectations.

For the global fit, we find a median Ry = 2.762 (using
Eq. (1)) with a standard deviation of 1.096, while for the local
case we find a median Ry = 2.612 with a standard deviation of
0.943. In addition, in Table 2 we list the values of Ry obtained
for both low- and high-mass galaxies, when adopting a stan-
dard step of log(Myep/Mo) = 10 for the global case and of
log(Mgep/Mo) = 9 for the local case. These step locations are
based on the median masses for both sets of measurements. We
find that, for the global case, low-mass galaxies have a consid-
erably larger median Ry, meaning that, for the same amount of
dust, they appear to be systematically subject to a lower level
of reddening. This once again points to the presence of mas-
sive quiescent galaxies in our sample, as for star-forming galax-
ies the value of Ry is expected to increase with the stellar mass
(Salim et al. 2018).

Despite having standard deviations of Ry ~ 1, both of
the populations exhibit low standard errors, with the difference
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between the median values of Ry for each of them being signifi-
cant at ~2.50". Additionally, although the values do not match
exactly, this order relation between low- and high-mass dust
properties and the observed level of scatter is the same as the
one recovered by Brout & Scolnic (2021) and Gonzélez-Gaitidn
etal. (2021).

The results for the local case exhibit an opposite tendency,
with a higher median Ry for the high-mass population. This
is probably due to the step location considered being too low,
which does not allow the quiescent galaxies to meaningfully
impact the high-mass population.

4.4. Host galaxy attenuation and SN la extinction

As discussed in Sect. 1, the phenomena governing dust extinc-
tion differ from those governing attenuation, as the geometri-
cal effects related to the spatial distribution of dust and light
sources cease to be relevant for the former, and only the
amount and type of dust are important. It is thus crucial to take
notice of the differences between the extinction laws affecting
SNe Ia and the attenuation laws affecting their respective host
galaxies.

With this in mind, in Fig. 5 we plot the best-fit values for
Ry and 7y obtained for the attenuation laws for the DES host
galaxies. As a term of comparison, we look at the extinction laws
obtained by Mandel et al. (2011) for a set of SNe Ia at low red-
shift. We note that Burns et al. (2014) find a similar relation to
Mandel, whereas recently Rose et al. (2022) find a flat distribu-
tion of Ry for various extinction amounts of SNe Ia.

It is clear that the extinction for SNe Ia and the attenuation
for host galaxies exhibit two different tendencies. This is due to
the fact that, for a point source, the effects arising from the dust-
to-star geometry and observation angle are no longer relevant.

As shown in Sect. 4.1, the global and the local fit results are
consistent, indicating that a 4 kpc aperture is not small enough to
eliminate the dust-to-star geometry effects associated with dust
attenuation.

For a more direct comparison with our sample, we can
look at the light-curve parameters recovered for each of the
DES SN Ia by Brout et al. (2019). In particular, looking at the
Spearman correlation coefficients between the host galaxy atten-
uation parameters and the respective SN Ia light-curve param-
eters, shown in Table 3, it is clear that 7y and n do not mean-
ingfully correlate with the SN properties. In particular, there is
no evident correlation with light-curve color, which once again
points to the difficulty of using environmental attenuation prop-
erties to infer SN dust extinction. These results show that there is
not a one-to-one relation between SN extinction and host galaxy
attenuation, meaning it is difficult to take one as a proxy for
the other.
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Fig. 5. Best-fit values of Ry as a function of 7y for the fitted DES galaxies with DECam Global (left panel) and Local (right panel) griz photometry.
Results for the different galaxies are shown in gray. A Gaussian Process Regression is shown in solid blue, with dashed blue lines defining a 68%
credible interval. The correlation found by Mandel et al. (2011) between these two quantities for the extinction laws of a set of nearby SNe Ia is

shown in orange.

Table 3. Spearman correlation coefficients between the global and the
local host galaxy attenuation parameters and the respective SN Ia light-
curve parameters.

Light-curve parameter Global Local

Ty n Ty n
mp 0.082 0.277 0.126 0.168
c 0.104 0.043 0.143 0.080
X 0.041 0.288 0.169 0.191

5. SN la cosmology

In this section, we focus on the effects of SN Ia standardization
on the Hubble residuals. In particular, we examine whether there
is evidence for a dust step in the data and how it compares to the
more commonly used mass step.

5.1. SN la standardization

For each SN Ia, the SALT2 model (Guy et al. 2007, 2010) can
be used to fit its light curve, returning values for the light-curve
width x;, observed color at maximum c, and observed magnitude
at maximum mg. Following the standardization formula intro-
duced by Tripp (1998) with the addition of a 6, term, the cor-
rected distance modulus u for each SN is then given by:

u=mp—M+ax; —fc+ 6llhiu.~’ )

where @, 8 and M are nuisance parameters obtained from a
cosmological fit, describing the shape—luminosity and color—
luminosity corrections, as well as the absolute magnitude of a
fiducial SN Ia with x; = 0 and ¢ = 0, respectively, and 6, is
a 1D bias correction term, introduced as a function of the red-
shift and obtained from survey simulations. To account for the
mass step, an additional correction term s, dependent on the
host galaxy mass M,, is usually added to the previous expression
(e.g., Betoule et al. 2014).

For the cosmological fit, we take advantage of the fact
that u can be expressed as a function of the luminosity

distance di which, for a Friedmann-Robertson-Walker cosmol-
ogy, only depends on the cosmological parameters and the red-
shift (Riess et al. 1998). Generally, the model parameters H, and
Q. are kept as free parameters, along with @, 8 and M. By min-
imizing the Hubble residuals Ay = u — pmogel these parameters
could therefore be constrained via the fit. In this work, the cos-
mological parameters are kept fixed to Q,, = 0.3, Q, = 0.7,
w = —1 and Hy = 70kms™' Mpc™', as we are mainly interested
in the effects of dust and the color—luminosity correction on the
standardizations.

For the standardization fits we use the EMCEE package to
apply a Bayesian fitting procedure, with overall flat priors for
the fit parameters. The likelihood function is defined as:

1 N Ap.z
1 =—= —, 3
(L) = -5 ZO g 3)
where o2 is defined as:
o? = O’;B + (a/a',d)2 + (ﬁo-c)2 + O'izm
= 2B0 e + 200, — 2aB0x1,C. “)

In the previous expression, 0 ,,, 0y; and o, are the uncertain-
ties associated with each of the light-curve fit parameters, o, .,
O my.x, and oy, . are their covariance terms and oy 1S @ param-
eter that accounts for possible intrinsic variations in a SN Ia’s
luminosity. We fix oy, = 0.107, following the value obtained by
Gonzélez-Gaitdn et al. (2021)'2.

It is known that the likelihood defined by Eq. (3) can intro-
duce biases into the recovered fit parameters (Kessler & Scolnic
2017). However, as our main objective is a wholesale compari-
son between two standardization processes using the same like-
lihood, these biases should not be of much relevance. This com-
parison is focused on the improvement of the RMS of the Hubble
residuals with respect to the fiducial model.

The cosmological fit parameters recovered following this
method for the Tripp standardization are listed in Table 4, with
the corresponding values of RMS for the residuals also shown.

12° A cosmological fit with a free oy is explored in Appendix D.
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Table 4. Fit parameters for the Tripp standardization, using a likelihood
defined by Eq. (3).

RMS
0.141

a ﬂ ﬁ int M

0.011 0.009 0.009
01575000 3115507 = —19.39770 06

Notes. The corresponding value of RMS is also shown.

The light-curve parameters recovered for each of the DES SN
Ia by Brout et al. (2019) using the SALT2 model, as well as the
corresponding 1D bias corrections, were used for the fits.

A separate “Fixed-Extinction” standardization, in which the
extinction contribution to the color-luminosity correction can
be fixed using our prior measurements of Ry and E(B — V) for
the host galaxies from Sect. 4, is described in Appendix C. For
this standardization, an additional free intrinsic color—luminosity
parameter Siy is introduced. The corresponding fit parameters
for this standardization are also displayed in Table C.1. It how-
ever results in much worse fits, as can be seen in the large RMS.

5.2. Hubble residuals steps

We now examine possible “steps” in the Hubble residuals for the
Tripp standardization, associated with both the local and global
properties of the host. We investigate “steps” associated with
both the host mass and dust properties.

To look for a step, we divide the Hubble residuals into two
populations, according to the properties of the SN host. By vary-
ing the threshold values at which the population division is made,
we can determine the optimal location for the step. This can be
done by optimizing several quantities, namely the step magni-
tude, the step significance and the ARMS with respect to the
fiducial Tripp standardization.

For a description with two populations A and B, the step
magnitude vy is defined as the difference between the mean values
of the Hubble residuals for each of the two populations, while the
step significance is defined as the ratio between the step magni-
tude and the step error ogep, given by:

2 2
a (oa
Ostep = 4 B’ ©)
Nis  Np

where N4 and Np are the number of data points in each of
the populations and o4 and o are the STDs for each of the
populations.

ARMS is defined as the difference between the standard
RMSj,g1e obtained when considering the Hubble residuals as a
single population and the RMSg,, obtained when considering
them as two separate populations, each with a separate mean and
divided at the step in mass or dust. Thus, the larger the value of
ARMS, the more the two-population description is favored.

5.2.1. The mass step

When considering a mass step, the two populations are taken to
be SNe Ia originating in either low- or high-mass galaxies. Fol-
lowing the procedure detailed in the previous section, we look
for a division in mass between two populations that maximizes
the step magnitude, its significance and ARMS. The optimal
step values obtained are shown in Table 5, with the correspond-
ing values of RMSg,a also shown. The optimal values are also
plotted in Fig. 6. In addition, in Fig. 7 the Hubble residuals for
the SNe are plotted, as well as the corresponding optimal steps
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and the mean values for log(M, /M) and Au found for each
mass bin.

We obtain optimal steps that are not only both significant
at >30, but also correspond to the best improvement in RMS.
Additionally, both step locations and their respective signifi-
cance levels roughly match the results obtained by Kelsey et al.
(2021) for this data set, pointing to the existence of a mass step
for the Tripp standardization.

In Table 2 we present the Ry values for both low- and high-
mass galaxy populations, as defined by the step values recovered
for the Tripp standardization. We once again find that, for the
global case, low-mass galaxies have a larger median Ry, with
the difference between the two populations being significant at
~20. We also find that, as the local step location shifts to a higher
mass, the same tendency starts to be observed in this case. In
the next section, we further explore the discrepancy between
these populations, analyzing whether it can be described by a
dust step.

5.2.2. The dust step

Having established the presence of a mass step, we next look at
whether evidence for a step related to the dust content of a SN
host can be found in the data for the Tripp standardization. There
are some differences to the approach discussed for the mass step.
First, while the stellar mass of a galaxy can be described by a
single parameter, M,., dust attenuation is parameterized by two
parameters, Ty and n. To account for this fact and ensure we are
accurately accounting for a possible dust step, we adopt a two-
dimensional population division. One-dimensional steps in both
Ty and n were attempted, but they were found not to be very sig-
nificant (~20). Second, we consider three different population
splits to fully cover the Ty —n parameter space. These are chosen
to preserve a two-population division, thus making the mass and
dust steps more comparable.

The three splits, schematically represented in Fig. 8, are: one
population consisting of SNe Ia originating in low attenuation,
high reddening galaxies (Region 1 in Fig. 8) and another con-
sisting of the remaining SNe, defined as the First Split; one pop-
ulation consisting of SNe Ia originating in low attenuation, low
reddening galaxies (Region 2 in Fig. 8) and another consisting
of the remaining SNe, defined as the Second Split; one popu-
lation consisting of SNe Ia originating in high attenuation, low
reddening galaxies (Region 3 in Fig. 8) and another consisting
of the remaining SNe, defined as the Third Split. There is also
a fourth possible split that is not considered, as the region with
high attenuation and high reddening galaxies (Region 4 in Fig. 8)
is very sparsely populated.

The optimal step values for the First, Second and Third Splits
are shown in Table 6. The Second Split results in the best sig-
nificance and ARMS values, which means it is by far the most
favorable for a dust step. We can further analyze this particular
case by taking a closer look at the variation of the step magni-
tude, significance and ARMS, plotted in Fig. 9. We can see that,
not only are the optimal step locations very narrow, but they also
exhibit clear delimitations for both dust parameters, suggesting
we are indeed encountering a two-dimensional step. This is par-
ticularly apparent when using global data. In the local case, there
appear to be two possible step locations. We take the optimal step
to be the one that maximizes ARMS. The significance, magni-
tude and ARMS values obtained for the optimal global dust step
are very close to those recovered for the optimal global mass
step, even though the dust step ends up being slightly stronger. In
particular, the dust steps are significant at >40-, which matches
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Table 5. Mass-step significance (in o), magnitude (y,), ARMS and RMS,,, for the Tripp and Tripp+dup standardizations.

Standardization Step Step location  Sig. (in o) Ym ARMS RMSgual
log(Mgiep/Mo)
Tripp Global 9.73 3.83 -0.079 £0.021 0.0055 0.1359
Local 9.405 5.39 -0.119 £0.022 0.0118 0.1296
Tripp+dup Global 9.73 2.99 —0.060 +£0.020 0.0033  0.1310
Local 9.405 431 -0.092 £0.021 0.0075  0.1253

Notes. For the Tripp+dup standardization, the step location and magnitude recovered for the optimal dust step found in Sect. 5.2.2 are used. ARMS
is defined as the difference between the RMSgj,, . obtained when considering the Hubble residuals as a single population and the RMS,, obtained
when considering them as two separate populations, each with a separate mean and divided at the step.
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Fig. 6. Variation of the mass step with step location for the Tripp standardization, for the global (left panels) and the local (right panels) cases. The
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the uncertainty, and the lower panel shows ARMS. In these three panels, the location of the step of maximum significance is shown in blue and the
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Fig. 8. Schematic representations of the regions singled out by each of
the proposed dust-step splits in the 7y —n parameter space. The best-fit
values of n as a function of 7y for the fitted DES galaxies with global
griz photometry are shown for reference. The dashed lines only repre-
sent possible division points for the populations, with the actual optimal
values recorded in in Table 6.

the results obtained by Meldorf et al. (2023) for DES-SN host
galaxies.

5.2.3. Mass and dust step comparison

For a more rigorous SN standardization, the steps recovered in
the previous sections can be introduced into the usual Tripp stan-
dardization. In particular, we do this to ascertain whether correct-
ing for one of the steps eliminates the other one. In such cases,
the mass step takes the form:

if IOg(M*/MQ) > log(Mstep/MO)

s 6
if log(M./Mo) < log(Myep/Mo) ©)

_m

— 2
6/1M - {VM

o

where Mg, is the optimal step location and 7y, the correspond-
ing step magnitude recovered in Sect. 5.2.1 and recorded in
Table 5. For the Second Split, the dust step takes the form:

b
— 2°
6/‘1[)_{ YD
-2,

if Ty <7y, and n > ngep
otherwise

, @)
where 7y, and ngep are the optimal step locations and yp
the corresponding step magnitude recovered in Sect. 5.2.2 and
recorded in Table 6.

It is clear from Fig. 10 that the two mass and dust popula-
tions do not exactly align. In fact, higher-mass galaxies tend to
concentrate on the inside of the Ty —n curve, while less massive
galaxies concentrate on the outside. This is particularly appar-
ent in the local case. This discrepancy points to the fact that the
recovered dust step is not merely analogous to the mass step,
as might initially be presumed, given its magnitude, significance
and ARMS.

For a more detailed look at this discrepancy, we can add a
dust step in the form of Eq. (7) to the Hubble residuals for the
Tripp standardization. To do so, we fix the values of yp, 7y, and
Nsiep to those previously obtained in Sect. 5.2.2 for the optimal
dust step, as recorded in Table 6. Following a similar procedure
as the one applied in Sect. 5.2.1, we once again recover the opti-
mal mass step, shown in Table 5. It should be noted that, when
looking for this new mass step, the baseline for comparison is
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not the case with no step, but rather the case already corrected
for the dust step.

For the local case, the optimal mass-step location remains
unchanged. For the global case, however, there is a big change in
the maximum significance step location, which happens because
the previous optimal step significance drops slightly below the
level of the new maximum. For the sake of consistency, we keep
the same step location. Even so, the new maximum significance
step, log(M, /M) = 10.51, has a significance of 3.20.

It is clear that the introduction of the dust-step correction
lowers both the significance, magnitude and ARMS of the recov-
ered mass steps. This drop in ARMS should not be taken to mean
that the inclusion of both steps results in an overall worse RMS
when compared with a single step case. Rather, it signifies that
the addition of a mass step to a set of Hubble residuals already
corrected with a dust step results in a lower improvement in
RMS than the one seen for the same mass step applied to Hubble
residuals with no prior step correction. In this sense, the initial
dust-step correction appears to also be partially correcting for
the mass effect. However, it cannot be said that the mass step has
been removed in either case. Thus, while offering some improve-
ment, the addition of this dust-step term to the standardization is
not capable of fully eliminating the mass step by itself.

In the same way, we can look at the recovered dust step
in the case of a Tripp+mass-step standardization, in which the
mass step recovered in Sect. 5.2.1 is used. The values relating
to these steps are shown in Table 6. Once again, it is clear that
the structure of the original steps is preserved, while the signifi-
cance, magnitude and ARMS are again found to be lower. Thus,
the addition of a mass-step term in the standardization is also not
capable of fully eliminating the dust step by itself.

Thus, it seems reasonable to conclude that the mass and dust
steps are two overlapping phenomena that nevertheless do not
fully coincide. This points to the fact that the origin of the mass
step may not be entirely driven by host dust properties. A further
exploration of the relation between the two steps is offered in
Appendix D, where both u,, and up are treated as free parame-
ters in the cosmological fit. This confirms that the two steps are
not analogous, as both are significantly different from zero for
the best-fit cosmological model.

Looking at a bigger sample of DES host galaxies that
includes SN Ia photometry, Meldorf et al. (2023) find that the
inclusion of a dust-step correction is sufficient to correct the
mass step. The discrepancy between this and our results is most
likely due to the different mass to dust relations recovered from
the host galaxy fits, as discussed in Sect. 4.3.

5.2.4. SN color and Hubble residuals steps

Although we do not find any direct relation between SN color
and the galaxy dust parameters (Sect. 4.4), we explore the rela-
tion between SN color and the Hubble residuals, similarly to
what is done in (e.g., Brout & Scolnic 2021). The SNe were
divided into two populations: Blue SNe (¢ < 0) and Red SNe
(¢ > 0). For an easier comparison with the previous results, the
optimal locations found in Sects. 5.2.1 and 5.2.2 were preserved.
These results are shown in Tables 7 and 8, for the mass and dust
steps, respectively.

It is clear from the significance, magnitude and ARMS val-
ues that both steps are much more pronounced for the red SNe,
which matches the results obtained by Kelsey et al. (2021) and
Brout & Scolnic (2021). This difference between the two pop-
ulations points once again to a relation between dust redden-
ing and the Hubble residuals steps, assuming most of the color
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Table 6. Dust-step significance (in o), magnitude (yp), ARMS and RMSg,, for the Tripp and Tripp+duy, standardizations.

Standardization Split Step Step location Sig. (in o) YD ARMS RMS gua1
Ty n

Tripp First Global 0.56 -1.25 1.81 0.064 = 0.035 0.0009 0.1405
Local 1.29 -0.105 2.89 -0.073 £ 0.025 0.0041 0.1373

Second Global 1.785 -0.905 4.20 —0.089 + 0.021 0.0071 0.1343

Local 1.29 -1.53 4.55 —0.101 £ 0.022 0.0086 0.1328

Third Global 1.785 -0.82 3.45 0.085 +£0.025 0.0047 0.1367

Local 1.29 -0.595 3.76 0.094 = 0.025 0.0065 0.1349

Tripp+6um Second Global 1.785 —0.855 3.52 -0.072 £ 0.021 0.0049 0.1310
Local 1.29 -1.53 3.36 —0.070 £ 0.021 0.0045 0.1251

Notes. For the Tripp+duy, standardization, the step location and magnitude recovered for the optimal mass step found in Sect. 5.2.1 are used.
ARMS is defined as the difference between the RMSgj,,1. Obtained when considering the Hubble residuals as a single population and the RMS
obtained when considering them as two separate populations, each with a separate mean and divided at the step. The First, Second and Third splits
refer to which of the quadrants depicted in Fig. 8 is isolated from the remaining SN population (1, 2 and 3, respectively).
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Fig. 9. Variation of the Second Split dust step with the step location (position in 7y—n grid) for the Tripp standardization. Results from global
measurements are shown on the left, while those from local measurements are shown on the right. The top panel shows the significance of the step
in o, the middle panel shows the magnitude of the step and the lower panel shows ARMS. This last quantity is defined as the difference between
the RMSgjg1c Obtained for a single population mean description and the RMSg,, obtained for a dual population mean description with a step.

variation for SNe stems from dust. However, it has also been
suggested that there is possible indirect evidence of environmen-
tal variation of intrinsic SN color, particularly related to ejecta
velocity (e.g., Pan 2020; Wang et al. 2013; Cartier et al. 2011),
which could also be playing a partial role in this case.

Finally, similarly to what was done in Sect. 5.2.3, we exam-
ine what happens to the mass step if the dust step is corrected for
and vice versa. Depending on the population in question, we use
either the steps recovered for the blue or the red SNe. The results
remain consistent with what we have shown before, with neither

of the steps being able to fully account for the other, regardless
of the color of the SNe considered.

6. Discussion

Several key results obtained in this work appear to support
the link between environmental dust properties and the mass
step.

First, the mass—7y, and mass—n relations, shown in Fig. 4,
make it clear that different galaxy mass populations are
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Fig. 10. Best-fit values of n as a function of 7y for the fitted DES galaxies with DECam global (left panel) and local (right panel) griz photometry.
The corresponding value of log(M,. /M) is plotted on a gradient from blue (lower mass) to red (higher mass). The optimal step for the Second
Split is also shown in purple.

Table 7. Mass-step significance (in o), magnitude (y,), ARMS and RMS,,, for different color populations.

Standardization SN color Step Step location  Sig. (in o) Yy ARMS  RMSgua
log(Mitep/Mo)

Tripp Blue (¢ < 0) Global 9.73 2.12 -0.050 £0.023 0.0025 0.1241
Local 9.405 2.73 -0.083 £0.031 0.0059 0.1207

Red (¢ > 0) Global 9.73 3.34 —-0.128 £0.038 0.0125  0.1504

Local 9.405 5.00 -0.172 +£0.034 0.0240 0.1389

Tripp+dup Blue (c < 0) Global 9.73 1.43 -0.033+£0.023 0.0011  0.1215
Local 9.405 2.36 —0.071 £0.030 0.0044 0.1183

Red (¢ > 0) Global 9.73 3.19 -0.110+£0.034 0.0100  0.1393

Local 9.405 3.36 -0.111 £0.033 0.0110 0.1324

Notes. The top rows show the results pertaining to the Tripp standardization, while the bottom rows show the results pertaining to the Tripp+dup.
In both cases, the same step locations obtained in Sect. 5.2.1 are used. ARMS is defined as the difference between the RMS i, obtained when
considering the Hubble residuals as a single population and the RMSy,,; obtained when considering them as two separate populations, each with
a separate mean and divided at the step.

Table 8. Dust-step significance (in o), magnitude (yp), ARMS and RMSy,, for different color populations.

Standardization SN color Step Step location Sig. (in o) YD ARMS RMS4ua
Ty n

Tripp Blue (c <0) Global 1.785 —0.905 2.53 —0.064 +£0.025 0.0040 0.1226
Local 1.29 -1.53 243 —0.065 £0.027 0.0039  0.1227

Red (¢ >0) Global 1.785 —0.905 348 —0.131 £0.038 0.0136  0.1493

Local 1.29 -1.53 4.36 —-0.161 £0.037 0.0195 0.1434

Tripp+duy Blue (c <0) Global 1.785 —0.905 2.03 —0.050 £0.025 0.0026 0.1215
Local 1.29 -1.53 1.90 —0.049 £0.026 0.0025 0.1182

Red (¢ >0) Global 1.785 -0.905 3.23 —-0.114 £0.035 0.0111 0.1393

Local 1.29 -1.53 4.01 —-0.137 £0.034 0.0073 0.1316

Notes. The top rows show the results pertaining to the Tripp standardization, while the bottom rows show the results pertaining to the Tripp+dg.
In both cases, the same step locations obtained in Sect. 5.2.2 are used. ARMS is defined as the difference between the RMS;,q1. Obtained when
considering the Hubble residuals as a single population and the RMSg,, obtained when considering them as two separate populations, each with
a separate mean and divided at the step.

subject to different dust contents and dust laws. This fact is most  (e.g., Salim et al. 2018; Brout & Scolnic 2021; Gonzalez-Gaitan
clearly expressed in the results displayed in Table 2, where itis et al. 2021).

shown that the Ry values for low- and high-mass galaxies exhibit Second, in Sect. 5.2.3 we show that adding a dust step to
significant differences, which agrees with previous results a set of mass-step corrected Hubble residuals results in lower
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significances, magnitudes and ARMS than the ones obtained for
the same step when no initial correction is present, and vice
versa. This shows that the effects in mass and dust are at least
partially related and that correcting for one also partly corrects
for the other.

Third, as shown in Sect. 5.2.4, both the mass and dust steps
are found to have much higher values of significance, magnitude
and ARMS for red SNe (¢ > 0), when compared to blue SNe
(c < 0). Presuming that red SNe are also the most extinguished,
we have yet another link between dust and the mass step.

However, the color variations among SNe are not only a
product of dust extinction, but can also originate from intrinsic
differences between the SNe (e.g., Conley et al. 2007). For this
reason, the fact that the mass step is found to be more prominent
for red SNe might also indicate a relation between this effect and
the SN intrinsic color (Pan 2020; Wang et al. 2013).

Another result that points against dust as the sole driver for
the mass step is the overall lack of correlation found between SN
color and the corresponding host galaxy attenuation parameters,
as recorded in Table 3. This again suggests that the differences
in the mass step between different color SNe might actually be
due to intrinsic factors. Another possibility is that global and
local (4 kpc) environmental dust properties might be very poor
proxies of the real dust extinction at the SN site.

This last point is further strengthened by the fact that, as
shown in Fig. 5, extinction and attenuation display very differ-
ent behaviors, pointing to different physical effects. This also
explains why the proposed “Fixed-Extinction” Standardization,
discussed in Appendix C, gives such poor results.

Furthermore, while it is true that there appears to be an over-
lap between the two steps, we show that accounting for one of
them does not fully remove the other, suggesting that there might
be other factors at play, not directly related to dust.

In general, our results seem to point to the fact that the mass
step might not have a fully dust-related origin, despite the evi-
dence for at least a partial link between the two. As stated before,
itis possible that a partial cause of the observed effect lies instead
in intrinsic differences between SNe Ia that come about due
to different progenitors. The fact that the stellar age seems to
be quite important in the relations between the attenuation law
and the mass (see Fig. 4) shows that the situation is more com-
plex and agrees with other works that show the importance of
age in the mass step (e.g., Rigault et al. 2020; Rose et al. 2022;
Wiseman et al. 2022). In this sense, both the environmental mass
and dust might be acting as imperfect proxies for the different
types of progenitors, explaining the behavior we observe.

Finally, while dust might indeed be the origin of the mass
step, a two-dimensional environmental dust step might be an
overly simplistic way to look at the relation between these two
quantities. One might need either direct extinction data for each
supernova or a better way to isolate the different mass/dust
populations.

7. Conclusions

In this work, we have explored ways to better probe the dust
contents of SN Ia host galaxies as well as how to better make use
of this information for SN standardization. Our major findings
are:

— We have shown through simulations that DECam griz pho-
tometry is mostly sufficient to recover dust parameters for
simulated SN Ia host galaxies, while discrepancies and
degeneracies among other parameters do not significantly

affect inferred dust properties. We found that in using both
global and local DECam griz photometry, we can recover
dust properties for host galaxies that are consistent with lit-
erature predictions from both simulations and observations.
We find a relation for the dust attenuation slope with the dust
optical depth, both locally and globally, that is best explained
with varying star-to-dust geometry with a galaxy orienta-
tion. Most importantly, we show that dust properties vary
greatly across different galaxies, meaning a universal value
of Ry = 3.1 or a universal SN Ia g correction are assump-
tions that are too simplistic.

— The relation between the attenuation parameters is found
to be very different from the extinction relations obtained
directly for SNe Ia, making the comparison between the
two somewhat difficult. This difference is mainly due to the
effects related to star-to-dust geometry that become rele-
vant when dealing with extended objects, such as SN host
galaxies.

— We find two different relations between a galaxy’s stellar
mass and its dust properties, depending on the age of the cor-
responding stellar population. For younger galaxies, there is
a steady increase of Ty and n with log(M, /M), while older
galaxies tend to exhibit both larger masses and smaller opti-
cal depths. A similar behavior for the two age populations
can be seen when considering the local mass, pointing to
an analogous relation between the results observed for the
global stellar mass and the local stellar density. This popu-
lation mix results in the observation that low-mass galaxies
tend to have larger values of Ry, meaning that, for the same
amount of dust, these galaxies are systematically subject to
a lower level of reddening. For both mass populations, the
scatter in Ry is ~ 1. All of these results match previous liter-
ature observations.

— We conclude that an alternative SN Ia standardization, incor-
porating both the Ry and E(B — V) values obtained for the
respective host galaxies to approximate and fix SN extinc-
tion, results in a worse cosmological fit. This is very likely
a consequence of the differences between host galaxy atten-
uation and SN Ia extinction, meaning the values for Bz, and
E(B - V) for the SNe Ia cannot be correctly determined. The
lack of correlation between the host attenuation parameters
and the respective SN light-curve parameters also points to
this fact. This remains true when carrying out local studies
(4kpc), showing that even smaller apertures are needed to
avoid the geometrical effects of dust attenuation.

— We show there is evidence for a two-dimensional dust step,
which, for the global case, results in roughly the same sig-
nificance, magnitude, and residual RMS recovered for the
mass step, hinting at a relation between the two. In particu-
lar, this dust step is significant at >40. Furthermore, we show
that these two steps are not completely analogous and that
accounting for one of them in the SN standardization does
not necessarily fully eliminate the other.

— We find that both the mass and dust steps are much more
pronounced for red SNe Ia (¢ > 0), which once again sug-
gests a link between dust reddening and the Hubble residual
steps.

Thus, we conclude that the need for the mass-step correc-
tion cannot be completely eliminated using only host galaxy
dust data. This is true for both an alternative SN standardiza-
tion, in which the color-luminosity relation is constrained with
host attenuation, and for a SN standardization with a dust-step
correction.
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Appendix A: Host galaxy mass comparison As previously stated, the recovered values exhibit a median
relative difference of ~ 4% in relation to the values computed by
Kelsey et al. (2021), in both the global and the local cases. There
is, however, a clear bias between the two fitting methods, as the
fitting methodology discussed in this paper returns systemati-
cally higher-mass values. Even so, as discussed in 3, where we

In this appendix, we compare the stellar mass values recov-
ered by Kelsey et al. (2021) for the DES-SN host galaxies with
the values obtained using our methodology, with five-parameter
sampling and no initial minimization. The results are displayed

in Fig. A.1. purposely change the mass values by 4%, this discrepancy does
not have a noticeable impact on the recovered dust parameters.
Global Local
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Fig. A.1. Comparison between the stellar mass values obtained by Kelsey et al. (2021) for the host galaxies of the DES-SN sample and the masses
recovered using a five-parameter sampling with no initial minimization. In both cases, fits were performed using global (Left panel) and local
(Right panel) DECam griz photometry. The results are shown in blue. A dashed line with y = x is also shown.
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Appendix B: Host galaxy simulations

In this appendix, we present a more complete view of the various
simulations described in Section 3. We begin by analyzing the
first test case, in which the default dust and SFH model is used
for both the simulation and the fit and which relies only on griz
photometry. We can compare the recovered best-fit values and
the “true” simulation values. The difference between these two
quantities is plotted in Fig. B.1

Overall, as stated before, the fit shows remarkable quality,
considering only four photometric data points were used for each
galaxy. There are, however, some accuracy problems present in
the fit, especially in the case of the metallicity, as there is a strong
bias that skews the recovered values, resulting in a median rel-
ative error of 55%. This inaccuracy is particularly noticeable
for the extreme values of log(Z,/Zy). It is possible that this is
a byproduct of the difficulty in sourcing accurate spectra with
which to build accurate CSP models for nonsolar stellar metallic-
ities (Leja et al. 2017). However, given that the spectra used for
both the simulation and the fit are drawn from the same library,
it is unlikely this is the root of the observed behavior. This also
means that we do not recover the expected mass-metallicity rela-
tion in our fitted sample. Although less noticeable, there also
seems to exist a slight skew for larger values of #,5.. These skews
are most likely linked to the degeneracy between log(Z /Zs) and
tage-

: To better perceive the quality of these results, we look next to
how they compare to the fit results obtained in the same model
conditions while using a combined griz + NUV/FUV GALEX
+ JHKs 2MASS photometry. These results are displayed in
Fig. B.2. Although some deviations are observed, on the whole
the results appear mostly consistent, reinforcing the previously
stated conclusion that a griz photometry fit can adequately deter-
mine host dust properties.

As seen from Table 1, the largest changes to the recov-
ered dust parameters occur when different attenuation models
are considered for the simulation and the fits. For the test case
where a Cardelli attenuation law was used for the simulations,
the differences between the recovered best-fit values and the
“true” simulation values are plotted in Fig. B.3. As previously
mentioned, Ry is the most affected parameter, with a clear bias
observed in the recovered values. In addition, there are large
errors accompanying these results, which come about due to the
conversion between different n and Ry .

Table B.1. Spearman correlation coefficients between the simulated and
fitted stellar ages f,, for the variable SFH test fits.

Test Spearman Correlation Coefficient
7=0.1 0.406
=10 0.432
teune = 7.5 Gyr 0.485
trune = 5 Gyr 0.743
trune = 3 Gyr 0.678

One final point that should be considered is that, while we
have shown that, for the most part, a change in the simulation
SFH does not greatly impact the determination of dust proper-
ties, there might still be an impact on the age parameter, which
might influence the subsequent analysis in Section 4.

To do so, we focus on the fits obtained from the simulations
obtained using a delayed-7 model with 7 = 10. The comparison
between the recovered best-fit values and the “true” simulation
values is plotted in Fig. B.4.

It is clear that a discrepancy between the simulation and fit
SFHs introduces a great level of bias into the recovered age
results. In particular, as the SFH used for the simulation decays
more slowly than the SFH presumed in the fitting process, there
is a greater amount of star formation at older ages than expected.
As such, the fit ends up predicting a younger age for these
galaxies. If we instead consider a simulation SFH that decays
faster than the one presumed for the fit, then we encounter the
opposite problem, with young galaxies appearing much older in
the fit. A similar effect happens for simulations with quenched
SFHs.

The Spearman correlation coefficients between the simu-
lated and fitted stellar ages for the variable SFH test fits are
shown in Table B.1. While there is a degree of correlation preva-
lent, it starts breaking down as the simulation model moves
further away from the default fit model. However, while older
galaxies might appear younger and younger galaxies might
appear older, an order relation appears to be maintained in the
fits. As such, while the specific #,,c values recovered might
be called into question, the broad division of the galaxies
into "young" and "old" galaxies can be preserved and relied
upon.
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Fig. B.1. Residuals (A = Fit-Simulation) for the best-fit values for the default (griz) test galaxy fits as a function of the original simulation
parameters. From top to bottom and left to right, we have: log(Z, /Z5), tie, Tv and n. Results for the different galaxies are shown in gray. Binned
means for each parameter are shown in orange, with error bars given by the standard deviation in each bin.
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Fig. B.2. Comparison between the best-fit values for the simulated test galaxy fits obtained with DECam griz photometry (x-axis) and DECam
griz + NUV/FUV GALEX + JHKs 2MASS photometry (y-axis). From left to right we have: 7y and n.
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From top to bottom and left to right we have: log(Z, /Zy), t,e, Tv and n. Results for the different galaxies are shown in gray. Binned means for
each parameter are shown in orange, with error bars given by the standard deviation in each bin.
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Appendix C: Fixed-extinction SN la standardization

In this appendix, we discuss the viability of an alternative SN Ia
standardization. If the existence of the 8 color—luminosity rela-
tion in Eq. (2) was entirely due to dust, then we would have (e.g.,
Gonzélez-Gaitan et al. 2021):
ﬁRv =RB :Rv+ 1 (Cl)
Using this fact, we can separate the extinction Sg, and intrin-

sic Bint components in the S color—luminosity relation in Eq. 2,
such that (e.g., Brout & Scolnic 2021):

Be =Br,E(B=V) + Bin (c = E(B-V))

=Ap+ i (c—EB-V)), (C2)
leaving out a possible additional measurement noise term (e.g.,
Popovic et al. 2021).

It is thus possible to introduce an alternative “Fixed-
Extinction” SN Ia standardization in which the values of Ry =
TBT_VTV and E(B — V) = 1.086(tp — 7y) can be fixed using host
galaxy measurements. The new nuisance fit parameters are thus
a, Bine and M. We use the values of Ry and E(B — V) obtained
in Section 4 from the CSP fits of the SN host galaxies to con-
strain the color-luminosity relation in the respective “Fixed-
Extinction” standardization.

The % in Eq. 3 is thus given by:

2 2 2 2 2, 2 2 2
o =0, t (o) + Ty, + B0 + O'E(B_V)) + O

= 2B0 e + 200, 1, — 20B0 X1, C, (C.3)
where 0, 01 and o are the uncertainties associated with each
of the light-curve fit parameters, 0 ,.c, Omyx > Ox ¢ are their
covariance terms, o4, and ogg-v) are the uncertainties asso-
ciated with the attenuation law parameters for the host galaxies

and oy is a parameter which accounts for possible intrinsic vari-
ations in a SN Ia’s luminosity. We fix o, = 0.107, following the
value obtained by Gonzalez-Gaitan et al. (2021).

The cosmological fit parameters obtained for the "Fixed-
Extinction" standardization are shown in Table. C.1. This stan-
dardization yields RMS values of 0.515 and 0.575 in the global
and the local cases, respectively. As previously hinted, both the
global and the local measurements produce consistent results.
However, judging from the RMS values, the “Fixed-Extinction”
standardization appears to be a much worse fit of the data, inval-
idating it as a replacement for the Tripp standardization, which
has a RMS value of 0.141. This is probably due to the fact
that, according to Fig. 5, host attenuation laws do not accurately
describe SN extinction, meaning it is likely that the problem
resides in the values used to approximate SN extinction.

A possible source of error may come from the bias in Ty
observed in Section 3, which might be skewing the standard-
ization fit results. We can correct for this effect by subtract-
ing the bias level from each 7y value. For this, the largest bias
value found was used, which was 0.263. For values below the
bias threshold, we simply keep the original value. The results
obtained from a “Fixed-Extinction” biased standardization are
also listed in Table. C.1. The 1y bias improves the standardiza-
tion, with new RMS values of 0.420 and 0.372, for the global
and the local cases, respectively. Even so, the bias corrected stan-
dardization still falls short of the Tripp values.

On the whole, the proposed “Fixed-Extinction” SN Ia stan-
dardization does not provide better fits than standard Tripp stan-
dardization. This is most likely a consequence of using host
attenuation to approximate SN Ia extinction, as already seen
in Section 4.4. However, it is possible that, using extinction
data directly obtained for each SN and not its environment, this
method might indeed prove to significantly improve cosmolog-
ical fits and possibly reduce or completely eliminate the mass
step.

Table C.1. Global and Local fit parameters for the “Fixed-Extinction” and “Fixed-Extinction” + 7y bias standardizations and respective RMS

Standardization a Bint M RMS
Fixed-Extinction (Global)  0.432*0019 43500010 —19.10670055  0.515
(Local)  0.425*0010 62022012 —18.287+0005 0575

Fixed-Extinction + 7y Bias  (Global) ~ 0.351709%  4.281*0010  —19.2200011  0.420
(Local) ~ 0.276*50% 54130011 —18.9210510  0.372

Notes. A likelihood defined by Eq. 3 was used for the fits.
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Appendix D: Cosmological fits with steps

In this appendix, a deeper look at the relation between the mass
and dust steps is presented. In particular, for a slightly more
robust analysis of both these steps, we can directly introduce oy,
and oup terms in the cosmological fit. We promote the respec-
tive step magnitudes vy and yp to free parameters, fixing the
step locations to the values previously recovered for the Tripp
standardization in Section 5.2.
As mentioned in Section 5.1, the likelihood defined by Eq.
3 can introduce biases into the recovered fit parameters. While
this fact is not entirely significant when comparing two standard-
izations, it becomes important when dealing with a more rigor-
ous cosmological fit. For this reason, when promoting either the
mass or dust steps to free fit parameters, it is helpful to slightly
modify the likelihood used (e.g., Gonzédlez-Gaitan et al. 2021):
| &
In(L) = )
i=0
In order to study the various steps, we look at three possible
standardizations: a Tripp+mass-step standardization, in which
vy 1s promoted to a free fit parameter; a Tripp+dust-step stan-
dardization, in which vy, is promoted to a free fit parameter; and
a Tripp+mass-step+dust-step standardization, in which both y,,
and yp are promoted to free fit parameters. It is also useful to
redo the standard Tripp standardization to establish a term of
comparison for the new likelihood.

2
(A_’;i (D.1)
(oan

1

+In (0'?)) ,

For an even more rigorous fit, we can also promote the oy
term to a free parameter. Additionally, in the cases where a step
is considered, we can assign different o, values to each pop-
ulation. Taking into account both the high and low-mass pop-
ulations and the regions defined by Fig. 8, we have: Tripp (1
population): full sample (oin, ); Tripp + mass step (2 popula-
tions): low-mass (Cin, ), and high-mass (oiy, ); Tripp + dust step
(2 populations): Region 2 (o, ), and Regions 1,3,4 (oin, ); Tripp
+ mass step + dust step (4 populations): low-mass + region 2
(Tint, ), low-mass + regions 1,3,4 (Cin, ), high-mass + region 2
(Tint; ), and high-mass + regions 1,3,4 (o, )-

The recovered fit parameters, as well as the corresponding
RMS values, are listed in Table D.1. As expected, the addition
of separate mass and dust steps results in lower RMS values, for
both the global and the local cases. The dust-step value recov-
ered for the global case is compatible with zero, which might
be due to a problem with the fit convergence. The simultaneous
inclusion of mass and dust steps produces the lowest values of
RMS for the respective cosmological fits. In addition, when both
steps are simultaneously included, we recover both noticeable
mass and dust steps, with the caveat that the global dust step is
once again compatible with zero. In general, the step magnitudes
in this case are overall lower than those obtained in the single
step cases. As such, we once again find evidence that, although
there is some level of overlap, the two steps are not completely
analogous and interchangeable.

Table D.1. Fit parameters for the Tripp, Tripp+dua, Tripp+dup and Tripp+0puy+dup standardizations and respective RMS.

Standardization 1% B M ym/2 vp/2 T ingy T ing, T ingy T ing, RMS
Tripp 0.141%0012 2.845%0:136  —19.404*0011 - - 0.098*0:910 - - - 0.1367
Tripp+din (Global) 0.155*013 2.872*0.141 —19.423+0012 _0,035+0.914 - 0.097+0012 0.071#992 - - 0.1332

(Local) 0.156*0912 2.975*0138  —19.422+0011 —0.049*0012 - 0.087+0013  0.082+0029 - - 0.1341
Tripp+dup (Global) 0.144*0912 2.833+0138  _19.405+001! - -0.008*39!1 010473913 0.091+50!3 - - 0.1346
(Local) 0.145*0012 2.814*0133  _19.416+09!! - -0.0357091% 010170913 0.075*5018 - - 0.1310
Tripp+Juy+6pup (Global) 0.157:3C13  2.877+0143  —19.42270013 —0.035091%  —0.0040911 0.0104*501% 0.089*2C18 007970942 0.069*5033  0.1323
(Local) 0.154*0912 2.946*0012 —19.426*0011 —0.039*00!1 —0.026*09%  0.087+3911  0.079739% 0.09175511 0.069*0017 0.1298

Notes. A likelihood defined by Eq. D1 was used for the fits. In each one,

the steps are computed based on the SN population divisions determined

by the mass and dust-step locations recovered in Section 5.2. For each of these populations, we allow for a separate oy, free parameter. Tripp (1
population): Full sample (07, ); Tripp+6u (2 populations): Low-mass (0, ), and high-mass (07, ); Tripp+6pp (2 populations): Region 2 (o7jy, ),
and Regions 1,3,4 (07in, ); Tripp+0uy+dup (4 populations): Low-mass + region 2 (ojy, ), low-mass + regions 1,3,4 (07, ), high-mass + region 2

(0ing;)> and high-mass + regions 1,3,4 (Gin, ).
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Table E.1. Best-fit results for the DES host galaxy fits with DECam griz global and local photometry.

SNID Global Local
log(Z, /Zs) lage (Gyr) % n log(Z«/Z5) lage (Gyr) Ty n
1248677  —0.008*0957  0.399*007L  1.367*00s7  0.087001  —0.196*0%4  0.100*072 1.414*0713  0.059%01%9
1250017 —1.638%039%  0.359*0242  1.108*024L  —0.720*0107 —1.257*037% 0.107+5737 1.483*0746 —0.290*0734
1253039 0.16470:2%  0.209%0426  2.291*0761 0.067701%  —0.585705%  0.579*)43¢  1.603*1273  —0.094*0%
1253101 —0.574*0708  0.933*0465  0.759*007  —0.553*0377  —0.36070355  0.150*01%8  1.113*977 —0.048*027
1253920 —1.976709%  2.337+0147  0.905*0036  —1.319+00%5  —1.4807033)  2.963*05%  0.695*0317  —1.293+0431
1255502 1.287+00%8  0.243+090%  2.890%0:022  —0.244+0014 —0.89970678  0.550*)-267  2.277+1410 0.01970122
1257366 —1.66570:30 244670505 0.640%0937  —1.327+093%  —1.2867080  1.499+08%  0.903*0873  —0.551+020
1257695  —1.96470:436  0.1747028]  1.259%093%  —0.759+0957  —0.61470423  1.096*033%  0.494*0328 0708040
1258906  0.133*281 03767022 1.183*01M  —0.096*0140  —0.347+05%  0.530%0342  1.254*020 —0.109+0178
1258940  —0.04970218  1.150*0H8  1.418+098%  —0.243+0040  —0.852+0813  1.736%0220  0.493*02%  —0.994+0338
1259412 —1.9967029  0.30470000  1.544*0044  —0.5797000%  0.195%9795  0.2337030¢  1.624*09%0  0.032+0387
1261579 —1.00075%9 54477022 0.312+0133  —2.189*0450  —0.54370800  1.254*0967 1.641*088  —0.280*07
1263369  —0.88370282  0.563*0171  1.990%012%  —0.078+0053 025970328 0.445*034%  1.924*0223 —0.105*0 118
1263715 0.010703%  0.874*035%  0.635*0158  —0.482*023L  —0.505703%5  0.849*0327  0.639*0310  —0.611*037%
1275946 —0.6667,915 15970236 0.450%040)  —1.248%063¢  —0.6187023¢  0.558*02%  0.475*0530  —0.679*0322
1279500 —1.6967039 0506015  1.511%0030  —0.550700))  —0.397+008  2.174*0500  0.407*02%8  —1.466*)34
1280217  —0.08573917  0.094*0083  1.963*0888  0.,02570220  1.052793%2  0.461705%  0.369*07%  —1.746*039
1281668  —0.092701% 056470002 1.714*70977 0.0947001  —0.24270707  0.301%0333  1.958*041%  0.09570 13
1281886  —0.592*0333  1.556*0:4% 0.971*37%  —0.37070230  —0.534*0082  1.053*073%  1.167*03%  —0.264%02%
1282736 —1.947*0018  0.781%0128  1.648*00%  —0.533700%8  —0.61970020  0.796*045%  1.864703%  —0.161%) 12
1282757  —1.968*0557  0.109%020¢  1.733*0930  —0.416*0018  —1.0007063%  0.559*033¢  0.982*0485  —0.495*02%0
1283373 —0.53870967  4.905*0020  0.563*0030  —1.078*0040  —0.16070955  3.981%0842  0.620792)3  -1.278+03%
1283878 1.286709%  0.103*0477  3.187*09%0  —0.266*0050  —1.021%)72%  3.353*042%  0.509*0%27  -1.878*)511
1283936 —0.483*031%  0.521*0013  1.738*0230 0.0787091%  —0.318+0552  0.475*0310 1.565*03%  —0.045*012
1284587  —1.924*019%  0.700%045¢  1.659*0981  —0.633*0018  —0.364*0870  2.002*084°  0.800*0478  -0.733+0422
1285317 —0.06170:425  0.559*0-154  0.165%0212  —0.937+0272  —1.509%035  0.267+0145 0.215*0048  —1.747+0751
1286398  —0.13370:926  3.388*001  0.517+0012  —1.120%0010  0.64770%  2.122%13%8 0.914*0437  —1.042+0378
1287626  —0.76170720  1.199*0:838  0.355+0312  —1.101%0620 22647019 0.036*5017  0.932+0%77  —2,074+0159
1289288  —1.60870113  0.6717033%  1.853*09%%  —0.454*0017  —1.188*0 108 0.558*0997  2.048*0821  —0.223*0157
1289555  —0.1037041>  0.60770238  0.464%0333  —0.418+0248  —0.707*0-102  0.740%0330  0.234*02%3  —0.979*049
1289600 —0.59270:133  0.1857097)  1.626701%3  0.1267092L  —0.41670378  0.393*0183 0.809*9285  —0.154+017¢
1289656  —0.3267008%  0.949%0382  0.320*024  —1.320%03%7  —0.19570303  0.461*0387  0.65770%07  —0.311+03¢8
1289664  —0.093708%3 04770931 1.374*09%7 —0.08770:343  —0.5420%0%  0.19670380  0.953+093¢  0.08370%
1290816 0.327:23%  0.582*0184  1.140%0132  —0.149*0172  —0.57470%33  0.848%0352  0.759*0382  —0.480*04%
1291080  —0.347+1-19 157170639 0.508*041)  —1.278*0307  0.634799%  1.474*1907 0.512*9928 —1.639*03:
1291090  —0.11270212 0.387098%  0.85670957  —0.152700%  —0.105%037¢ 056270337  0.847703%  -0.3307021)
1291794 —1.693*0235  0.838%03%3  1.785%0933  —0.457+002)  —1.24470250  0.484*0507  2.237+0418 —0.199+0150
1292145 —0.535j§;§z§ 0.256t§;§§% 1.736j§%§§ —o.ooztg;(})gi —0.330j‘(1§;§§§ 0.416j§;§§3 1.288j§;§2 —0.178j§é§%
+0. +0. +0. +0. +1. +0. +0. +0.

oy ot Solepss D0Thees T 2Teew “MSTasg S DOllems — S ae

. —0.081 . —-0.350 . —0.209 . -0.204 . —0.536 . —0.863 . —0.464 . —0.289
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SNID Global Local
log(Zy/Zs)  tage (Gyr) Ty n log(Zs/Zs)  tage (Gyr) Ty n

+0.345 +0.085 +0.241 +0.116 +0.571 +0.404 +0.367 +0.527
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Table E.1. Continued from above

SNID Global L
log(Z, /Z5) lage (Gyr) Ty n log(Z4 /7o) ocal
1308582 —0_002+8-2i5 170670952 1.428+0.042 _() 487+0.020 . o o) fage (GYD) Tv n
0747 ++"VO- . ; - . +0.194
1308884 —1.2507000005 1 13370005 1 7970005 . 7—3187 1.400%0194 1.242+1265 0,691+0238 ] 765+03%
-0.0001 : —0.005 1* 79_0_003 -0.478* 002 _) 61810419 o +0.206 102 -0.289
1309288 —1.999+0-002 1 113+0.032 +0.014 0.002 a1y 2.18270320 0.2587000% —1.26610037
0002 111310022 1.50470018 07087000 ~0.59570214 0.092+) %! 1080 -0l
1309492 (.852%013 () 197+0:261 w098 9.907 Tosor 0-092%507 371175, 2 _0.009*0:179
~0.845 19750065 1.85970:18 ~0.16070758  0.44150280 0 +0.755 10908 -03712
1312274  —0.700+0-346 () g77+0-166 2o 0.038 043 0.7387075> 122670485 —0.31679220
700%03160.677+0356 2.884+0182 0.01370082  —0.347*0¢77 0 +0.536 29488 -0.321
1313594 —0.272+0142 (0 053+0-116 0498 0.063 ol 0.6747033¢ 259740375 —0.068*0073
27270517 0.05300:6 429370563 032570000 05467085 0.2 +0.571 ANy
1314897 0.966%(5¢;  0.228"((5¢ 2.410%07% —0 L0247 Py 86750y 21742058 —0.013707,3
1315192 —1.536700% 7117019 | 73870072 —0.24670247 0.8787043 0.984*102 0.939+0430 —0.812+0.35
536705 071175 7 L7387 —0.441+0010°_( 965+0379 | +0.775 03 —0.440
1315259 _2.000+8.8003 1.884+0022 | 339+0.009 _ 0% To3gs 121270707 1.153_0_423 ‘0-438i8‘§28
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Table E.1. Continued from above

Duarte, J., et al.: A&A 680, A56 (2023)

SNID Global Local
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