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Abstract

A tridimensional multiphase viscoplastic anisotherm free surface model is developed, it is reduced to an height-averaged bidimensional model and its use for molten nuclear core spreading is argued with dimensionless numbers. It describes the tridimensional flow as non-Newtonian, non-isothermal and a mixture of a continuous phase and gas released from a substrate. Using an adaptive finite element method based on C++ library Rheolef, simulations are ran. A sensitivity analysis on the numerical parameters and the gas inflow rate are conducted. Tridimensional solution of the problem is computed from the bidimensional height-averaged solution.
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1. Introduction

High density and temperature fluid spreading is an issue met in many situations such as volcanic lava flows \cite{1, 2} and nuclear severe accidents \cite{3, 4}. These are described by complex multiphase flows characterized by coupled multi-physics phenomena such as solidification due to heat transfers (at the surface by radiation or by convection in the presence of water, with the substrate by conduction), the rheology of the fluid (possibly non Newtonian) or interactions with the substrate (ablation, degassing). A viscoplastic (non Newtonian) description of corium has been gathering interest since the viscosity and yield stress measurements made by Roche et al. \cite{5}. They lead us to consider a greater range of fluid behavior. Fig. 1 presents the stress tensor according to the deformation rate tensor and allows illustrating the different behaviors of a fluid according to the Herschel-Bulkley \cite{6} viscoplastic model that depends on two parameters: the fluid index, $n$, and yield stress, $\tau_y$. For $n = 1$ and $\tau_y = 0$, this fluid is considered as Newtonian, for $n = 1$ and $\tau_y \neq 0$ as viscoplastic Binghamian \cite{7}, and for $n \neq 1$ and $\tau_y \neq 0$ as general viscoplastic.

As pointed out by Saramito and Wachs \cite{8}, the regularization approach currently used in industrial codes lacks a general convergence result of the solution with the regularization parameter and cannot follow the unyielded regions of a yield stress fluid flow with the deformation rate tensor $\dot{\gamma} = 0$.
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The use of asymptotic analysis to provide shallow approximations for free surface viscoplastic flows has been introduced by Liu and Mei [9] and further experimental and mathematical analysis was performed by Balmforth et al. [10]. Spread over an arbitrary topography was studied by Bernabeu et al. [11]. Adding thermal effects has shown to be more complex as the energy equation does not reduce to a bidimensional one using the asymptotic analysis approach. Bercovici and Lin investigated this particular issue for Newtonian fluids in [12] and Balmforth et al. [13] built upon it to propose a model with temperature-dependent consistency and temperature-independent yield stress for shallow viscoplastic flows. Then, Bernabeu et al. [14] proposed a model with height-averaged temperature-dependent consistency and yield-stress comparing second ad third order polynomial vertical distribution of temperature.

Here, we propose to adapt this viscoplastic model to shallow anisotherm multiphase spreading with a second-order temperature polynomial approximation with non-constant viscosity using a model based on Shaw law [15] and first-order volume fraction polynomial approximation.

To account for the effect of degassing, we base our method on the phase field method which has been introduced by Cahn and Hilliard [16] then enhanced in Allen and Cahn [17]. We use a mixture model as described in [18, 19], using relative velocity models from the works of Hibiki and Ishii [20, 21, 22] and the continuum surface force model by Brackbill et al. [23].

We first present the tridimensional model, then perform a dimensional analysis on it before giving its reduced form by expanding on the process provided by Bernabeu et al. [14]. Then, using the C++ library Rheolef [24], sensitivity analysis is performed on numerical parameters and gas inflow velocity. Finally, we discuss the tridimensional reconstructed results.
2. Mathematical model

In this section, we present the multiphase viscoplastic model. Fig. 2 shows the spreading scheme with the melt spread. It involves three domains, denoted by the indices f, s and ext that represent respectively the melt, the substrate and the ambient environment of the spread. Let \( Q \) be an open set of \( \mathbb{R}^3 \) of regular border \( \partial Q \) be the whole domain. It splits as \( Q = Q_f(t) \cup Q_s \) where \( Q_f(t) \) is the melt flow region, and \( Q_s \) the substrate. The boundary of the melt flow region also splits as \( \partial Q_f(t) = \Gamma_f(t) \cup \Gamma_s \cup \Gamma_w \) where \( \Gamma_f(t) \) is the free surface of the flow, \( \Gamma_s \) the horizontal plane where the melt is in contact with the substrate where degassing happens and \( \Gamma_w \) the vertical walls. Finally, a part \( \Gamma_e \subset \Gamma_s \) corresponds to the melt alimentation region, where there is an inflow.

Figure 2: Multiphase spreading: its geometry and notations

2.1. Tridimensional mixture model

We use the phase field method equation used by Chiu [25], replacing the curvature proportional term by a relative velocity dependent one in order to track the volume fraction of the melt \( \phi \), such as:

\[
\partial_t \phi + \mathbf{u} \cdot \nabla \phi + \nabla \cdot (\phi (1 - \phi) \mathbf{w}) = 0
\]  

(1a)

where \( \mathbf{u} = \phi \mathbf{u}_1 + (1 - \phi) \mathbf{u}_2 \) is the volumetric mixture velocity with \( \mathbf{u}_1 \) and \( \mathbf{u}_2 \) respectively the continuous and dispersed velocities and \( \mathbf{w} = \mathbf{u}_1 - \mathbf{u}_2 \) is the relative velocity between phases, following the model from Damian and Nigro [18], we model it by neglecting relative velocity along the \( x \) and \( y \) directions with a constitutive law:

\[
w_z = w_s \phi (1 - \phi)
\]  

(1b)
the \( w_s \) constant can be interpreted as in [18] by the terminal velocity of a single bubble moving in a continuous phase and we can determine it using the drag laws provided by Hibiki and Ishii in [22] for bubbly flows from which we use \( w_s = \sqrt{2/(\rho^1 - \rho^2)} \) for \( \rho_1 \) and \( \rho_2 \) the density of media 1 and 2 and \( \sigma_{cap} \) the surface tension. This assumption is justified for our application in section §3.

We model the two phases using a mixture model that uses the Herschel-Bulkley constitutive equation, which expresses the deviatoric part \( \tau \) of the Cauchy stress tensor in the melt as

\[
\begin{align*}
\tau &= \left( K(\theta, \phi) \gamma^{n-1} + \frac{\tau_y(\theta, \phi)}{\gamma} \right) \gamma \quad \text{when } \gamma \neq 0, \\
|\tau| &\leq \tau_y(\theta, \phi) \quad \text{otherwise,}
\end{align*}
\]

where \( \gamma = \nabla \mathbf{u} + (\nabla \mathbf{u})^T \) is the shear rate tensor and \( \theta \) is the temperature. Also \( K(\theta, \phi) \) is the temperature and volume fraction-dependent consistency index, \( \tau_y(\theta, \phi) \), the temperature-dependent yield stress and \( n \) is the power-law index, As depicted on Fig. 1, for \( \tau_y = 0 \) and \( n = 1 \), the fluid is Newtonian, and \( K(\theta, \phi) \) is the temperature and volume fraction-dependent viscosity. Here, the temperature dependence of both consistency index and yield stress follow the Shaw model with the same coefficient [15]:

\[
\begin{align*}
K(\theta, \phi) &= \phi K_e \exp \left( \text{Arr} \left( \frac{\theta_e - \theta}{\theta_e - \theta_a} \right) \right) + (1 - \phi)K_2 \\
\tau_y(\theta, \phi) &= \phi \tau_{y,e} \exp \left( \text{Arr} \left( \frac{\theta_e - \theta}{\theta_e - \theta_a} \right) \right)
\end{align*}
\]

with \( K_e \) and \( \tau_{y,e} \), the value of \( K(\theta, \phi) \) and \( \tau_y(\theta, \phi) \) at the inlet reference temperature \( \theta_e \) and with \( \phi = 1 \). The values of the constants \( \tau_{y,e}, K_e \) and \( \text{Arr} \) are determined through the viscosity and yield stress measurements of Roche et al. [5] and Ramacciotti et al. [26] for the application in this article. \( K_2 \) is the value of \( K(\theta, \phi) \) for \( \phi = 0 \). Assuming a constant density for both phases for the continuous phase and the dispersed phase and a mixture density of \( \rho(\phi) = \phi \rho_1 + (1 - \phi) \rho_2 \), the mass conservation equation of the mixture yields:

\[
\nabla \cdot \mathbf{u} = 0 \quad (1d)
\]

and using the continuum surface force (CSF) model by Brackbill et al. [23], the momentum conservation equation becomes:

\[
\begin{align*}
\partial_t (\rho(\phi) \mathbf{u}) + \nabla \cdot (\rho(\phi) \mathbf{u} \otimes \mathbf{u}) &= \nabla \cdot (-p\mathbf{I} + \mathbf{\tau}) - \sigma_{cap} \nabla \cdot \left( \frac{\nabla \phi}{|\nabla \phi|} \right) \nabla \phi + \rho(\phi) \mathbf{g} \\
&= (1e)
\end{align*}
\]

where \( p \) is the pressure and \( \mathbf{g} \) the gravity vector. The energy conservation equation reads:

\[
\begin{align*}
c_p (\partial_t (\theta \rho(\phi)) + \mathbf{u} \cdot \nabla \theta \rho(\phi)) - \nabla \cdot (k(\phi) \nabla \theta) &= 0 \\
&= (1f)
\end{align*}
\]

with \( c_p \) the specific heat capacity and \( k \) the volume fraction-dependent heat conduction coefficient, with \( k(\phi) = \phi k_e + (1 - \phi) k_2 \), \( k_e \) its value for the first phase and \( k_2 \) its value for the second one. As in [14] and [27], we neglect the friction dissipation term and temperature-driven buoyancy. Considering the substrate \( Q_s \) as a rigid solid that is not ablated, the energy conservation equation in the substrate is:
\[ \rho_s c_{ps} \partial_t \theta - \nabla \cdot (k_s \nabla \theta) = 0 \]  

(1g)

where \( \rho_s \) is the density of the substrate, \( c_{ps} \), its specific heat capacity, and \( k_s \), its heat conduction coefficient. Finally, we close the set of equations (1c)-(1g) with initial and boundary conditions. We assume that the free surface \( \Gamma_f(t) \) can be explicitly described by the mixture height function \( h \) by:

\[ \Gamma_f(t) = \{ (x, y, z) \in \mathbb{R}^3 : z = h(t, x, y) \} \]

where, by convention, the plane \( z = 0 \) coincides with the melt-substrate interface \( \Gamma_s \), see Fig. 2. Note that the height \( h(t, x, y) \) is defined for all \( t > 0 \) and \((x, y) \in \Gamma_s \cup \Gamma_e \). Then, the transport of the free surface by the flow writes:

\[ \partial_t h + u_x \partial_x h + u_y \partial_y h - u_z = 0 \]  

(1h)

The initial conditions on velocity, height, temperature and volume fraction read:

\[ u(t=0) = u_0 \text{ in } Q_f(t=0) \]  

(1i)

\[ h(t=0) = h_0 \text{ on } \Gamma_s \]  

(1j)

\[ \theta(t=0) = \theta_0 \text{ in } Q_f(t=0) \cup \Gamma_s \cup Q_s \]  

(1k)

\[ \phi(t=0) = \phi_0 \text{ in } Q_f(t=0) \cup \Gamma_s \cup Q_s \]  

(1l)

where \( u_0, h_0, \theta_0 \) and \( \phi_0 \) are known from experimental measurements. In the following study, they correspond to \( h_0 = 0 \), \( u_0 = 0 \), \( \theta_0 = \theta_a \), the atmospheric temperature and \( \phi_0 = 0 \). A Dirichlet condition for velocity on the substrate plane \( \Gamma_s \) and the inlet plane \( \Gamma_e \) is used, as they are considered as no-slip boundaries. It is completed with the inlet velocity condition for the z-component:

\[ u_x = u_y = 0 \text{ and } u_z = w_e \text{ on } (\Gamma_e \cup \Gamma_s) \cap \partial Q_f(t) \]  

(1m)

where \( w_e \) is the inlet velocity, which is deduced from the measured flow rate for the region \( \Gamma_e \cap \partial Q_f(t) \) and from the degassing flow rate for the substrate contact region \( \Gamma_s \cap \partial Q_f(t) \). On the vertical walls \( \Gamma_w \), the no-slip boundary condition simply becomes \( u = 0 \). On the free surface \( \Gamma_f(t) \), surface tension effects are neglected, so the normal Cauchy stress is just zero, i.e.:

\[ (\tau - pI).n = 0 \text{ on } \Gamma_f(t) \]  

(1n)

where \( n \) denotes the outward unit normal at \( Q_f(t) \) on the free surface \( \Gamma_f(t) \). A Dirichlet condition for temperature on \( \Gamma_s \) is given to model inlet temperature in its inlet region \( \Gamma_e \):

\[ \theta = \theta_e \text{ on } \Gamma_e \]  

(1o)

On \( \Gamma_s \) but outside of this inlet region \( \Gamma_e \), the melt is in contact with the substrate: the temperature is continuous across \( \Gamma_s \) while the heat transfer is considered to be dominantly conductive:

\[ \theta|_{Q_f} = \theta|_{Q_s} \text{ on } \Gamma_s \setminus \Gamma_e \]  

(1p)

\[ k n.\nabla(\theta|_{Q_f}) = k_s n.\nabla(\theta|_{Q_s}) \text{ on } \Gamma_s \setminus \Gamma_e \]  

(1q)
where $\theta|_{Q_f}$ (resp. $\theta|_{Q_s}$) denotes the restriction of the temperature $\theta$ in the melt (resp. substrate) region and $\mathbf{n}$ is the outward unit normal at $Q_f(t)$ on the substrate plane $\Gamma_s$. On the free surface $\Gamma_f(t)$, both radiative and convective heat transfers with the environment are taken into account:

$$k \mathbf{n}.\nabla \theta + \epsilon \sigma_{SB} (\theta^4 - \theta_a^4) + \lambda (\theta - \theta_a) = 0 \text{ on } \Gamma_f(t)$$

with $\epsilon$ is the emissivity, $\sigma_{SB}$, the Stefan-Boltzmann constant and $\lambda$, the convective heat transfer coefficient. Finally, the temperature at the bottom of the substrate is assumed to tend to the atmospheric one:

$$\theta(z = -\infty) = \theta_a.$$  

A Dirichlet condition for volume fraction is given on $\Gamma_s$ and $\Gamma_e$, presuming that each border can release only one type of phase:

$$\phi = 1 \text{ on } \Gamma_e \quad (1t)$$

$$\phi = 0 \text{ on } \Gamma_s \quad (1u)$$

The set of equations (1c)-(1u) defines the tridimensional multiphase viscoplastic melt spreading problem with six unknowns $(\tau, \mathbf{u}, p, h, \theta, \phi)$ that is time and space-dependent, while the computational space is time-dependent since it involves a free-surface.

### 2.2. Dimensional analysis

In 2013, Bernabeu et al. [11] has shown that the tridimensional isothermal viscoplastic free-surface problem could be reduced as a bidimensional one in terms of the height $h$ only as unknown. This reduction bases on a dimensional and asymptotic analysis, assuming that the aspect ratio of the height versus the horizontal length is small. This result was extended in 2016 in Bernabeu et al. [14] for anisotherm viscoplastic free-surface flows, with the height $h$ and the height-averaged temperature $\overline{\theta}$ as unknowns. We define the height average $\overline{\xi}$ of any quantity $\xi$ by:

$$\overline{\xi}(t, x, y) = \begin{cases} 
\frac{1}{h(t, x, y)} \int_0^{h(t,x,y)} \xi(t, x, y, z) \, dz & \text{when } h(t, x, y) \neq 0 \\
0 & \text{otherwise}
\end{cases}$$

Here we perform the same reduction process for tridimensional anisotherm multiphase viscoplastic free-surface flows. We neglect the effect of temperature and volume fraction vertical variation on density, consistency index, yield stress and heat conduction coefficient, so they depend only on the vertical averaged temperature and volume fraction: $\rho(\phi) = \rho(\overline{\phi})$, $K(\theta, \phi) = K(\overline{\theta}, \overline{\phi})$, $\tau_y(\theta, \phi) = \tau_y(\overline{\theta}, \overline{\phi})$ and $k(\phi) = k(\overline{\phi})$. The problem is rewritten using dimensionless quantities and unknowns that are compared in order to simplify it using physical arguments. Those dimensionless unknowns are denoted with tildes. Let $H$ be the characteristic flow height and $L$ its characteristic horizontal length, we introduce the aspect ratio:

$$\varepsilon = \frac{H}{L}.$$ 

Temperature is written as $\theta = \overline{\theta}(\theta_e - \theta_a) + \theta_a$, volume fraction is already dimensionless. Hence density, consistency index, yield stress and heat conduction coefficient are expressed as $\rho(\phi) =$
\[ \rho \tilde{\rho}(\tilde{\phi}), \ K(\theta, \phi) = \tilde{K}(\tilde{\theta}, \tilde{\phi}) \] and \[ \tau_y(\theta, \phi) = \tilde{\tau}_y(\tilde{\theta}, \tilde{\phi}), \ k(\phi) = \tilde{k}(\tilde{\phi}) \] with \( \rho_e = \rho(1), \ K_e = \tilde{K}(1,1), \tau_{y,e} = \tilde{\tau}_y(1,1) \) and \( k_e = k(1) \). Horizontal velocity scaling is taken from viscous gravity balance as in Huppert (1982) [28] and Bernabeu et al. (2013) [11]:

\[ U = \left( \frac{\rho_e g H^2}{K_e L} \right)^{1/n} H \]

and the vertical velocity scaling is \( W = \varepsilon U \). A characteristic viscosity is also given in Huppert (1982), \( \eta = K_e (U/H)^{n-1} \). We also consider the time scale \( t = T \tilde{t} \) with \( T = \frac{L}{U} \) and the pressure scale \( p = P \tilde{p} \) with \( P = \rho_e g H \). Using the variable change:

\[ x = L\tilde{x}, \ y = L\tilde{y}, \ z = H\tilde{z}, \ u_x = U\tilde{u}_x, \ u_y = U\tilde{u}_y, \ u_z = W\tilde{u}_z, \]

we rewrite the set of equations (1c)-(1u) in a dimensionless manner, omitting the tildes thereafter.

2.2.1. Dimensionless constitutive equation

Following the work in Bernabeu et al. (2013) [11], we introduce the Bingham number \( Bi \):

\[ Bi = \frac{\tau_{y,e} H}{\eta U}, \]

and we give the non-dimensional version of Herschel-Bulkley constitutive equation 1c:

\[ \left\{ \begin{array}{l}
\tau_{ij} = \left( B(\theta, \phi) \frac{\varepsilon|\dot{\gamma}|}{|\dot{\gamma}|} + \varepsilon|\dot{\gamma}|^{n-1} \right) \varepsilon|\dot{\gamma}| < Bi \\
\varepsilon|\tau| < Bi
\end{array} \right. \quad (2a) \]

with \( B(\theta, \phi) = Bi \tilde{\tau}_y(\theta, \phi) \).

2.2.2. Dimensionless conservation equations

The dimensionless mass conservation equation (1d) becomes:

\[ \nabla \cdot \mathbf{u} = 0 \quad (2b) \]

Introducing the Reynolds \( Re \), Froude \( Fr \) and Weber \( We \) numbers:

\[ Re = \frac{\rho_e U L}{K_e}, \]
\[ Fr = \frac{U}{\sqrt{g L}}, \]
\[ We = \frac{\rho_e U^2 L}{\sigma_{cap}}, \]

the momentum conservation equation along \( x_i \)-axis with \( i \in \{x, y\} \) becomes:

\[ \begin{align*}
(\partial_t \rho(\phi)u_i + u_x \partial_x \rho(\phi)u_i + u_y \partial_y \rho(\phi)u_i + u_z \partial_z \rho(\phi)u_i) &= -\frac{1}{Fr^2} \partial_i p \\
 & \quad + \frac{1}{Re} \left( \partial_x \tau_{ix} + \partial_y \tau_{iy} + \frac{1}{\varepsilon^2} \partial_z \tau_{iz} \right) + \frac{1}{\varepsilon We} \left( -\nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} \right) \partial_i \phi, \quad (2c)
\end{align*} \]
and the momentum equation along z-axis is:

\[
(\partial_t \rho(\phi) u_z + u_x \partial_x \rho(\phi) u_z + u_y \partial_y \rho(\phi) u_z + u_z \partial_z \rho(\phi) u_z) = \frac{1}{\varepsilon^2 \text{Fr}^2} \left( \frac{g}{|g|} \rho(\phi) - \partial_z p \right) + \frac{1}{\varepsilon^2 \text{Re}} (\partial_x \tau_{xx} + \partial_y \tau_{xy} + \partial_z \tau_{xz}) + \frac{1}{\varepsilon^3 \text{We}} \left( \nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} \right) \partial_z \phi \quad (2d)
\]

Using the Peclet number Pe:

\[
\text{Pe} = \frac{LU \rho_e c_p}{k_e},
\]

we have the dimensionless energy conservation equation:

\[
(\partial_t (\theta \rho(\phi))) + u \cdot \nabla \theta \rho(\phi) = \frac{1}{\text{Pe}} (k(\phi)(\partial_{xx} \theta + \partial_{yy} \theta)) + \frac{1}{\varepsilon^2 \text{Pe}} (k(\phi) \partial_{zz} \theta). \quad (2e)
\]

The volume fraction conservation equation (1a) and the transport equation (1h) are left unchanged by this process. Henceforth, we consider that the flow is gravitational, so \( \text{Fr}^2 = \mathcal{O}(\varepsilon) \) and moreover that \( \text{Re} = \mathcal{O}(1) \) and \( \text{Bi} = \mathcal{O}(1) \) in \( \varepsilon \) and thus neglect the inertial term of the momentum equation. We also make the hypothesis that \( \text{We} = \mathcal{O}(\varepsilon^{-4}) \) so as to neglect the surface tension term. In order to keep part of the temperature diffusion, we also assume that \( \text{Pe} = \mathcal{O}(\varepsilon^{-2}) \).

### 2.2.3. Dimensionless initial and boundary conditions

The initial and boundary conditions follow the same process of anisotropic dimensionless rewriting. The initial conditions and the Dirichlet conditions and left unchanged by this. After expanding the dot product with the outbound normal, the dimensionless free-surface condition on the Cauchy stress at \( z = h \) becomes:

\[
-(\varepsilon^2 \tau_{xx} - p) \partial_x(h) - \varepsilon^2 \tau_{xy} \partial_y(h) + \tau_{xz} = 0 \quad (2f)
\]

\[
-\varepsilon^2 \tau_{xy} \partial_x(h) - (\varepsilon^2 \tau_{yy} - p) \partial_y(h) + \tau_{yz} = 0 \quad (2g)
\]

\[
-\varepsilon^2 \tau_{xz} \partial_x(h) - \varepsilon^2 \tau_{yz} \partial_y(h) + \varepsilon^2 \tau_{zz} + p = 0 \quad (2h)
\]

The conductive heat transfer equation at the \( \Gamma_s \) boundary expresses as:

\[
\varepsilon^2 (\partial_x(h) \partial_x(\theta|Q_f) + \partial_y(h) \partial_y(\theta|Q_f)) - \partial_z(\theta|Q_f) = -\frac{k_s}{k} \varepsilon^2 (\partial_x(h) \partial_x(\theta|Q_s) + \partial_y(h) \partial_y(\theta|Q_s)) - \partial_z(\theta|Q_s) \quad (2i)
\]

and for \( \Gamma_e, \theta = 1 \). The heat transfer condition at the free-surface \( \Gamma_f(t) \) yields:

\[
-\varepsilon^2 (\partial_x(h) \partial_x(\theta) + \partial_y(h) \partial_y(\theta)) + \partial_z(\theta) + R p_v(\theta) \theta + Nu \theta = 0, \quad (2j)
\]

where \( R = \frac{\text{Heat}_{\text{Bi}}(\theta_f - \theta_s)^3}{k} \) a radiation number, \( Nu = \frac{H}{k} \) the Nusselt number, \( \psi = \frac{\theta}{\theta_f - \theta_s} \) a temperature ratio and \( p_v = (\theta)^3 + 4\psi(\theta)^2 + 6\psi^2(\theta) + 4\psi^3 \) a polynomial used to linearize the radiation term.
2.2.4. Dimensionless heat transfer in the substrate

Considering purely vertical conduction in the substrate, we have in $Q_s$:

$$\partial_t \theta_s = F_0 \partial_{zz} \theta_s$$  \hfill (2k)

with the Fourier number $F_0 = \frac{kT}{L^2}$ and the initial and boundary conditions:

$$\theta_s = \theta \text{ on } \Gamma_s$$  \hfill (2l)

$$\theta_s(z = -\infty) = 0$$  \hfill (2m)

$$\theta_s(t = 0) = 0$$  \hfill (2n)

According to Carslaw and Jaeger [29, p. 58-64], this problem has a time-discrete solution, for all $(x, y) \in \Omega$ and $z < 0$:

$$\theta(t_n, x, y, z) = \sum_{k=1}^{n} \theta(t_k, x, y, 0) \left[ \int_{t_{k-1}}^{t_k} \left(\frac{z\sqrt{F_0}}{2\sqrt{(t_n-t_{k-1})}} \right) \right]$$  \hfill (2o)

$$+ \int_{t_k}^{t_{k+1}} \left(\frac{z\sqrt{F_0}}{2\sqrt{(t_n-t_k)}} \right) - \left(\frac{z\sqrt{F_0}}{2\sqrt{(t_n-t_{k-1})}} \right) \right]$$

where $I_S(\xi)$ denotes the indicator function, which is one when its argument $\xi$ belongs to the set $S$ and zero otherwise.

2.3. Bidimensional reduction

We rewrite the bidimensional reduced non-isotherm single-phase model from Bernabeu et al. (2016) by using the height-averaged volume fraction dependent parameters $\rho(\bar{\phi})$, $K(\bar{\theta}, \bar{\phi})$, $\tau_y(\bar{\theta}, \bar{\phi})$ and $k(\bar{\phi})$. The model reduces to:

(P) find $h$, $\bar{\theta}$ and $\phi$ satisfying:
\[\partial_t h - \nabla_{2D}(\mu_n(K, B, h, \overline{\vartheta}, |\nabla_{2D} h|) \nabla_{2D} h) = u_z(z = 0) \text{ in } ]0; +\infty[ \times \Omega \] (3a)

\[\mu_n = \begin{cases} \frac{n \rho(\overline{\vartheta})^{1/n} K(\overline{\vartheta}, \varphi)^{-1/n} [n h \psi - n B(\overline{\vartheta}, \varphi)]^{(n+1)/n}}{(n+1)(2n+1)\psi^n} & \text{if } h \psi > B(\overline{\vartheta}, \varphi) \\ 0 & \text{otherwise.} \end{cases} \] (3b)

\[h(t = 0) = h_0 \text{ on } \Omega \] (3c)

\[\frac{\partial h}{\partial n} = 0 \text{ sur } ]0; +\infty[ \times \partial \Omega \] (3d)

\[h(\partial \overline{\vartheta} + \overline{u}_{2D} \cdot \nabla \overline{\vartheta}) - u_z(z = 0)(1 - \overline{\vartheta}) - \frac{k(\overline{\vartheta}) [\vartheta \partial_{\vartheta} \varphi]}{\rho(\overline{\vartheta})P_e} \overline{\vartheta} = 0 \text{ in } ]0; +\infty[ \times \Omega \] (3e)

\[\overline{\vartheta}(t = 0) = \overline{\vartheta}_0 \text{ sur } \Omega \] (3f)

\[\frac{\partial \overline{\vartheta}}{\partial n} = 0 \text{ sur } ]0; +\infty[ \times \partial \Omega \] (3g)

\[\begin{cases} \varphi = 1 \\ \partial_{\vartheta} \varphi + R_P(\overline{\vartheta}) \varphi + N w \varphi = 0 \text{ sur } \Gamma_f(t) \\ -\partial_{\vartheta} \varphi + \frac{k_s}{k} \sqrt{\frac{P_e}{\pi \kappa}} \varphi = 0 \text{ sur } \Gamma_s \text{ et } \overline{\vartheta} \varphi = 1 \text{ sur } \Gamma_e \end{cases} \] (3h)

\[\partial_t \phi + \mathbf{u} \cdot \nabla \phi + \nabla \cdot (\phi(1 - \phi) w_z) = 0 \text{ in } ]0; +\infty[ \times Q(t) \] (3i)

\[\phi(t = 0) = \phi_0 \text{ in } Q(t) \] (3j)

\[\phi = 1 \text{ on } ]0; +\infty[ \times \Gamma_e \] (3k)

\[\phi = 0 \text{ on } ]0; +\infty[ \times \Gamma_s \] (3l)

with \( \overline{u}_{2D} = \begin{cases} \frac{n h z}{n+1} \left| \nabla_{2D} h \right|^{1/n} \rho(\overline{\vartheta})^{1/n} K(\overline{\vartheta}, \varphi)^{-1/n} \frac{\nabla_{2D} h}{\nabla_{2D} h} \left[ (h_e - z)^{(n+1)/n} - h_e^{(n+1)/n} \right] \text{ si } z \in ]0; h_e[ \\ -\frac{n h z}{n+1} \left| \nabla_{2D} h \right|^{1/n} \rho(\overline{\vartheta})^{1/n} K(\overline{\vartheta}, \varphi)^{-1/n} \frac{\nabla_{2D} h}{\nabla_{2D} h} h_e^{(n+1)/n} \text{ si } z \in [h_e; h], \end{cases} \)

and the plug height \( h_e(t, x, y) = \max(0, h - \frac{B(\overline{\vartheta}, \varphi)}{\rho(\overline{\vartheta}) \left| \nabla_{2D} h \right|}). \) The subscript \( 2D \) denotes the vectors in the \((0xy)\) planes, such that \( \overline{u}_{2D} = (u_x, u_y) \).

It remains to reduce the equations on the volume fraction (3i)-(3l) as they are still defined in the tridimensional domain \( Q(t) \). Integrating eq.(3i) and using the mass conservation equation (2b) and the transport equation (3a), we have:

\[h \partial \overline{\vartheta} + \nabla_{2D}(h \overline{\vartheta} \overline{u}_{2D}) - \nabla_{2D}(h \overline{\vartheta} \overline{u}_{2D}) \overline{\vartheta} + u_z(z = 0)(\overline{\vartheta} - \phi(z = 0)) + [(1 - \phi) w_z]_0^h = 0 \] (3m)

We follow the process used by Bernabeu et al. (2016) [14] for the vertical distribution of \( \theta \) for the volume fraction by introducing a similar unknown function \( \zeta \) satisfying \( \zeta = 1 \) and \( \zeta \overline{u}_{2D} = \overline{w}_{2D} \) chosen so that \( \phi(t, x, y, z) = \zeta(t, x, y, z) \overline{\vartheta}(t, x, y) \). With this notation, the boundary conditions become:

\[\zeta(z = 0) \overline{\vartheta} = 1 \text{ on } \Gamma_e \] (3n)

\[\zeta(z = 0) \overline{\vartheta} = 0 \text{ on } \Gamma_s \] (3o)

Assuming that due to high viscosity and density of the continuous phase, the gas will remain stuck towards the bottom of the spread and transported, thus we apply a first order by parts for its
vertical distribution:

\[ \zeta(t, x, y, z) = \begin{cases} 
az + b & \text{for } z \in [0; z_c[ \\
\frac{1}{\phi} & \text{for } z \in [z_c; h]. 
\end{cases} \]  

(3p)

Where \( z_c \) is the height below which there is a two phase mixture.

Finally, the multiphase bidimensional reduced problem is obtained by replacing in (P) eqs(3i)-(3l) by:

\[ h(\partial \phi + \nu_{2D} \cdot \nabla \phi) + u_z(0)\phi(1 - \zeta(0)) + \left[(1 - \phi \zeta)\phi \zeta w_z\right]^h_0 = 0 \text{ in } ]0; +\infty[ \times \Omega \]  

(3q)

\[ \phi(t = 0) = \phi_{init} \text{ on } \Omega \]  

(3r)

\[ \frac{\partial \phi}{\partial n} = 0 \text{ on } ]0; +\infty[ \times \partial \Omega \]  

(3s)

As shown in [14], ignoring the conditions on the vertical profiles \( \zeta u_{2D} = \nu_{2D} \) and \( \bar{\phi} u_{2D} = \nu_{2D} \) to simplify their expressions yields acceptable error, thus here we use respectively first order by parts and second order polynomials.

2.4. Numerical resolution

Firstly, the problem (P) is discretized versus time using a, implicit second-order variable step finite difference scheme (BFD2) as in [11, 14, 27]. At each time step, an under-relaxed fixed point algorithm is used to solve the nonlinear subproblems in \( h, \bar{\theta} \) and \( \phi \). Finally, these equations are spatially discretized using a finite element method based on the C++ library Rheolef [24] on a rectangular geometry (see Fig. 3). We use the adaptive meshing option this library provides based on the BAMG code [30] by refining the mesh around the front of the flow, where our variables gradients are the greatest.

For the inlet velocity \( u_z(z = 0) \), we use a spatial distribution so that it annuls around the line \( x = 0 \), where the vertical boundary conditions on \( \varphi \) and \( \zeta \) change, in order to reduce numerical instabilities. For the region \( x > 0 \), corresponding to where degassing takes place, we consider that gas is provided from the substrate due to energy transfer from the melt, thus \( u_z(t, x > 0, y, z = 0) > 0 \) only if the melt is present \( (h(t, x, y) > 0) \).

To prevent numerical instabilities around \( x = 0 \), the boundary conditions (3n) and (3o) have been modified around the line \( x = 0 \) by instead using the following continuous boundary condition:

\[ \phi(z = 0) = f(x)|_{x_c} = \frac{1}{2} \text{erfc}(x/x_c). \]  

(4a)

In the region \(-x_c < x < x_c\), the first order polynomial by parts vertical distribution \( \zeta(t, x, y, z) \) becomes:

\[ \zeta = \begin{cases} 
az + \frac{L_{\zeta}(x)}{\bar{\phi}} & \text{for } z \in [0; z_c[ \\
b = \frac{1}{\phi} & \text{for } z \in [z_c; h] 
\end{cases} \]  

(4b)

using the same conditions on \( \zeta \) as in the system(3p), we obtain:
\[
\begin{align*}
\begin{cases}
  a = \frac{1}{\varphi}(1 - f_{x_c}(x)) \\
  b = \frac{1}{\varphi}
\end{cases}
\end{align*}
\]

(4c)

By replacing \( w_z \) and \( \zeta \) by their values in eq. (3q), we have the following equation that is implemented in our simulation:

\[
h(\partial \varphi + \zeta u_{2D} \cdot \nabla 2D(\varphi)) + u_z(0)\varphi(1 - \frac{f_{x_c}(x)}{\varphi}) - \frac{c_0}{c_f}(1 - f_{x_c}(x))^2\varphi f^2_{x_c}(x) = 0
\]

(4d)

Figure 3: (a) Auto-generated mesh and (b) Zoom of mesh (a) at the front of the spread.

3. Application to corium

We apply this model to a case based on the VEU7 corium spreading experiment [31] with a simplified geometry, corium being the material produced by melting nuclear power plants core and their surroundings in severe accidents. We use the geometry depicted on fig. 3, and material properties issued from previous studies on corium spreading, such as [5, 26, 31, 32]. The volumetric melt flow rate of the melt is \( 8.4 \times 10^{-4} \text{ m}^3\text{s}^{-1} \) [31] during 5 s, with \( t = 0 \text{ s} \) corresponding to the start of inlet feeding. As argued in [27], this experiment could be modeled using the previous equations for the single phase case, here we aim to observe the influence of degassing on spreading, as it was observed on the experiment as described in [4]. Thereafter, tables 1 and 2 present the main flow
and material properties of the VEU7 spreading test. Dimensionless parameters using these are computed in tab. 3, characterizing the flow regimes, enabling the use of the preceding model.

Table 1: Flow properties of the VEU7 corium spreading test [4, 5, 26, 31, 33, 34, 35, 36].

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Corium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic height m</td>
<td>$H$</td>
<td>$6.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>Characteristic length m</td>
<td>$L$</td>
<td>$4.0 \times 10^{-1}$</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>$\varepsilon = \frac{H}{L}$</td>
<td>0.15</td>
</tr>
<tr>
<td>Characteristic velocity m.s$^{-1}$</td>
<td>$U$</td>
<td>1.53</td>
</tr>
<tr>
<td>Inlet fluid temperature K</td>
<td>$\theta_e$</td>
<td>2450</td>
</tr>
<tr>
<td>Initial substrate and air temperature K</td>
<td>$\theta_a$</td>
<td>303</td>
</tr>
</tbody>
</table>

Table 2: Material properties of the VEU7 corium spreading test [4, 5, 26, 31, 33, 34, 35, 36].

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Corium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spread density $(kg.m^{-3})$</td>
<td>$\rho_1$</td>
<td>7500</td>
</tr>
<tr>
<td>Air density $(kg.m^{-3})$</td>
<td>$\rho_2$</td>
<td>1.2</td>
</tr>
<tr>
<td>Dynamic viscosity at temperature $\theta_e$ (Pa.s)</td>
<td>$K_e$</td>
<td>$2.24 \times 10^1$</td>
</tr>
<tr>
<td>Yield stress at temperature $\theta_e$ (Pa)</td>
<td>$\tau_{y,e}$</td>
<td>$10^2$</td>
</tr>
<tr>
<td>Emissivity (−)</td>
<td>$\epsilon$</td>
<td>0.8</td>
</tr>
<tr>
<td>Thermal conductivity $(W.m^{-1}.K^{-1})$</td>
<td>$k$</td>
<td>3</td>
</tr>
<tr>
<td>Specific heat $(J.kg^{-1}.K^{-1})$</td>
<td>$c_p$</td>
<td>995.6</td>
</tr>
<tr>
<td>Convective heat transfer coefficient with air $(W.m^{-2}.K^{-1})$</td>
<td>$\lambda$</td>
<td>300</td>
</tr>
<tr>
<td>Surface tension $(N.m^{-1})$</td>
<td>$\sigma_{cap}$</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 3: Dimensionless parameters for experiment VEU7.

<table>
<thead>
<tr>
<th>VEU7 (cas 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Froude = $\frac{U}{\sqrt{gL}}$</td>
</tr>
<tr>
<td>Reynolds = $\frac{\rho_1 U L}{K_e}$</td>
</tr>
<tr>
<td>Weber = $\frac{\rho_1 U^2 L}{\sigma_{cap} k_e}$</td>
</tr>
<tr>
<td>Péclet = $\frac{k U \rho c_p}{\sigma_{cap}}$</td>
</tr>
</tbody>
</table>

4. Results and Discussion

4.1. Numerical convergence analysis

We first perform a sensitivity analysis on numerical parameters: the time step $dt$, the minimal mesh size $h_{\text{min}}$, to ensure proper temporal and spatial convergence and the aforementioned smoothing parameter $x_c$ around $x = 0$ for $\phi$ boundary condition. Figure 4 shows that computation is sufficiently resolved in terms of time step, we thus use the value $dt = 5 \times 10^{-2}$ s to reduce computation time.

The parameter $h_{\text{min}}$ is given in the adaptive meshing routine: it gives a lower limit to mesh size. We observe on Fig. 5 that the convergence using this parameter is non linear and that a value of $h_{\text{min}} \leq 5 \times 10^{-4} \text{ m}$ is a good compromise in terms of convergence and computation time.
We then conduct a sensitivity analysis on the numerical parameter \( x_c \) from eq. (4a), corresponding to the size of the transition region between the boundary conditions on \( \phi(z=0) \). No difference is found for \( x_c < 1 \times 10^{-3} \) m as seen on Fig. 6. We will thus use these values for further computations.

4.2. Sensitivity analysis

Fig. 7 compares the single phase case with the multiphase one, showing a greater velocity before reaching the viscoplastic regime around \( t = 10 \) s characterized by the curve inflexion. Since the gas distribution described by \( \zeta \) confines the gas to the lower parts of the medium, we expect the dynamic to be similar to that of a fluidized bed, though the equations solved are height-averaged. A non averaged approach would probably see greater differences between the two cases.

Sensitivity analysis on the degassing velocity \( u_z(z=0) \) for \( x > 0 \) shows on fig. 8 that it influences spreading front evolution non-linearly for high velocities, which we can explain by the volume fraction dependent material properties used and the fact that degassing is only enabled when \( h > 0 \), meaning the further the spread goes, the higher the flow rate. During the melt feeding period (\( t < 5s \)), gas addition seems to have little influence, due to higher momentum from the melt than the gas and the low proportion of the latter as it has yet to reach the degassing surface. To quantify the nature of the influence of degassing velocity on final spreading length, we performed a linear regression shown on fig. 9. We found a linear relation between them, with a coefficient of determination \( R^2 > 0.999 \), for the range \( 10^{-6} \text{ m.s}^{-1} \leq u_z(z=0)|_{h>0} \leq 10^{-4} \text{ m.s}^{-1} \).

Gas volume fraction \((1 - \bar{\phi})\) behaves almost linearly with respect to time for degassing velocities \( u_z(z=0) < 3.10^{-5} \text{ m.s}^{-1} \) after melt inlet feeding as shown on fig. 10. In this condition, the
added stress from the gas is not enough to surpass yield stress. Consequently, the degassing surface remains constant when the flow is stopped, explaining the linear progression of gas volume fraction. For higher degassing velocities such as \( u_z(z = 0) = 1.10^{-3} \text{ m.s}^{-1} \), this behavior is nonlinear as added stress from the gas is higher than the yield stress, increasing the degassing surface by preventing stoppage. Zoom on Fig.10 indicates clearly the influence from the boundary condition smoothing function eq.(4a): gas volume fraction rises both due to the spread progressing on the degassing substrate, and due to a source of a mix of melt and gas in the region \(-x_c < x < x_c\).

4.3. 3D Visualization of velocity and volume fraction

Using the expression of \( u_{2D} \) and the mass conservation equation, we can depict the tridimensional velocity field, as in Fig.11. Fig. 11(a) shows this 3D representation without the inlet velocity, with the upper surface showing \( \phi \). From these two results, profiles at different time steps are given on Figs.11(b-d): the maximum velocity corresponds at every time step with a local minimum in gas fraction, indicating that it has been locally transported to the front of the spread, as seen by the subsequent local maximum. This explains in part the observation on Fig.12 that at the end of the simulation, there is more gas fraction towards the front. We can also remark on this figure that at the leading edge of the spread, its composition is purely of melt, which is a result of the 0\(^{th}\)-order approximation made in the model reduction.
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Figure 6: Simulated front progress for $Arr = 7 \times 10^{-3}$, $\tau_y = 200 \, Pa$, $n = 0.66$, a degassing velocity of $u_z(z = 0) = 10^{-4} \, m.s^{-1}$ and different values of lower volume fraction boundary condition transition region size $x_c$.

5. Conclusions

A new asymptotic model for free surface multiphase viscoplastic anisotherm flows has been presented, based on the single phase anisotherm model developed by Bernabeu et al. [14]. A sensitivity analysis has been conducted on the numerical parameters and the amount of gas injected in the mixture that is spreading over a surface. A tridimensional representation of velocity and species volume fraction has been computed respectively from an explicit solution and an arbitrary vertical distribution with the result found to be coherent with the theory. Future work include the use of more representative vertical boundary conditions for the volume fraction, notably to enable gas release at the free-surface and to provide better quantitative degassing rate through a phase change model of the substrate and a germination model for the gas at the interface between the mixture and the substrate, which would change the vertical volume fraction distribution. The model also could be improved by removing the hypothesis that there is thermal equilibrium between the phases. Further developments on the modelling of free surface flows for nuclear safety would be to include chemical description to the model to take into account molten core-concrete interaction (such as substrate ablation), and inertial regime turbulence description to describe large scale accidents in nuclear power plants.
Figure 7: Simulated front progress for $\text{Arr} = 7.10^{-3}$, $\tau_y = 200 \text{ Pa}$, $n = 0.66$, $u_z(z = 0) = 1 \times 10^{-5} \text{ m.s}^{-1}$ and no degassing.
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Figure 8: Simulated front progress for \( Arr = 7 \times 10^{-3} \), \( \tau_y = 200 \text{ Pa} \), \( n = 0.66 \), and different degassing velocities \( u_z(z = 0) \).


Figure 10: Simulated gas volume fraction for $Ar = 7 \cdot 10^{-3}$, $\tau_y = 200 \, Pa$, $n = 0.66$, and different degassing velocities $u_z(z = 0)$ and zoom at the beginning of the spread.


Figure 11: (a) 3D reconstruction of the velocity field. The upper surface represents $\overline{\phi}$ and (b-d) $1 - \overline{\phi}$ the height-averaged gas volume fraction and $|u|$ along the x-axis for (b) $t = 5.5$ s (c) $t = 7.5$ s and (d) $t = 9.65$ s for $u_z(z = 0) = 10^{-4}$ m.s$^{-1}$. The velocity norm is taken at $y = 0.125$ m and $z = 0.03$ m.
Figure 12: Gas volume fraction distribution for $y = 0.125 \text{ m}$ at $t = 100 \text{ s}$ for $Arr = 7 \times 10^{-3}$, $\tau_y = 200 \text{ Pa}$, $n = 0.66$, and $u_z(z = 0) = 10^{-4} \text{ m.s}^{-1}$. 