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#### Abstract

Fredholm-type backstepping transformation, introduced by Coron and Lü, has become a powerful tool for rapid stabilization with fast development over the last decade. Its strength lies in its systematic approach, allowing to deduce rapid stabilization from approximate controllability. But limitations with the current approach exist for operators of the form $\left|D_{x}\right|^{\alpha}$ for $\alpha \in(1,3 / 2]$. We present here a new compactness/duality method which hinges on Fredholm's alternative to overcome the $\alpha=3 / 2$ threshold. More precisely, the compactness/duality method allows to prove the existence of a Riesz basis for the backstepping transformation for skew-adjoint operator verifying $\alpha>1$, a key step in the construction of the Fredholm backstepping transformation, where the usual methods only work for $\alpha>3 / 2$. The illustration of this new method is shown on the rapid stabilization of the linearized capillary-gravity water wave equation exhibiting an operator of critical order $\alpha=3 / 2$.
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## 1. Introduction

Since its introduction by Coron and Lü for the rapid stabilization of the Korteweg-de Vries equation [16] and Kuramoto-Sivashinsky equation [17], the Fredholm transformation has been applied successfully in the past decade for the rapid stabilization of a large class of equations. It consists in finding an operator-isomorphism pair $(K, T)$ that maps a system of the form

$$
\begin{equation*}
\partial_{t} u=A u+B K u \tag{1.1}
\end{equation*}
$$

to the rapidly exponentially stable system

$$
\begin{equation*}
\partial_{t} v=(A-\lambda) v \tag{1.2}
\end{equation*}
$$

where $A$ is the generator of a strong semigroup $B$ is an unbounded operator and $\lambda$ is a positive number arbitrarily large. Compared with the original Volterra transformation introduced by Krstić and Balogh [5], the Fredholm transformation possesses the advantage of presenting a systematic approach to prove the rapid stabilization from spectral properties of the spatial operator $A$ and from suitable controllability assumptions. However, the classical approach for the Fredholm transformation fails to deal with operators of the form $\left|D_{x}\right|^{\alpha}$ for $\alpha \in(1,3 / 2]$. Indeed, one key step in proving the existence of the Fredholm transformation $T$ is to prove that the family $T \varphi_{n}$ is a Riesz basis of the state space, where

$$
\left\{\left(\varphi_{n}, \lambda_{n}\right)\right\}_{n} \text { are the eigenmodes of the spatial operator } A \text {. }
$$

The usual way to tackle this problem is to prove that the family $T \varphi_{n}$ is quadratically close to the eigenfunction basis $\varphi_{n}$ (see Definition A. 1 (3) for a precise statement), but the lack of growth of the high frequency eigenvalues $\lambda_{n}$ like $n^{\alpha}$ prevents the use of such criteria, leaving the Fredholm alternative for operators behaving as $\left|D_{x}\right|^{\alpha}$ for $\alpha \in(1,3 / 2]$ an open question since then.

### 1.1. The compactness/duality method.

In this paper we present a new method to answer this question. This method is based on a new compactness/duality approach to prove that the family $T \varphi_{n}$ is indeed a Riesz basis in sharp spaces for the whole range $\alpha>1$. The challenging part in proving that the family $T \varphi_{n}$ is a Riesz basis is the coercivity estimate (see the left-hand side estimate of (A.1)). We proceed by a contradiction argument to prove this inequality. Using the expression of $T \varphi_{n}$, we are able to prove that $T$ can be decomposed in an invertible part and a compact part. Then, the desired uniform inequality can be deduced from the $\omega$-independent property. A further inspection on the duality between the $\omega$-independence of $T \varphi_{n}$ in $H^{r}$ and the density of $T^{*} \overline{\varphi_{n}}$ in $\left(H^{r}\right)^{*} \simeq H^{-r}$ finally leads to the required property.

A second important step of our method is to deal with the so-called $T B=B$ uniqueness condition, introduced in [11] for finite-dimensional systems, used implicitly in [16, 17] and introduced explicitly in [12] for the first time in PDEs to deal with the nonlocal term arising from the distributed controls. In the original approach, proposed by [16] and used since then, this condition is solved thanks to the quadratically close property mentioned above. With this new method, we are able to sidestep this limit thanks to a fine decomposition of the $T B=B$ condition, allowing to define the transformation $T$ along with the feedback law $K$.

Beyond the $\alpha=3 / 2$ threshold, this new method leads to sharp Riesz basis properties for a large class of skew-adjoint operators including Fourier multiplier based operators as long as the high frequency scales as $n^{\alpha}$ for $\alpha>1$.

We apply this new strategy to prove the rapid stabilization of the linearized capillary-gravity water waves equation, exhibiting a spatial operator behaving like $\left|D_{x}\right|^{3 / 2}$. This is an example corresponding to the critical case $\alpha=3 / 2$ which remained out of reach until now.

### 1.2. The capillary-gravity water waves equation.

We introduce the linearized capillary-gravity water waves equation (following [3, 4, 28, 29]) relevant for modelling the motion and stability of perfect fluids where the surface tension and capillarity cannot be neglected; for instance for small characteristic scales or when waves are breaking and at certain waves frequencies ( $[29,40]$ ). Thus, consider the 2-D capillary-gravity water waves for an homogeneous, inviscid, incompressible, irrotational fluid over a flat bottom on which an external pressure is applied. The volume of the fluid is described by

$$
\Omega(t)=\{(x, y) \in \mathbb{T} \times \mathbb{R} \mid-h \leq y \leq \eta(x, t)\},
$$

where $y=-h$ is the bottom of the fluid, $y=\eta(x, t)$ is the deformation from the rest $y=0$ of the free surface and $\mathbb{T}=\mathbb{R} / 2 \pi \mathbb{Z}$. The evolution of the velocity field $U$ of the fluid and of the free surface are governed by 2-D free surface Euler equation,

$$
\begin{cases}\partial_{t} U+(U . \nabla) U=-\nabla p-g e_{2}, & (x, y) \in \Omega(t) \\ \operatorname{div} U=0, \operatorname{rot} U=0, & (x, y) \in \Omega(t) \\ U . n=0, & (x, y) \in \mathbb{T} \times\{-h\}\end{cases}
$$

satisfying the boundary conditions on the free surface $y=\eta(t, x)$,

$$
\begin{cases}\partial_{t} \eta=\sqrt{1+|\nabla \eta|^{2}} U \cdot n, & (x, y) \in \mathbb{T} \times\{\eta(t, x)\} \\ p=p_{\text {atm }}+P_{\text {ext }}-\sigma \kappa(\eta), & (x, y) \in \mathbb{T} \times\{\eta(t, x)\},\end{cases}
$$

where $p$ is the pressure, $g$ the gravitational constant, $n:=\frac{1}{\sqrt{1+|\nabla \eta|^{2}}}(-\nabla \eta, 1)^{t}$ the outward normal vector to the surface $\eta, e_{2}=(0,1)^{t}$ the unit vector, $\sigma>0$ is the surface tension coefficient and

$$
\kappa(\eta)=\partial_{x}\left(\frac{\partial_{x} \eta}{\sqrt{1+\left|\partial_{x} \eta\right|^{2}}}\right)=\frac{\partial_{x}^{2} \eta}{\left(1+\left(\partial_{x} \eta\right)^{2}\right)^{3 / 2}},
$$

is the mean curvature of the surface. The first part is the Euler equation on $U$ describing incompressible and irrotational fluids with an impermeable bottom respectively. The second part is the boundary conditions on the free surface: the kinematic equation on the surface for $\eta$ asserting that particles on the surface remains on the surface along time, and the pressure at the surface, including the surface tensison and the localized external pressure $P_{\text {ext }}(t, x, \eta(t, x))$. The incompressible and irrotational assumption implies that the velocity field is represented by a velocity potential $\Phi: \mathbb{R}^{+} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $U=\nabla_{x, y} \Phi$. The 2-D free surface Euler equation implies that the velocity potential satisfies

$$
\begin{cases}\partial_{t} \Phi+\frac{1}{2}|\nabla \phi|^{2}+g y=-\left(p-p_{a t m}\right), & (x, y) \in \Omega(t) \\ \Delta \Phi=0, & (x, y) \in \Omega(t) \\ \partial_{n} \Phi=0, & (x, y) \in(0,2 \pi) \times\{-h\} \\ \partial_{t} \eta=\sqrt{1+|\nabla \eta|^{2}} \partial_{n} \Phi, & (x, y) \in(0,2 \pi) \times\{\eta(t, x)\}\end{cases}
$$

It was first noted by Zakharov [40] that the preceding equation on the velocity potential $\Phi$ is an Hamiltonian system, where $\psi:=\left.\Phi\right|_{y=\eta}$ and $\eta$ are (generalized) canonical variables. Moreover,
$\Phi$ is completely determined through the Laplace equation and the knowledge of $\psi:=\left.\Phi\right|_{y=\eta}$ and $\eta$. This leads to study the Dirichlet-to-Neumann map

$$
G[\eta, h]:\left.\psi \mapsto \sqrt{1+|\nabla \eta|^{2}} \partial_{n} \Phi\right|_{y=\eta}=\partial_{y} \Phi(x, \eta, t)-\partial_{x} \eta(x, t) \partial_{x} \Phi(x, \eta, t) .
$$

We refer for instance to $[3,4,28,29]$ and the references therein for the properties of the Dirichlet-to-Neumann map as well as its application to the well-posedness of the Cauchy problem of the gravity and capillary-gravity water waves.

Using the Dirichlet-to-Neumann map, one may reformulate the capillary-gravity water waves as,

$$
\left\{\begin{array}{l}
\partial_{t} \eta-G[\eta, h] \psi=0,  \tag{1.3}\\
\partial_{t} \psi+g \eta+\frac{1}{2}|\nabla \psi|^{2}-\frac{(G[\eta, h] \psi+\nabla \eta \cdot \nabla \psi)^{2}}{2\left(1+|\nabla \eta|^{2}\right)}=\sigma \kappa(\eta)-P_{e x t} .
\end{array}\right.
$$

The Dirichlet-to-Neumann operator is nonlinear with respect to the surface elevation. We therefore consider the linearization around $(\eta, \psi)=(0,0)$, yielding (fixing $\sigma=1$ ),

$$
\left\{\begin{array}{l}
\partial_{t} \eta-G[0, h] \psi=0,  \tag{1.4}\\
\partial_{t} \psi+g \eta-\partial_{x}^{2} \eta=-P_{e x t},
\end{array}\right.
$$

where $G[0, h]=\left|D_{x}\right| \tanh \left(h\left|D_{x}\right|\right)$, defined as a Fourier multiplier on periodic functions. Set $\mathscr{L}$ the operator

$$
\begin{equation*}
\mathscr{L}:=-i\left(\left(g-\partial_{x}^{2}\right) G[0, h]\right)^{1 / 2}, \tag{1.5}
\end{equation*}
$$

and let $u=\psi+\mathscr{L} G[0, h]^{-1} \eta$, we end up with,

$$
\partial_{t} u=\mathscr{L} u+P_{\text {ext }} .
$$

To be more precise, we consider the external pressure (the control) to be of the distributed control form $P_{\text {ext }}=B_{1}(x) w_{1}(t)+B_{2}(x) w_{2}(t)$. Notice that $\mathscr{L}$ has double eigenvalues (see Section 1.8), which means according to [19] two distributed controls are required to control/stabilize the system instead of one. Hence, for ease of notations we consider

$$
\begin{equation*}
\partial_{t} u=\mathscr{L} u+B w(t), \tag{1.6}
\end{equation*}
$$

where $B$ is a two dimensional control operator $B: w \in \mathbb{C}^{2} \rightarrow w_{1} B_{1}+w_{2} B_{2}$.
1.3. Statement of the main results. We consider in this paper the rapid stabilisation of (1.6), that is to seek, for any $\lambda>0$, a two-dimensional control feedback law $w(t)=K u(t, \cdot)$ such that the solution of (1.6) satisfies

$$
\|u(t)\| \lesssim e^{-\lambda t}\left\|u_{0}\right\|, \quad \forall t \in(0,+\infty) .
$$

To state our main results, we first introduce condition (2.1) for the exact controllability of (1.6) given below in Section 2 (see Proposition 2.1 and its proof in Appendix B). Using the backstepping method with a Fredholm transformation, we are able to prove (see Theorem 2.2 and Corollary 2.3 for a precise statement)

THEOREM 1.1. Let $B \in\left(H^{-3 / 4}\right)^{2}$ satisfying Assumption 1 concerning controllability. Then, for any $\lambda>0$, there exists a bounded linear operator $K \in \mathcal{L}\left(H^{3 / 4} ; \mathbb{C}^{2}\right)$ and an operator $T$ being an isomorphism from $H^{r}(\mathbb{T})$ to itself for any $r \in(-1,1)$ and maps the closed-loop system

$$
\begin{equation*}
\partial_{t} u=\mathscr{L} u+B K(u), \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T}, \tag{1.7}
\end{equation*}
$$

to the system

$$
\partial_{t} v=\mathscr{L} v-\lambda v, \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T},
$$

where $\mathscr{L}$ is the linearized water-wave operator given in (1.5). Consequently, the closed-loop system (1.7) is exponentially stable in $H^{r}$ for any $r \in(-1,1)$.

The proof of Theorem 1.1 relies on our compactness/duality method, allowing to prove the existence of a Fredholm operator for the backstepping method in the critical case $\alpha=3 / 2$. Our method in fact extends to the more general cases (see Theorem 2.4 for a precise statement).
THEOREM 1.2 (General skew-adjoint operators). Let $\alpha>1$. Let $B \in\left(H^{-3 / 4}\right)^{2}$ satisfying Assumption 1 concerning controllability. Let $h(s)$ a real valued-function satisfying

- $\left|n_{1}-n_{2}\right| n_{1}^{\alpha-1} \lesssim\left|h\left(n_{1}\right)-h\left(n_{2}\right)\right|$ for any $\left(n_{1}, n_{2}\right) \in \mathbb{N}^{*}$.
- $s^{\alpha} \lesssim|h(s)| \lesssim s^{\alpha}$ for any $s \in[1,+\infty)$.

Then, for any $\lambda>0$, there exists a bounded linear operator $K \in \mathcal{L}\left(H^{3 / 4} ; \mathbb{C}^{2}\right)$ and an operator $T$ such that $T$ is an isomorphism from $H^{r}(\mathbb{T})$ to itself for any $r \in(1 / 2-\alpha, \alpha-1 / 2)$ and maps the system

$$
\begin{equation*}
\partial_{t} u=i h\left(\left|D_{x}\right|\right) u+B K(u),(t, x) \in \mathbb{R}_{+} \times \mathbb{T}, \tag{1.8}
\end{equation*}
$$

to the system

$$
\partial_{t} v=i h\left(\left|D_{x}\right|\right) v-\lambda v,(t, x) \in \mathbb{R}_{+} \times \mathbb{T} .
$$

Consequently, the closed-loop system (1.8) is exponentially stable in $H^{r}$ for $r \in(1 / 2-\alpha, \alpha-1 / 2)$ with decay rate $\lambda$.

In the next subsection, we introduce formally the Fredholm backstepping method for PDEs as well as the main steps of our proof.
1.4. The Fredholm-type backstepping method. Before stating our main results, we introduce formally the backstepping method for PDEs. The backstepping method to consists to prove the existence of a feedback law $w=K u$ and an invertible operator $T$ mapping the solution $u$ of the equation to be stabilized,

$$
\left\{\begin{array}{l}
u_{t}(t)=A u(t)+B w(t)  \tag{1.9}\\
u(0)=u_{0}
\end{array}\right.
$$

onto the solution $z$ of an exponentially stable equation (thanks to the natural dissipation of $A$ and the strong damping effect of $-\lambda I$ ),

$$
\left\{\begin{array}{l}
v_{t}(t)=(A-\lambda I) v(t)  \tag{1.10}\\
v(0)=v_{0}
\end{array}\right.
$$

where $u(t)$ and $v(t)=T u(t)$ belong to a Hilbert space $H, A$ is the generator of a semigroup over the state space, $B$ is an unbounded operator satisfying some admissibility condition (see for instance [36] for a definition) and the control $w(t)=K u(t)$ is of feedback form to achieve stabilisation.
The main challenge is to find an operator-isomorphism pair $(T, K)$ such that this mapping can be achieved. This problem is equivalent to find $(T, K)$ solving,

$$
\begin{equation*}
T(A+B K)=(A-\lambda I) T \tag{1.11}
\end{equation*}
$$

shown by taking formally the time derivative of $z=T u$ and using (1.9) and (1.10).

The backstepping method was first introduced in finite dimension as a chain of integrators for feedback laws [27], but was then extended to PDEs by Krstić and Balogh [5] for Volterra transformations of the second kind,

$$
z(t, x)=T u=u(t, x)-\int_{0}^{x} k(x, y) u(t, y) d y
$$

The abstract equation (1.11) then transfers to the existence of a solution to a non-standard PDE on the kernel $k$. In addition to leaving the classical framework of Cauchy theory, the kernels resulting from the Volterra transformation present boundary conditions on the diagonal $k(x, x)$ that proves to be very difficult to handle. Despite these difficulties, several methods have been developed to solve the PDE on the kernel of the Volterra transformation (successive approximations [27], explicit representations [27] or method of characteristics [15]) leading to a rich literature, the invertibility of the Volterra transformation being guaranteed.

More recently, the Fredholm-type transformation as follows

$$
z(t, \cdot)=T u(t, \cdot)=\left(I d+\mathcal{T}_{\text {comp }}\right) u(t, \cdot),
$$

was introduced by Coron and Lü for the rapid stabilization of the Korteweg-de Vries equation [16] and Kuramoto-Sivashinsky equation [17] by means of the backstepping method. In this transformation, $T$ is a Fredholm operator with an invertible and a compact part. Although much more technical, the Fredholm transformation provides a systematic approach to the backstepping method based on the spectral properties of the operator $A$ and the controllability properties to prove the rapid stabilization for a large class of equations.

Let us elaborate on the techniques involved with the backstepping method with the Fredholm transformation. A first crucial step is to consider the so-called uniqueness condition $T B=B$ to change the abstract equation (1.11) into a system of two equations

$$
\begin{align*}
T A+B K & =(A-\lambda I) T,  \tag{1.12}\\
T B & =B . \tag{1.13}
\end{align*}
$$

The uniqueness condition $T B=B$ was first introduced in [11] to prove the existence of $(T, K)$ solving (1.12)-(1.13) in finite dimension, used implicitly in $[16,17]$ and finally stated explicitly in [12] to remove nonlocal terms involved in (1.11) for distributed controls. The proof of existence of an invertible transformation $T$ over the state space and a feedback law stabilizing (1.9) is then divided in the following steps:
Step 1: Let $\left\{\lambda_{n}+\lambda\right\}_{n} \cap \sigma(A)=\emptyset$. Notice that (1.12) is equivalent to

$$
T \varphi_{n}=K_{n}\left(A-\left(\lambda_{n}+\lambda\right) I\right)^{-1} B,
$$

where $K_{n}=K \varphi_{n}$. We prove that

$$
\tilde{T} \varphi_{n}=\left(A-\left(\lambda_{n}+\lambda\right) I\right)^{-1} B
$$

is a Riesz basis family of $H$.
Step 2: Let $B=\sum_{n} b_{n} \varphi_{n}$. Use the Riesz basis properties to solve the $T B=B$ uniqueness condition in a suitable sense

$$
T B=\sum_{n} b_{n} T \varphi_{n}=\sum_{n} b_{n} K_{n} \tilde{T} \varphi_{n}=B
$$

Step 3: Show from $T B=B$ that $\left(K_{n}\right)_{n}$ is uniformly bounded. Then, using operator equality and Kato's perturbation theory, prove that $T: H \rightarrow H$ is continuous and invertible.

Step 4: Thanks to the operator equality, the operator $A+B K$ generates a semigroup on $H$ (and indeed it also generates semigroups in $H^{\beta}$ with a certain range of $\beta$ ). Conclude on the rapid stabilization using the operator equality.
Aside of the seemingly different approach of hyperbolic systems [13, 14, 15, 41, 42], the proof Step 1 and 2 relied heavily in the literature on the quadratically close criterion. Roughly speaking it amounts to show after some computations that

$$
\sum_{n \in \mathbb{N}} \sum_{p \in \mathbb{N} \backslash\{n\}} \frac{1}{\left|\lambda_{n}-\lambda_{p}+\lambda\right|^{2}}<+\infty
$$

which holds if the eigenvalues $\lambda_{n}$ of the operator $A$ scales as $n^{\alpha}$ with $\alpha>3 / 2$ but fails as soon as $\alpha \leq 3 / 2$.

We introduce in this article the compactness/duality approach to overcome the limitations of the quadratically close criterion coupled with $\omega$-independence/density properties. Indeed this criterion corresponds to the rather strong Hilbert-Schmidt criterion for compactness. In fact the compactness part can be proved in a more general way, and we establish $\omega$-independence thanks to a new duality observation, thus overcoming the apparent limit of $\alpha>3 / 2$ (see Remark 4.9). This allows us to prove Step 1 for operators with eigenvalues scaling as $n^{\alpha}$ (for instance $\left|D_{x}\right|^{\alpha}$ ) with $\alpha \in(1,3 / 2]$.

Let us also stress that the $T B=B$ uniqueness condition is more difficult to handle than it seems since $B$ is an unbounded operator. Indeed, if $B$ were to be bounded, then from

$$
\sum_{n} b_{n} K_{n} \tilde{T} \varphi_{n}=B
$$

one would be tempted to deduce that the sequence $b_{n} K_{n}$ belongs to $\ell^{2}$. Moreover, the controllability assumption implies that the sequence of $\left|b_{n}\right|$ is bounded from below (it is impossible from the assumption that $B$ is bounded but let us assume it is for the sake of the argument) and therefore one would conclude that $K_{n} \in \ell^{2}$. But then, with the expression of $T$, it is not difficult to prove that in this case that the transformation $T$ would be compact and therefore not invertible.

The proof of the decomposition of $T B=B$ for $B$ unbounded and admissible still follow the same idea, with the slight modification that $T B$ is seen as a singular and bounded part. Then, one adjusts the behaviour of $K_{n}$ by hand by letting $K_{n} \sim c+k_{n}$ where $c$ is a constant. If the Riesz basis is quadratically close to the eigenfunctions, then one obtains,

$$
\sum_{n} b_{n} k_{n} \tilde{T} \varphi_{n}=\sum_{n} b_{n}\left(\varphi_{n}-\tilde{T} \varphi_{n}\right)
$$

and the right-hand side is bounded in $H$ using the quadratically close argument and the boundedness of the sequence $b_{n}$ in $\ell^{\infty}$ (roughly speaking provided by the admissibility). Without the quadratically close property this direct argument fails. However, we prove here that even if the Riesz basis is not quadratically close to the eigenfunctions, we are still able to reach the same final conclusion by a close inspection of the left-hand side.
1.5. Related works on the backstepping with a Fredholm transform. There are essentially two type of systems in the literature for which the rapid stabilisation was achieved through the backstepping method with a Fredholm transformation : either the operator $A$ is of first order $(\alpha=1)$ or of second order or higher $(\alpha \geq 2)$. We have so far excluded from our discussion the case $\alpha=1$ as it seems to be a very specific case with techniques on its own. Indeed, the rapid stabilisation for hyperbolic systems was established in [14, 15] through direct methods or by identifying the isomorphism applied to the eigenbasis leading to the Riesz basis [13, 41, 42]. The
other results found in the literature were concerned with operators such that $\alpha \geq 2$, and in these case the Riesz basis properties was proved through the quadratically close criterion, thanks to the sufficient growth of the eigenvalues. Following the steps described in the previous section, the rapid stabilisation was obtained for the linearized bilinear Schrödinger equation [12], the KdV equation [16], the Kuramoto-Sivashinksi equation [17], a degenerate parabolic operator [20] and finally the heat equation for which the backstepping is proved in sharp spaces [19]. The variety of the PDEs for which this methodology can be applied tends to show that there exists an abstract theory for operators of order $\alpha>1$. Theorem 1.2 demonstrates this fact for skew-adjoint operators for $\alpha>1$. This abstract setting could allow to lift some difficult questions raised when trying to apply the backstepping with the Volterra transformation. One such difficult is seen for instance for degenerate parabolic equations ([20]), where the Fredholm transformation lead to the study of well-known spectral properties of the Sturm-Liouville equation, whereas the PDE on the kernel of the Volterra transformation amounts to describe the propagation of bicharacteristics from a boundary satisfying a degenerate equation, a notoriously difficult problem.

Finally, we shall remark that there are many other useful stabilization techniques in the literature that may also apply to similar systems, for instance the damping stabilization of waves [1, 7, 26], the multiplier methods [25], Riccati theory [6, 9, 30], Gramian method [37], equivalence between observability and stabilizability [35], quantitative finite time stabilization [38, 39], various Lyapunov approaches [18, 22, 23, 24] and among others.

### 1.6. Related works on controllability and stabilization of the water waves system.

A considerable amount of literature exists on the control of fluids. However, few works address the controllability and stabilization of the water waves. Recently, this subject has drawn more and more attention. The controllability properties of these systems was first investigated in [31] using the moment method, and the controllability assumption was sharpened to quasi-linear systems in [3], where the control is localized in the domain. A recent work [43] investigated the water waves in 3-D, highlighting the need for the geometric control condition for the controllability (the 2-D case satisfying automatically the geometric control condition as the control problem reduces to a 1-D equation).
Concerning stabilization, despite fruitful stabilisation results were obtained in the literature for fluids, only few result seems to exist regarding the water waves. We may refer to the asymptotic stabilization and exponential stabilisation results of water waves systems $[1,2]$ that are based on external "damping" forces and "observability" of the closed-loop systems. Alternatively, stabilizability properties of linearized water waves systems with controls acting on the boundary have been recently studied in $[32,33]$. Our contribution, as a direct consequence of the Fredholm backstepping transformation we obtain a rapid stabilisation result, that is exponential stability with arbitrarily decay rate.
1.7. Outline of the paper. The paper is divided in the following way. First, the main results are stated precisely in Section 2 as well as their possible extensions, and the strategy of the proof is presented in Section 3. Section 4 begins with the statement of technical estimates used throughout the article as well as the proof of the Riesz basis (Step 1 of Section 1.4) using the compactness/duality argument. In Section 5 we prove that the uniqueness condition $T B=B$ holds in $H^{-1 / 2-\varepsilon}, \varepsilon \in(0,1 / 2)$ (Step 2) and define properly the feedback law $K$, the isomorphism $T$ (Step 3) as well as the operator equality (1.12). The well-posedness and rapid stabilisation of the closed-loop system (2.2) is proved (Step 4) in Section 6 and in turn prove that the sharp spaces for which the backstepping transform is establish coincide with the sharp space for the well-posedness of the closed-loop system. Finally, Appendix A recalls the basic definitions for

Riesz basis, Appendix B proves the exact controllability of (1.6), Appendix C is devoted to some basic estimates concerning the linearized water waves opeartor, Appendix D and E are dedicated to technical proofs on the Fredholm transform for the backstepping method already existing in the literature and Appendix F extends the proof of Theorem 2.2 to Theorem 2.4 for the general cases.
1.8. Notations and spaces. We begin by recalling that the eigenfunctions of the operator $\mathscr{L}$ on the torus coincide with the classical Fourier series $\left\{e^{i n x}\right\}_{n \in \mathbb{Z}}$ in $\mathbb{T}$. Notice that for any $n \in \mathbb{N}^{*}$

$$
\mathscr{L} e^{ \pm i n x}=-i\left(\left(g+n^{2}\right) n \tanh (h n)\right)^{1 / 2} e^{ \pm i n x},
$$

thus

$$
\begin{gather*}
\mathscr{L} \sin (n x)=\lambda_{n} \sin (n x) \text { and } \mathscr{L} \cos (n x)=\lambda_{n} \cos (n x),  \tag{1.14}\\
\quad \text { with } \lambda_{n}:=-i\left(n\left(g+n^{2}\right) \tanh (h n)\right)^{1 / 2} . \tag{1.15}
\end{gather*}
$$

Since every nonzero eigenvalue has multiplicity two, any given function can be separated by odd part and even part which corresponds to the orthonormal basis

$$
\begin{equation*}
\varphi_{n}^{1}=\left(\sqrt{\pi}^{-1} \sin (n x)\right), \varphi_{n}^{2}=\left(\sqrt{\pi}^{-1} \cos (n x)\right), \text { for } n \in \mathbb{N}^{*}, \varphi_{0}^{2}=\sqrt{2 \pi}^{-2} \tag{1.16}
\end{equation*}
$$

In this logic, we decompose the space $H^{r}(\mathbb{T} ; \mathbb{C})$ as $H_{1}^{r} \oplus H_{2}^{r}$, for any $r \in \mathbb{R}$, where

$$
H_{1}^{r}:=\left\{a \in H^{r}(\mathbb{T} ; \mathbb{C}) \mid a=\sum_{n \in \mathbb{N}^{*}} a_{n} \varphi_{n}^{1}\right\}, H_{2}^{r}:=\left\{a \in H^{r}(\mathbb{T} ; \mathbb{C}) \mid a=\sum_{n \in \mathbb{N}} a_{n} \varphi_{n}^{2}\right\} .
$$

Since we are working on $\mathbb{T}$, the inner product $\langle\cdot, \cdot\rangle_{H_{i}^{m}}$ is well-defined and given by, for any $f=\sum_{n} f_{n} \varphi_{n}^{i}$ and $g=\sum_{n} g_{n} \varphi_{n}^{i}$ belong to $H_{i}^{m}$,

$$
\langle f, g\rangle_{H_{1}^{m}}=\sum_{n \in \mathbb{N}^{*}}\left(n^{m} f_{n}\right)\left(n^{m} \overline{g_{n}}\right),\langle f, g\rangle_{H_{2}^{m}}=f_{0} g_{0}+\sum_{n \in \mathbb{N}^{*}}\left(n^{m} f_{n}\right)\left(n^{m} \overline{g_{n}}\right) .
$$

We finally recall some properties of $G[0, h]$ and $\mathscr{L}:$ for $s>3 / 2$, we have $G[0, h]: H^{s}(\mathbb{T} ; \mathbb{K}) \rightarrow$ $H^{s-1}(\mathbb{T} ; \mathbb{K})$ and for $s \in \mathbb{R}$, we have $\mathscr{L}: H^{s}(\mathbb{T} ; \mathbb{K}) \rightarrow H^{s-3 / 2}(\mathbb{T} ; \mathbb{K})$, for $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$.

## 2. Main results

We first introduce the assumption leading to the exact controllability of 1.6.
Assumption 1. Let the operator $B=\left(B_{1}, B_{2}\right)$ be such that $B_{1} \in H_{1}^{-3 / 4}$ and $B_{2} \in H_{2}^{-3 / 4}$. Then, assume the following condition,

$$
\begin{equation*}
b_{0} \neq 0 \text { and } c_{1}<\left|b_{n}^{i}\right|<c_{2}, \quad \text { for } i \in\{1,2\}, n \in \mathbb{N}^{*} \tag{2.1}
\end{equation*}
$$

Thanks to the condition (2.1), we have the following controllability result for (1.6).
PROPOSITION 2.1. Let $T>0$ and assume that (2.1) holds. For any $\left(u_{0}, u_{f}\right) \in\left(L^{2}\right)^{2}$ there exists a control $v \in L^{2}(0, T)$ such that the unique solution of (1.6) with initial state $u_{0}$ satisfies $u(T)=u_{f}$.

This is proved using the moments method and using Haraux's refined version of the Ingham's inequality. As the proof is similar to the one given by Reid [31] for a similar water waves system, we postpone it to the Appendix B.

Our main result is the following

THEOREM 2.2. Let $B=\left(B_{1}, B_{2}\right) \in H_{1}^{-3 / 4} \times H_{2}^{-3 / 4}$ such that (2.1) holds. Then, for any $\lambda>$ 0 , there exists an explicit bounded linear operator $K \in \mathcal{L}\left(H_{1}^{3 / 4} \times H_{2}^{3 / 4} ; \mathbb{C}^{2}\right)$ and an isomorphism $T$ from $H^{r}(\mathbb{T})$ to itself for any $r \in(-1,1)$ that maps the system

$$
\begin{equation*}
\partial_{t} u=\mathscr{L} u+B K(u), \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T} \tag{2.2}
\end{equation*}
$$

to the system

$$
\begin{equation*}
\partial_{t} v=\mathscr{L} v-\lambda v, \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T} \tag{2.3}
\end{equation*}
$$

where $\mathscr{L}$ is the linearized water-wave operator given in (1.5).
A direct consequence of this theorem is the existence of an explicit control law for the rapid exponential stabilization of the system (1.6).

COROLLARY 2.3 (Exponential stability). For any $\lambda>0$, there exists an explicit feedback functional $K \in \mathcal{L}\left(H_{1}^{3 / 4} \times H_{2}^{3 / 4} ; \mathbb{C}^{2}\right)$ such that for any $r \in(-1,1)$, for any initial state $\left.u(t)\right|_{t=0}=$ $u_{0} \in H^{r}$, the closed-loop system (2.2) has a unique solution $u \in C^{0}\left([0,+\infty) ; H^{r}(\mathbb{T} ; \mathbb{C})\right)$. In addition, this unique solution decays exponentially with rate $\lambda$

$$
\|u(t, \cdot)\|_{H^{r}} \lesssim e^{-\lambda t}\left\|u_{0}\right\|_{H^{r}}, \quad \forall t \in(0,+\infty)
$$

We shall remark here that the bound $r=1$ is sharp in the sense that for $r \geq 1$ the unbounded operator $A+B K$ does not anymore generate a strongly continuous semigroup in $H^{r}$. We also underline that, while the isomorphism $T$ depends on the regularity of the state space $H^{r}$, the feedback law is, surprisingly, independent of $r$. This independence was already noticed in [19].

As stated in the introduction, the system (1.6) is all the more interesting as it represents the critical case $\alpha=3 / 2$ where the usual method fails. To prove Theorem 2.2, we have to overcome this difficulty by introducing a new method. This allows us to free ourselves from the bound $\alpha=3 / 2$ and, in fact, the method presented in this paper is more general: it can be extended at no cost for a large class of systems satisfying $\alpha>1$. More precisely, we have the following theorem

THEOREM 2.4 (General skew-adjoint operators). Let $\alpha>1$. Let $B=\left(B_{1}, B_{2}\right) \in H_{1}^{-3 / 4} \times$ $H_{2}^{-3 / 4}$ such that (2.1) holds. Let $h(s)$ a real valued function satisfying

- $\left|n_{1}-n_{2}\right| n_{1}^{\alpha-1} \lesssim\left|h\left(n_{1}\right)-h\left(n_{2}\right)\right|$ for any $\left(n_{1}, n_{2}\right) \in \mathbb{N}^{*}$.
- $s^{\alpha} \lesssim|h(s)| \lesssim s^{\alpha}$ for any $s \in[1,+\infty)$.

For any $\lambda>0$, there exists an explicit bounded linear operator $K \in \mathcal{L}\left(H_{1}^{3 / 4} \times H_{2}^{3 / 4} ; \mathbb{C}^{2}\right)$ and an isomorphism $T$ from $H^{r}(\mathbb{T})$ to itself for $r \in(1 / 2-\alpha, \alpha-1 / 2)$ that maps the system

$$
\begin{equation*}
\partial_{t} u=i h\left(\left|D_{x}\right|\right) u+B K(u),(t, x) \in \mathbb{R}_{+} \times \mathbb{T} \tag{2.4}
\end{equation*}
$$

to the system

$$
\partial_{t} v=i h\left(\left|D_{x}\right|\right) v-\lambda v,(t, x) \in \mathbb{R}_{+} \times \mathbb{T}
$$

Consequently, the closed-loop system (2.4) is exponentially stable in $H^{r}$ for $r \in(1 / 2-\alpha, \alpha-1 / 2)$ with decay rate $\lambda$.

A way to adapt the proof of Theorem 2.2 to this case is given in Appendix F. The only significant difference is in the derivation of the regularity of the stabilizing feedback (see step (4) in Section 3 below) for which one need a finer decomposition and an iteration to reach the desired regularity.
2.1. Extension of the main results. The results of this article extends readily to more general cases or to other boundary conditions with minor modifications of the proof. We describe below such extensions.
2.1.1. Rapid stabilisation in $H^{s}$. The fundamental assumption guiding the appropriate Sobolev spaces in which the rapid stabilisation holds is the controllability Assumption 1 since the coefficients of the feedback law $K$, which enters in the decomposition of the isomorphism $T$, are obtained through the $T B=B$ uniqueness condition. The controllability Assumption 1 such that $b_{n}^{i} \sim 1$ implies the controllability of the linearized system in $L^{2}$ and leads to an isomorphism $T$ from $H^{r}$ for any $r \in(-1,1)$. If we replace this assumption by the condition that guarantees the controllability in $H^{s}$ space for some $s \in \mathbb{R}$, namely $b_{n}^{i} \sim n^{-s}$, then we can adapt slightly the proof of existence of the Riesz basis and construct the isomorphism $T$ in $H^{s+r}(\mathbb{T})$ to itself for any $r \in(-1,1)$ and a bounded linear operator $K: H^{s+3 / 4} \rightarrow \mathbb{R}^{2}$ such that the closed-loop system is exponentially stable in $H^{s+r}$ for any $r \in(-1,1)$.
2.1.2. Conservation of mass. In this paper we have not taken into account the "conservation of mass" condition

$$
\int_{\mathbb{T}} u(x) d x=\left\langle u(t), \varphi_{0}^{2}\right\rangle=0
$$

which concerns the even space $H_{2}^{r}$. In fact by choosing $B$ such that $\left\langle B_{2}, \varphi_{0}^{2}\right\rangle=0$, the backstepping method can be applied. Indeed, by following the same steps as in our proof, one can build an isomorphism that maps the even part of the water-waves system, with mass conservation, to the target system

$$
\partial_{t} v=\mathscr{L} v-\lambda v
$$

with mass conservation, which is of course still exponentially stable. The reason for this is that the projection on $\varphi_{0}^{2}$ commutes with the isomorphism $T$ and the closed-loop $A+B K$ obtained in the general case.

Thus, the same proof also leads to rapid stabilization in cases where there is a "conservation of mass" condition.
2.1.3. Water waves in bounded domain. We have investigated the linearized water waves system in a periodic domain. In fact we can also study the same system in a bounded domain with Neumann boundary conditions, the controllability of which was obtained by Reid [31]. In this framework, since all eigenvalues are simple, we are able to establish controllability, and rapid stabilization by backstepping, using only one control term.

## 3. Strategy and outline

In this Section we briefly comment on the strategy to prove Theorem 2.2 which is the task of the next two section, while the proof of Corollary concerning the well-posedness and stability of the closed-loop system will be discussed later on in Section 6. Given the decomposition along odd and even functions, showing Theorem 2.2 amounts to proving the following proposition.

PROPOSITION 3.1. Let $i \in\{1,2\}$. Let $B_{i} \in H_{i}^{-3 / 4}$ satisfying (2.1). For any $\lambda>0$, there exists a bounded linear operator $K_{i} \in \mathcal{L}\left(H_{i}^{3 / 4} ; \mathbb{C}\right)$ and an isomorphism $T_{i}$ from $L^{2}$ to itself (which is also an isomorphism from $H_{i}^{r}$ to itself for any $r \in(-1,1)$ ) which maps the system

$$
\begin{equation*}
\partial_{t} u=\mathscr{L} u+B_{i} K_{i}(u), \quad u \in H_{i}^{r} \tag{3.1}
\end{equation*}
$$

to the system

$$
\begin{equation*}
\partial_{t} v=\mathscr{L} v-\lambda v, \quad v \in H_{i}^{r} \tag{3.2}
\end{equation*}
$$

where $\mathscr{L}$ is the linearized water-wave operator given in (1.5).
If Proposition 3.1 holds, then the operator-isomorphism pair $(K, T)$ of Theorem 2.2 is simply $T=T_{1} \oplus T_{2}$ and $K=\left(K_{1}, K_{2}\right)$. In the following we will focus on the odd space $i=1$, the even space $i=2$ can be treated in the same way.

Notations: for reader's convenience we will also drop for now on the index 1 and denote again $H^{r}, K, T, \varphi_{n}$ instead of $H_{1}^{r}, K_{1}, T_{1}, \varphi_{n}^{1}$.

Before proving Proposition 3.1, let us make some formal observations to get an intuition of the problem. To map systems (3.1) onto (3.2), what we would like to do is to obtain (formally) the following operator equality

$$
\begin{equation*}
T(A+B K)=(A-\lambda) T \tag{3.3}
\end{equation*}
$$

where $A:=\mathscr{L}$. As noted in $[12,17,19]$, a good approach to this aim is to add a condition on $T B$, and to require instead the two following operator equalities

$$
\begin{align*}
& T A+B K=(A-\lambda) T,  \tag{3.4}\\
& T B=B
\end{align*}
$$

in a certain sense to be specified. Note that (3.4) implies formally (3.3) and requiring (3.4) instead of (3.3) allows to deal with operator equations that are linear with $(T, K)$. It also usually ensures the uniqueness of solution (see for instance [19]). In finite dimension, (3.3) corresponds to an equivalent formulation of the pole-shifting theorem [13, Section 2]. Applying the first operator equality on the orthonormal basis $\left(\varphi_{n}\right)_{n \in \mathbb{N}^{*}}$ gives

$$
\begin{equation*}
\lambda_{n}\left(T \varphi_{n}\right)+B K\left(\varphi_{n}\right)=(A-\lambda)\left(T \varphi_{n}\right) \tag{3.5}
\end{equation*}
$$

where we used the fact that $\varphi_{n}$ is an eigenvector of $A$. Observe that (3.5) is a (nonlocal) differential equation on $\left(T \varphi_{n}\right)$. Projecting now on a vector $\varphi_{p}$ and recalling that $b_{p}=\left\langle B, \varphi_{p}\right\rangle$, this becomes

$$
\begin{align*}
\left(\lambda_{n}+\lambda\right)\left\langle\left(T \varphi_{n}\right), \varphi_{p}\right\rangle+\left\langle B, \varphi_{p}\right\rangle K\left(\varphi_{n}\right) & =\left\langle A\left(T \varphi_{n}\right), \varphi_{p}\right\rangle, \\
& =\left\langle\left(T \varphi_{n}\right), A^{*} \varphi_{p}\right\rangle=\lambda_{p}\left\langle\left(T \varphi_{n}\right), \varphi_{p}\right\rangle . \tag{3.6}
\end{align*}
$$

This gives the following formal expression

$$
\begin{equation*}
T \varphi_{n}=\sum_{p \in \mathbb{N}^{*}}\left\langle\left(T \varphi_{n}\right), \varphi_{p}\right\rangle \varphi_{p}=\left(-K\left(\varphi_{n}\right)\right) \sum_{p \in \mathbb{N}^{*}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda} . \tag{3.7}
\end{equation*}
$$

These formal calculations lead us to introduce the following notations that will be used all along the proof. We define

- The families

$$
\begin{equation*}
q_{n}:=\sum_{p \in \mathbb{N}^{*}} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}, \quad K_{n}=K\left(\varphi_{n}\right), \quad n \in \mathbb{N}^{*} . \tag{3.8}
\end{equation*}
$$

- The operator

$$
\begin{equation*}
S: n^{-r} \varphi_{n} \mapsto n^{-r} q_{n} . \tag{3.9}
\end{equation*}
$$

Note that $S$ is completely defined as an operator on $H^{r}$ since $\left(n^{-r} \varphi_{n}\right)_{n \in \mathbb{N}^{*}}$ is an orthonormal basis of $H^{r}$ for any $r \in \mathbb{R}$.

- The operator

$$
\begin{equation*}
\tau: \varphi_{n} \mapsto b_{n} \varphi_{n} \tag{3.10}
\end{equation*}
$$

Note that since $b_{n}$ are uniformly bounded by above and below, this is an isomophism from $L^{2}$ to $L^{2}$, and in fact also from $H^{r}$ to $H^{r}$ for any $r \in \mathbb{R}$.

- The operator $T$ defined on $H^{r}$

$$
\begin{equation*}
T: n^{-r} \varphi_{n} \mapsto\left(-K_{n}\right) n^{-r} \tau q_{n} . \tag{3.11}
\end{equation*}
$$

Note that this expression of $T$ corresponds exactly to the expression (3.7) obtained from the formal calculations.
In the following we will show that, for a good choice of $\left(K_{n}\right)_{n \in \mathbb{N}^{*}}$, the operator $T$ thus defined is an isomorphism from $H^{r}$ to itself for $r \in(-1,1)$, and $T$ and $K$ satisfy (3.4) in a sense to be specified.

We are going to show successively the following steps:
(1) Show that $S$ is a Fredholm operator from $H^{r} \rightarrow H^{r}$ for any $r \in(-1,1)$.
(2) Show that $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis for $L^{2}$ using a duality argument and the fact that $S$ is Fredholm.
(3) Further show that $\left(n^{-r} q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis for $H^{r}$ for any $r \in(-1,1)$ by showing it is $\omega$-independent using a duality argument between the density of $\left(n^{-r} q_{n}\right)_{n \in \mathbb{N}^{*}}$ in $H^{r}$ and the $\omega$-independence of $\left(n^{r} \overline{q_{n}}\right)_{n \in \mathbb{N}^{*}}$ in $H^{-r}$.
(4) Provide an explicit candidate of $\left(K_{n}\right)_{n \in \mathbb{N}}$ which satisfies $T B=B$ in $H^{-3 / 4}$ sense. Show that $\left(\left|K_{n}\right|\right)_{n \in \mathbb{N}}$ is bounded from above and that $b_{n} K_{n}=-\left(\lambda+k_{n}\right)$ for any $n \in \mathbb{N}^{*}$, where $\left(k_{n} n^{\varepsilon}\right)_{n \in \mathbb{N}^{*}} \in l^{\infty}$ for any $\varepsilon \in[0,1 / 2)$.
(5) Show that $T$ is bounded from $H^{r}$ in itself for $r \in(-1,1)$ and the first operator equality (3.4) holds in $\mathcal{L}\left(H^{3 / 4} ; H^{-3 / 4}\right)$.
(6) Show that $T$ is a Fredholm operator from $H^{-3 / 4}$ to $H^{-3 / 4}$.
(7) Show that $T$ is an isomorphism from $H^{-3 / 4}$ to $H^{-3 / 4}$ using a Fredholm argument and spectral theory in $H^{-3 / 4}$.
(8) Show that $T$ is an isomorphism from $L^{2}$ to $L^{2}$ and in fact an isomorphism from $H^{r}$ to itself for any $r \in(-1,1)$.
Let us briefly discuss step 6 to 8 as, at first sight, it seems odd to prove the invertibility in $H^{-3 / 4}$ and not in the classical $L^{2}$ space for instance. The main motivation is to avoid working in the space $D(A+B K):=\left\{f \in L^{2}:(A+B K) f \in L^{2}\right\}$ before proving the invertibility of $T$. Indeed, in the preesent setting, the space $D(A+B K)$ does not have nice properties shared by the Sobolev spaces such as the density of $C^{\infty}$ functions. This comes from the fact that $B$ is not regular enough, and therefore one is not able to conclude that $\varphi_{n} \in D(A+B K)$ for any $n \in \mathbb{N}^{*}$. Hence, it is easier to first prove the invertibility in weaker but classical Sobolev spaces (step 6
and 7) before deducing the invertibility in the required spaces (step 8). In turn, the invertibility of $T$ in $H^{r}$ allows to construct an equivalent norm to $H^{r}$, which allows to prove that $D(A+B K)$ is an Hilbert space, a non-trivial task to prove without the invertibility of $T$. We underline that if our setting is close to the linearized bilinear Schrödinger equation, the fact that the control is real-valued in [12] allows to decouple the real and imaginary part of the solution to deal directly with the space $D(A+B K)$, which is not the case here.

We start by introducing some technical Lemmas in Subsection 4.1. Then we prove Proposition 3.1, following the outline above : we prove steps (1)-(3) in Section 4 and steps (4)-(8) in Section 5. Finally, we prove the well-posedness of the closed-loop system obtained and Corollary 2.3 in Section 6.

## 4. Compactness/duality method for Riesz basis

Following the outline described in Section 3, this section is devoted to the proofs of Steps (1)-(3). These steps form a first important part of the proof of our main theorem: they revolve around Riesz basis properties for some important families of functions derived from the backstepping operator equalities (3.4). As we have mentioned in the introduction, we introduce here a new method based on compactness and duality, namely, we prove in a general way that the transformations involved in our backstepping method are Fredholm operators.
4.1. Some basic estimates. In this section we introduce some technical Lemmas that will be used in the following. For readers' convenience we put part of proofs in Appendix C.

The first lemma is a direct consequence of the existence of $c, C>0$ such that

$$
c n^{3 / 2} \leq\left|\lambda_{n}\right| \leq C n^{3 / 2}, \forall n \in \mathbb{N}^{*}
$$

LEMMA 4.1. Let $s \in \mathbb{R}$. Let $\rho$ from the resolvent set of the operator $\mathscr{L}$. We know that

$$
\mathscr{L}: H^{s+3 / 4} \rightarrow H^{s-3 / 4} \text { is continuous }
$$

$$
(\mathscr{L}-\rho)^{-1}: H^{s-3 / 4} \rightarrow H^{s+3 / 4} \text { is continuous. }
$$

We turn to,
LEMMA 4.2. For any $s<1 / 2$, there exists $C>0$ such that

$$
\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|} \leq C\left(p^{-1 / 2+s} \log (p)+p^{-3 / 2}\right), \forall p \in \mathbb{N}^{*}
$$

Let us now show Lemma 4.2
Proof of Lemma 4.2. Let $s<1 / 2$, we have

$$
\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|}=I_{1}+I_{2}+I_{3}
$$

where

$$
\begin{aligned}
I_{1} & =\sum_{n \in \mathbb{N}^{*}, n \leq p / 2} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|}, \\
I_{2} & =\sum_{n \in \mathbb{N}^{*} \backslash\{p\}, p / 2<n<2 p} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|}, \\
I_{3} & =\sum_{n=2 p}^{+\infty} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|} .
\end{aligned}
$$

We will show that all these three terms can be bounded by $C\left(p^{-1 / 2+s} \log (p)+p^{-3 / 2}\right)$ where $C$ is a constant independent of $p$. For this, we introduce the following basic estimates (the proofs may be found in Appendix C).

LEMMA 4.3. There exists $c>0$ such that for any $(n, m) \in \mathbb{N}^{*}$

$$
\begin{gathered}
\left|\lambda_{n}-\lambda_{m}\right| \geq c|n-m|^{3 / 2} \\
\left|\lambda_{n}-\lambda_{m}\right| \geq c|n-m| n^{1 / 2} .
\end{gathered}
$$

LEMMA 4.4. For any $s \neq-1$, there exists $C>0$ such that for any $p \in \mathbb{N}^{*}$

$$
\sum_{n=1}^{p} n^{s} \leq C\left(1+p^{1+s}\right)
$$

LEMMA 4.5. For any $s \in \mathbb{R}$ and $\varepsilon_{1}>0$, there exists $C>0$ and $\varepsilon>0$ such that $\varepsilon \in\left(0, \varepsilon_{1}\right)$ and

$$
\sum_{n=1}^{p} n^{s} \log (n) \leq C\left(1+p^{1+s+\varepsilon}\right)
$$

Let us look at $I_{1}$, since there exists $C>0$ independent of $p$ and $n$ satisfying $n \leq p / 2$, such that $\left|\lambda_{p}-\lambda_{n}\right| \geq C^{-1} p^{3 / 2}$, using Lemma 4.3

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}, n \leq p / 2} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|} \lesssim p^{-3 / 2} \sum_{n \in \mathbb{N}^{*}, n \leq p / 2} n^{s} \lesssim p^{-3 / 2}+p^{-1 / 2+s} \log (p), \tag{4.1}
\end{equation*}
$$

where in the rightmost inequality we used Lemma 4.4 if $s \neq-1$, applies and $p^{1+s} \leq p^{1+s} \log (p)$ for $p$ large enough, and if $s=-1$ then we simply used that $\left(\sum_{n=0}^{p} 1 / n\right)=O(\log (p))$.

Then we turn to $I_{2}$, using Lemma 4.3 we have

$$
\sum_{n \in \mathbb{N}^{*} \backslash\{p\}, p / 2<n<2 p} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|} \lesssim p^{s} \sum_{n \in \mathbb{N}^{*} \backslash\{p\}, p / 2<n<2 p} \frac{1}{\left|\lambda_{n}-\lambda_{p}\right|} \lesssim p^{s} \sum_{n \in \mathbb{N}^{*} \backslash\{p\}, p / 2<n<2 p} \frac{1}{|n-p| p^{1 / 2}}
$$

Notice that

$$
\sum_{n \in \mathbb{N}^{*} \backslash\{p\}, p / 2<n<2 p} \frac{1}{|n-p|} \leq \sum_{k \leq p / 2} \frac{1}{k}+\sum_{k=1}^{p} \frac{1}{k} \lesssim \log (p),
$$

hence

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*} \backslash\{p\}, p / 2<n<2 p} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|} \lesssim p^{-1 / 2+s} \log (p) \tag{4.2}
\end{equation*}
$$

which gives the bound on $I_{2}$.
Finally we look at $I_{3}$, since $n>2 p$, there exists a constant $C>0$ independent of $p$ such that $\left|\lambda_{n}-\lambda_{p}\right| \geq C^{-1} n^{3 / 2}$ from Lemma 4.3, thus

$$
\begin{equation*}
I_{3}=\sum_{n=2 p}^{+\infty} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|} \lesssim \sum_{n=2 p}^{+\infty} n^{s-3 / 2} \lesssim \int_{2 p}^{+\infty} x^{s-3 / 2} d x \lesssim p^{-1 / 2+s} \tag{4.3}
\end{equation*}
$$

where we used that $s<1 / 2$ thus $s-3 / 2<-1$. Combining (4.1), (4.2) and (4.3) we deduce that

$$
I_{1}+I_{2}+I_{3} \lesssim p^{-1 / 2+s} \log (p)+p^{-3 / 2}
$$

This ends the proof of Lemma 4.2.
4.2. Step (1): a general Fredholm operator. In this Section we show the following Proposition
PROPOSITION 4.6. For any $r \in(-1,1)$, there exists a compact operator $S_{c}$ from $H^{r}$ into itself such that the operator $S$ defined by (3.9) satisfies on $H^{r}$

$$
\begin{equation*}
S=\frac{1}{\lambda} I d+S_{c} \tag{4.4}
\end{equation*}
$$

In particular, $S$ is a Fredholm operator (of index 0) from $H^{r}$ into itself.
First we show that for any $a \in H^{r}$, denoting $a_{n}=\left(a, n^{-r} \varphi_{n}\right)_{H^{r}}$ such that $a=\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} \varphi_{n}$, we have

$$
\begin{equation*}
S a=\frac{a}{\lambda}+\left(\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r}\left(\sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)\right) . \tag{4.5}
\end{equation*}
$$

Indeed, from the definition of (3.9),

$$
\begin{aligned}
S a= & \sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} S\left(\varphi_{n}\right)=\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} q_{n} \\
& =\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r}\left(\sum_{p \in \mathbb{N}^{*}} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right) \\
& =\frac{1}{\lambda}\left(\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} \varphi_{n}\right)+\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r}\left(\sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right),
\end{aligned}
$$

which, given the definition of $a$, is exactly (4.5). Now we show the following
LEMMA 4.7. For any $r \in(-1,1)$ there exists $\varepsilon=\varepsilon(r)>0$ such that the operator $S_{c}$ defined by

$$
S_{c}: \sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} \varphi_{n} \mapsto \sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r}\left(\sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)
$$

is continuous from $H^{r}$ to $H^{r+\varepsilon}$. In particular this operator is compact from $H^{r}$ in itself.
The proof of this lemma is based on a careful estimation allowed by the Lemma 4.2, and we give its proof below. Proposition 4.6 then follows from (4.5) and Lemma 4.7.
REMARK 4.8. Note, as a corollary of Lemma 4.7 and the expression of $S$ given by (4.5), that for any $r \in(-1,1)$, there exists $C>0$ such that for any $\left(a_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$ one has

$$
\begin{equation*}
\left\|\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} q_{n}\right\|_{H^{r}}^{2} \leq C \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2} . \tag{4.6}
\end{equation*}
$$

which means that $S$ is a bounded operator from $H^{r}$ into itself. In fact, Proposition 4.6 is stronger since it shows that $S$ is even a Fredholm operator.
REMARK 4.9. As we have mentioned in the introduction, previous works on the backstepping method use the quadratically close criterion to prove that $q_{n}$ is a Riesz basis. In our case, one would then seek to prove that

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}}\left\|n^{-r} q_{n}-\frac{1}{\lambda} n^{-r} \varphi_{n}\right\|_{H^{r}}^{2}<+\infty . \tag{4.7}
\end{equation*}
$$

In terms of $S_{c}$, this amounts to

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}}\left\|S_{c} n^{-r} \varphi_{n}\right\|_{H^{r}}^{2}<+\infty \tag{4.8}
\end{equation*}
$$

which is the Hilbert-Schmidt compactness criterion for $S_{c}$. However, in our case, (4.7)-(4.8) does not hold. Our new compactness/duality method illustrates that the relevant property is not (4.7), which is particular case of compactness thanks to the Hilbert-Schmidt criterion, but rather the compactness of $S_{c}$ in itself, which we prove here in a more general way. This, together with the duality argument presented in Steps (2) and (3) below, can also lead to Riesz basis properties thanks to the Fredholm alternative.

Interestingly, this illustrates that there is a link between the growth of the eigenvalues and the class of compact operators that appear in the Fredholm decomposition of $S$.

Proof of Lemma 4.7. We start by considering two different cases: let $r \in(-1,0]$, what we need to show is that there exists $C>0$ and $\varepsilon>0$ such that for any $\left(a_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$,

$$
\left\|\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r}\left(\sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)\right\|_{H^{r+\varepsilon}} \leq C\left\|\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} \varphi_{n}\right\|_{H^{r}}
$$

Notice that the following inequality holds in the $H^{-1}$ space

$$
\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r}\left(\sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)=\sum_{p \in \mathbb{N}^{*}} \varphi_{p}\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{a_{n} n^{-r}}{\lambda_{n}-\lambda_{p}+\lambda}\right)
$$

it suffices to show that

$$
\begin{equation*}
\sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left|\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{a_{n} n^{-r}}{\lambda_{n}-\lambda_{p}+\lambda}\right|^{2} \leq C \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2} \tag{4.9}
\end{equation*}
$$

Let us look at the left-hand side and use Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
& \sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left|\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{a_{n} n^{-r}}{\lambda_{n}-\lambda_{p}+\lambda}\right|^{2} \\
& \leq \sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{\left|a_{n}\right|^{2} n^{-2 r-1 / 2+2 \varepsilon}}{\left|\lambda_{n}-\lambda_{p}\right|}\right)\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{n^{1 / 2-2 \varepsilon}}{\left|\lambda_{n}-\lambda_{p}\right|}\right) .
\end{aligned}
$$

Then, using Lemma 4.2, Fubini theorem (since all terms are nonnegative), and again Lemma 4.2 (since $2 r<1 / 2$ ) we get

$$
\begin{align*}
& \sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left|\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{a_{n} n^{-r}}{\lambda_{n}-\lambda_{p}+\lambda}\right|^{2} \\
\lesssim & \sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{\left.\left|a_{n}\right|\right|^{2} n^{-2 r-1 / 2+2 \varepsilon}}{\left|\lambda_{n}-\lambda_{p}\right|}\right)\left(p^{-2 \varepsilon} \log (p)+p^{-3 / 2}\right) \\
\lesssim & \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2} n^{-2 r-1 / 2+2 \varepsilon} \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{p^{2 r+2 \varepsilon}\left(p^{-2 \varepsilon} \log (p)+p^{-3 / 2}\right)}{\left|\lambda_{n}-\lambda_{p}\right|}  \tag{4.10}\\
\lesssim & \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2} n^{-2 r-1 / 2+2 \varepsilon} \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{p^{2 r+2 \varepsilon}\left(p^{-3 / 2 \varepsilon}+p^{-3 / 2}\right)}{\left|\lambda_{n}-\lambda_{p}\right|} \\
\lesssim & \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2} n^{-2 r-1 / 2+2 \varepsilon}\left(n^{-1 / 2+2 r+\varepsilon / 2} \log (n)+n^{-2+2 r+2 \varepsilon} \log (n)+n^{-3 / 2}\right) \\
\lesssim & \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2}\left(n^{-1+3 \varepsilon}+n^{-5 / 2+5 \varepsilon}+n^{-2-2 r+2 \varepsilon}\right) .
\end{align*}
$$

Note that the limiting term is the last one, and since $r \in(-1,0)$ we can choose $\varepsilon$ depending only on $r$ such that $r+1-\varepsilon \geq 0$ and such that we have ( $\left.n^{-1+3 \varepsilon}+n^{-3 / 2+5 \varepsilon}+n^{-2-2 r+2 \varepsilon}\right) \leq 3$ (choose for instance $\varepsilon=\min (r+1,3 / 10))$. This means that

$$
\sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left|\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{a_{n} n^{-r}}{\lambda_{n}-\lambda_{p}+\lambda}\right|^{2} \lesssim \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2},
$$

and this ends the proof of Lemma 4.7 in the case $r \in(-1,0]$. Note that this could also work for $r \in(0,1 / 4)$. However, for $r \geq 1 / 4$ Lemma 4.2 cannot be used to get the fifth line of (4.10), which explains the disjonction of cases.

Let us now assume that $r \in(0,1)$. Just like in the previous case, it suffices to show (4.9). Let us apply again Cauchy-Schwarz inequality on the left-hand side of (4.9), but slightly differently as before. We have

$$
\sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left|\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{a_{n} n^{-r}}{\lambda_{n}-\lambda_{p}+\lambda}\right|^{2} \leq \sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{\left|a_{n}\right|^{2}}{\left|\lambda_{n}-\lambda_{p}\right|}\right)\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{n^{-2 r}}{\left|\lambda_{n}-\lambda_{p}\right|}\right) .
$$

Using again Lemma 4.2 since $-2 r<1 / 2$, then Fubini theorem, and then again Lemma 4.2 by choosing $\varepsilon>0$ such that $\varepsilon<1 / 3$ and $2 r-3 / 2+2 \varepsilon<1 / 2$ (which always exists since $2 r<2$ ),
we have

$$
\begin{aligned}
& \sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left|\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{a_{n} n^{-r}}{\lambda_{n}-\lambda_{p}+\lambda}\right|^{2} \\
\lesssim & \sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{\left|a_{n}\right|^{2}}{\left|\lambda_{n}-\lambda_{p}\right|}\right)\left(p^{-1 / 2-2 r} \log (p)+p^{-3 / 2}\right) \\
\lesssim & \sum_{p \in \mathbb{N}^{*}}\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{\left|a_{n}\right|^{2}}{\left|\lambda_{n}-\lambda_{p}\right|}\right)\left(p^{-1 / 2+3 \varepsilon}+p^{-3 / 2+2 r+2 \varepsilon}\right) \\
\lesssim & \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2}\left(\sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{p^{-1 / 2+3 \varepsilon}+p^{-3 / 2+2 r+2 \varepsilon}}{\left|\lambda_{n}-\lambda_{p}\right|}\right) \\
\lesssim & \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2}\left(n^{-1+3 \varepsilon} \log (n)+n^{-3 / 2}+n^{-2+2 r+2 \varepsilon} \log (n)\right) \\
\lesssim & \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2}\left(n^{-1+4 \varepsilon}+n^{-3 / 2}+n^{-2+2 r+3 \varepsilon}\right)
\end{aligned}
$$

Then by choosing $\varepsilon$ such that $\varepsilon<1 / 4$ and $2 r-3 / 2+3 \varepsilon<1 / 2$ we have $-2+2 r+3 \varepsilon<0$ and $-1+4 \varepsilon<0$, hence there exists a constant $C>0$ (depending only on $r$ ) such that

$$
\sum_{p \in \mathbb{N}^{*}} p^{2 r+2 \varepsilon}\left|\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{a_{n} n^{-r}}{\lambda_{n}-\lambda_{p}+\lambda}\right|^{2} \leq C \sum_{n \in \mathbb{N}^{*}}\left|a_{n}\right|^{2}
$$

This ends the proof of Lemma 4.7.
4.3. Step (2): a Riesz basis for $L^{2}$. In this section we prove the existence of a Riesz basis.

PROPOSITION 4.10. The family $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $L^{2}$
Showing this amounts to showing that $S$ is an isomorphism from $L^{2}$ to $L^{2}$. Since we know from Proposition 4.6 that $S$ is a Fredholm operator (of index 0 ), it suffices to show that $\operatorname{ker}\left(S^{*}\right)=0$. But we know that

$$
\begin{equation*}
\operatorname{dim}(\operatorname{coker}(S))=\operatorname{dim}\left(\operatorname{ker}\left(S^{*}\right)\right)=\operatorname{dim}(\operatorname{ker}(S))<+\infty \tag{4.11}
\end{equation*}
$$

where $S^{*}$ denotes the adjoint of $S$. Hence it suffices to show that $\operatorname{ker}(S)=\{0\}$. This is equivalent to say that for any $\left(a_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$, such that

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}} a_{n} q_{n}=0, \tag{4.12}
\end{equation*}
$$

one has $a_{n}=0$, for all $n \in \mathbb{N}^{*}$. In other words this is equivalent to show that $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$-independent in $L^{2}$ (see Definition A.1). Notice that

$$
q_{n}=\sum_{p} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda} \text { and } \overline{q_{n}}=\sum_{p} \frac{\varphi_{p}}{\lambda_{p}-\lambda_{n}+\lambda} .
$$

Thus we have the following Lemma:
LEMMA 4.11. The sequences $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ and $\left(\overline{q_{n}}\right)_{n \in \mathbb{N}^{*}}$ satisfy the following:
(i) $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is either $\omega$-independent in $L^{2}$ or $L^{2}$-dense.
(ii) $\left(\overline{q_{n}}\right)_{n \in \mathbb{N}^{*}}$ is either $\omega$-independent in $L^{2}$ or $L^{2}$-dense.
(iii) $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$-independent in $L^{2} \Longleftrightarrow\left(\overline{q_{n}}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$-independent in $L^{2}$.
(iv) $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $L^{2}$-dense $\Longleftrightarrow\left(\overline{q_{n}}\right)_{n \in \mathbb{N}^{*}}$ is $L^{2}$-dense.
(v) $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $L^{2}$-dense $\Longleftrightarrow\left(\overline{q_{n}}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$-independent in $L^{2}$.
(vi) $\left(\overline{q_{n}}\right)_{n \in \mathbb{N}^{*}}$ is $L^{2}$-dense $\Longleftrightarrow\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$-independent in $L^{2}$.

Consequently, we know that $\left\{q_{n}\right\}_{n \in \mathbb{N}^{*}}$ (resp. $\left\{\overline{q_{n}}\right\}_{n \in \mathbb{N}^{*}}$ ) is both $\omega$-independent in $L^{2}$ and $L^{2}$ dense.
Proof of Proposition 4.10. The proof of Proposition 4.10 is equivalent to prove (4.12) implies $a_{n}=0, \forall n \in \mathbb{N}^{*}$. But since from Lemma 4.11, $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$-independent in $L^{2}$, we conclude directly that $a_{n}=0, \forall n \in \mathbb{N}^{*}$, hence the proof.

Hence, it remains to prove Lemma 4.11.
Proof of Lemma 4.11. The relations (iii) and (iv) are direct consequences of the conjugacy of $q_{n}$ and $\overline{q_{n}}$. We only focus on the proof of $(i)$ and $(v i)$, as (ii) and $(v)$ can be treated similarly.

The proof of $(v i)$ is further separated by two parts:

$$
\begin{aligned}
& \left(\overline{q_{n}}\right)_{n \in \mathbb{N}^{*}} \text { is not } L^{2} \text {-dense } \Longrightarrow\left(q_{n}\right)_{n \in \mathbb{N}^{*}} \text { is not } \omega \text {-indepent in } L^{2}, \\
& \left(\overline{q_{n}}\right)_{n \in \mathbb{N}^{*}} \text { is not } L^{2} \text {-dense } \Longleftarrow\left(q_{n}\right)_{n \in \mathbb{N}^{*}} \text { is not } \omega \text {-indepent in } L^{2} .
\end{aligned}
$$

On the one hand, suppose that $\left(\overline{q_{n}}\right)$ is not $L^{2}$-dense, then there exists some nontrivial function $\bar{a}=\sum_{p \in \mathbb{N}^{*}} \overline{a_{p}} \varphi_{p} \in L^{2}$, namely $\left(\overline{a_{p}}\right)_{p \in \mathbb{N}^{*}} \in l^{2}$, such that

$$
\left\langle\overline{q_{n}}, \bar{a}\right\rangle_{L^{2}}=0, \forall n \in \mathbb{N}^{*},
$$

which is equivalent to

$$
\sum_{p \in \mathbb{N}^{*}} \frac{a_{p}}{\lambda_{p}-\lambda_{n}+\lambda}=0, \forall n \in \mathbb{N}^{*}
$$

Thus

$$
\sum_{p \in \mathbb{N}^{*}} a_{p} q_{p}=\sum_{p \in \mathbb{N}^{*}} a_{p} \sum_{m \in \mathbb{N}^{*}} \frac{\varphi_{m}}{\lambda_{p}-\lambda_{m}+\lambda}=\sum_{m \in \mathbb{N}^{*}} \varphi_{m} \sum_{p \in \mathbb{N}^{*}} \frac{a_{p}}{\lambda_{p}-\lambda_{m}+\lambda}=0,
$$

and consequently $\left(q_{p}\right)_{p \in \mathbb{N}^{*}}$ is not $\omega$-independent in $L^{2}$.
On the other hand, suppose that $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is not $\omega$-independent in $L^{2}$, then there exists some nontrivial sequence $\left(a_{p}\right)_{p \in \mathbb{N}^{*}} \in l^{2}$, namely $a=\sum_{p} a_{p} \varphi_{p} \in L^{2}$, such that

$$
0=\sum_{p \in \mathbb{N}^{*}} a_{p} q_{p}=\sum_{p \in \mathbb{N}^{*}} a_{p} \sum_{m \in \mathbb{N}^{*}} \frac{\varphi_{m}}{\lambda_{p}-\lambda_{m}+\lambda}=\sum_{m \in \mathbb{N}^{*}} \varphi_{m} \sum_{p \in \mathbb{N}^{*}} \frac{a_{p}}{\lambda_{p}-\lambda_{m}+\lambda} .
$$

Since $\left(\varphi_{m}\right)_{m \in \mathbb{N}^{*}}$ is a basis of $L^{2}$, this implies that

$$
\sum_{p} \frac{a_{p}}{\lambda_{p}-\lambda_{n}+\lambda}=0, \forall n \in \mathbb{N}^{*}
$$

which is equivalent to

$$
\left(\overline{q_{n}}, \bar{a}\right)_{L^{2}}=0, \forall n \in \mathbb{N}^{*}
$$

Hence the sequence $\left(\overline{q_{n}}\right)_{n \in \mathbb{N}^{*}}$ is not $L^{2}$-dense. This ends the proof of the property (vi).
Finally, we turn to the property $(i)$. The proof of this point is now classical (see for instance [19]) and we put it in Appendix D for readers' convenience. We however underline that the proof in Appendix D does not require that the family $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is quadratically close.
4.4. Step (3): extending the Riesz basis property to a sharp range of Sobolev spaces. We are now going to use Proposition 4.10 as well as Proposition 4.6 to show the following

PROPOSITION 4.12. For any $r \in(-1,1)$, the family $\left(n^{-r} q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H^{r}$.
Proof of Proposition 4.12. First of all note, given the definition of $S$ in (3.9), that showing Proposition 4.12 is equivalent to showing that $S$ is an isomorphism from $H^{r}$ to itself. Since we know, from Proposition 4.6, that $S$ is a Fredholm operator (of index 0 ) from $H^{r}$ to itself, it is enough to show that $\operatorname{ker}(S)=\{0\}$ (where now $\operatorname{ker}(S)$ is now a subset of $H^{r}$ ). As previously, this is equivalent to show that $\left(n^{-r} q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$-independent in $H^{r}$ in the sense of Definition A.1, e.g. for any $\left(a_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$, such that

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} q_{n}=0, \tag{4.13}
\end{equation*}
$$

one has $a_{n}=0$, for all $n \in \mathbb{N}^{*}$.
The case $r=0$ is treated in Proposition 4.10, so we now assume $r \neq 0$. We consider two different cases:

- Case (1) $r>0$. Let $\left(a_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$, and assume that (4.13) holds, we can set $c_{n}=$ $\left(a_{n} n^{-r}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$, and (4.13) becomes

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}} c_{n} q_{n}=0 . \tag{4.14}
\end{equation*}
$$

Since $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis from Proposition 4.10, we have that $\left(q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$ independent in $L^{2}$ (see in particular Lemma 4.11) and therefore (4.14) implies that

$$
c_{n}=0, \quad \forall n \in \mathbb{N}^{*},
$$

which implies that $a_{n}=0$ for all $n \in \mathbb{N}^{*}$. Thus $\left(n^{-r} q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$-independent, hence $\operatorname{ker}(S)=\{0\}\left(\right.$ in $\left.H^{r}\right)$ and this ends the proof.

REMARK 4.13. This is summarized by the following: if $r>0, \operatorname{ker}(S)$ seen as a subset of $H^{r}$ is included in $\operatorname{ker}(S)$ seen as a subset of $L^{2}$, which is $\{0\}$ from Proposition 4.10.

- Case (2) $r<0$. This is the more challenging case as $\operatorname{ker}(S)$ seen as a subset of $H^{r}$ is not anymore included in $\operatorname{ker}(S)$ seen as a subset of $L^{2}$ (but rather the opposite holds). To show this, we proceed by contradiction and use a dual argument between $\omega$-independence in $H^{r}$ and density in $H^{-r}$.
Let assume by contradiction that $\left(n^{-r} q_{n}\right)_{\omega \in \mathbb{N}^{*}}$ is not $\omega$-independent in $H^{r}$. Then there exists some nontrivial $\left(a_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$ such that (4.13) holds. Projecting on $\left(m^{-r} \varphi_{m}\right)_{m \in \mathbb{N}^{*}}$, we have

$$
\begin{align*}
0 & =\left(\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r}\left(\sum_{p \in \mathbb{N}^{*}} \frac{p^{-r} p^{r} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right), m^{-r} \varphi_{m}\right)_{H^{r}}  \tag{4.15}\\
& =\sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} m^{r} \frac{1}{\lambda_{n}-\lambda_{m}+\lambda}, \forall m \in \mathbb{N}^{*} .
\end{align*}
$$

Now, let us set $h=\sum_{n \in \mathbb{N}^{*}} a_{n} n^{r} \varphi_{n}$ which belongs to $H^{-r}$ since $\left(a_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$. From assumption, $a_{n}$ is not identically 0 thus $h \neq 0$ since $n^{r} \varphi_{n}$ is a basis of $H^{-r}$. Since $r<0$,
$(-r)>0$ and therefore, from Case (1), $\left(n^{r} q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H^{-r}$. In particular, this implies that $\left(n^{r} q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a dense family in $H^{-r}$ and there exists $m_{0} \in \mathbb{N}^{*}$ such that

$$
\left\langle h, m_{0}^{r} q_{m_{0}}\right\rangle_{H^{-r}} \neq 0,
$$

Expending the expression of $h$ and $q_{m_{0}}$, using the fact that the $\lambda_{i}$ are imaginary, this means

$$
\sum_{n \in \mathbb{N}^{*}} a_{n} m_{0}^{r} \frac{n^{-r}}{\lambda_{n}-\lambda_{m_{0}}+\lambda} \neq 0,
$$

which is in contradiction with (4.15). Thus $\left(a_{n}\right)_{n \in \mathbb{N}^{*}}$ is identically 0 and $\left(n^{-r} q_{n}\right)_{n \in \mathbb{N}^{*}}$ is $\omega$-independant in $H^{r}$, which means that $\operatorname{ker}(S)$ (seen as a subset of $H^{r}$ ) is reduced to $\{0\}$ and $S$ is an isomorphism from $H^{r}$ to $H^{r}$. This ends the proof of Proposition 4.12.

## 5. Construction of the feedback-ISOMORPhism pair

In this Section we construct the feedback-isomorphism pair to end the proof of Proposition 3.1. In the previous Section, we have established some important properties, namely that specific families of functions form Riesz basis in appropriate spaces: accordingly, this allowed us to define a general isomorphism, given by $S$, using the first backstepping equality in (3.4). We now use the second one to propose a feedback law. Then, using the Riesz basis properties and the isomorphism $S$, we prove that the corresponding transformation $T$ is an isomorphism in an array of spaces. This will end the proof of Proposition 3.1 and Theorem 2.2. It will then remain to prove that the closed-loop system given by the feedback is well-posed to have Corollary 2.3.
5.1. Step (4): construction and basic properties of the stabilizing feedback. Let us now provide a candidate for $\left(K_{n}\right)_{n \in \mathbb{N}^{*}}$. Recall that our goal is to have $\left(K_{n}\right)_{n \in \mathbb{N}^{*}}$ such that the $\mathrm{TB}=\mathrm{B}$ condition holds in some sense. Expressing this condition on the basis $\varphi_{n}$ it becomes

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}}\left(-K_{n} b_{n}\right) \tau q_{n}=\sum_{n \in \mathbb{N}^{*}} b_{n} \varphi_{n} . \tag{5.1}
\end{equation*}
$$

Note that the right-hand side belongs to $H^{-3 / 4}$ and in fact given (2.1) it even belongs to $H^{-1 / 2-\varepsilon}$ for any $\varepsilon \in(0,1 / 2)$. Since $\left(n^{1 / 2+\varepsilon} q_{n}\right)_{n \in \mathbb{N}^{*}}$ (and hence $\left.\left(n^{1 / 2+\varepsilon} \tau q_{n}\right)_{n \in \mathbb{N}^{*}}\right)$ is a Riesz basis of $H^{-1 / 2-\varepsilon}$ we have the following:

LEMMA 5.1. There exists a unique sequence $\left(-K_{n}\right)_{n \in \mathbb{N}^{*}}$ such that for any $\varepsilon \in(0,1 / 2)$ the condition (5.1) holds in $H^{-1 / 2-\varepsilon}$ and

$$
\left(\left(-K_{n} b_{n}\right) n^{-1 / 2-\varepsilon}\right)_{n \in \mathbb{N}^{*}} \in l^{2} .
$$

Let us set

$$
\begin{equation*}
k_{n}:=-\left(b_{n} K_{n}+\lambda\right), \tag{5.2}
\end{equation*}
$$

The goal of this section will be to show the following Lemma
LEMMA 5.2. The two following hold
(1) The sequence $\left(K_{n}\right)_{n \in \mathbb{N}^{*}}$ defined by Lemma 5.1 is uniformly bounded.
(2) For any $r \in(-1,1)$, there exists $\varepsilon>0$ such that the operator $k$ defined by

$$
\begin{equation*}
k: \varphi_{n} \mapsto k_{n} \tau q_{n} \tag{5.3}
\end{equation*}
$$

is continuous from $H^{r}$ to $H^{r+\varepsilon}$. In particular this operator is a compact operator from $H^{r}$ to $H^{r}$.

From the definition of $K_{n}$ given by Lemma 5.1 and the $T B=B$ condition given by (5.1), we have,

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}}\left(-K_{n} b_{n}\right) \tau q_{n}=\sum_{n \in \mathbb{N}^{*}} b_{n} \varphi_{n} . \tag{5.4}
\end{equation*}
$$

Recall that this expression is well defined in $H^{-3 / 4}$ (and in fact in $H^{-1 / 2-\varepsilon}$ for any $\varepsilon \in(0,1 / 2)$ ). Using the definition of $k_{n}$ and $\tau q_{n}$, we get that in $H^{-1 / 2-\varepsilon}$ sense

$$
\sum_{n \in \mathbb{N}^{*}} \lambda \sum_{p \in \mathbb{N}^{*}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}+\sum_{n \in \mathbb{N}^{*}} k_{n} \tau q_{n}=\sum_{n \in \mathbb{N}^{*}} b_{n} \varphi_{n} .
$$

which gives

$$
\sum_{n \in \mathbb{N}^{*}} \lambda \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}+\sum_{n \in \mathbb{N}^{*}} b_{n} \varphi_{n}+\sum_{n \in \mathbb{N}^{*}} k_{n} \tau q_{n}=\sum_{n \in \mathbb{N}^{*}} b_{n} \varphi_{n}
$$

Hence,

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}} \lambda \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}=-\sum_{n \in \mathbb{N}^{*}} k_{n} \tau q_{n} . \tag{5.5}
\end{equation*}
$$

Let us remark that this equality a priori holds in $H^{-1 / 2-\varepsilon}$ for any $\varepsilon \in(0,1 / 2)$. However, we removed from the equation the most singular part and both terms are in fact more regular. Nevertheless, using a rough estimation looking at the sum of the modulus of the terms of the left-hand side we cannot conclude that this term is in $L^{2}$ : indeed, we are here in a critical case where, for $p$ large enough,

$$
\left|b_{p}\right|^{2}\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{1}{\left|\lambda_{n}-\lambda_{p}+\lambda\right|}\right)^{2} \geq \frac{1}{p}
$$

and therefore the sum over $p \in \mathbb{N}^{*}$ cannot converge. However, we can show that it belongs to $H^{-\varepsilon}$ for any $\varepsilon>0$. Indeed, we have

$$
\sum_{n \in \mathbb{N}^{*}} \lambda \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}=\sum_{p \in \mathbb{N}^{*}} b_{p} \varphi_{p} \lambda \sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{1}{\lambda_{n}-\lambda_{p}+\lambda}
$$

this equality holds in $H^{-3 / 4}$ using Fubini theorem. Now we have

$$
\begin{align*}
\left|\sum_{p \in \mathbb{N}^{*}} b_{p} \varphi_{p} \lambda \sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{1}{\lambda_{n}-\lambda_{p}+\lambda}\right|_{H^{-\varepsilon}}^{2} & =\sum_{p \in \mathbb{N}^{*}} p^{-2 \varepsilon}\left|b_{p}\right|^{2} \lambda^{2}\left|\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{1}{\lambda_{n}-\lambda_{p}+\lambda}\right|^{2}  \tag{5.6}\\
& \lesssim \sum_{p \in \mathbb{N}^{*}} p^{-2 \varepsilon}\left(\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{1}{\left|\lambda_{n}-\lambda_{p}\right|}\right)^{2}
\end{align*}
$$

where we used the fact that $b_{p}$ are bounded and that $\lambda_{n}$ and $\lambda_{p}$ are imaginary while $\lambda$ is real. We use now Lemma 4.2 which gives that, together with (5.6),

$$
\begin{equation*}
\left|\sum_{p \in \mathbb{N}^{*}} b_{p} \varphi_{p} \lambda \sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{1}{\lambda_{n}-\lambda_{p}+\lambda}\right|_{H^{-\varepsilon}}^{2} \lesssim \sum_{p \in \mathbb{N}^{*}} p^{-2 \varepsilon} \frac{\log ^{2}(p)}{p} \tag{5.7}
\end{equation*}
$$

and this converges for any $\varepsilon>0$, hence the left-hand side of (5.5) belongs to $H^{-\varepsilon}$ for any $\varepsilon>0$. Let us select $\varepsilon \in(0,1)$. Rewriting (5.5), we have

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}} \lambda \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}=-\sum_{n \in \mathbb{N}^{*}}\left(k_{n} n^{-\varepsilon}\right)\left(n^{\varepsilon} \tau q_{n}\right) . \tag{5.8}
\end{equation*}
$$

From Proposition 4.12 and the fact that $\tau$ is an isomorphism from $H^{r}$ to $H^{r}$ for any $r \in(-1,1)$, $\left(n^{\varepsilon} \tau q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H^{-\varepsilon}$ and therefore there exists a unique $\left(k_{n} n^{-\varepsilon}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$ such that (5.8) holds. In particular this shows that $\left(k_{n}\right)_{n \in \mathbb{N}^{*}}$ defined in (5.2) satisfies

$$
\begin{equation*}
\left(k_{n} n^{-\varepsilon}\right)_{n \in \mathbb{N}^{*}} \in l^{2} \text { for any } \varepsilon \in(0,3 / 4] . \tag{5.9}
\end{equation*}
$$

By definition, $K_{n} b_{n}=-\left(\lambda+k_{n}\right)$, this together with (5.9) and the uniform boundedness of $\left(b_{n}\right)_{n \in \mathbb{N}^{*}}$ given by (2.1) implies that

$$
\begin{equation*}
\left(K_{n} n^{-\varepsilon}\right)_{n \in \mathbb{N}^{*}} \in l^{\infty} \text { for any } \varepsilon \in(0,3 / 4] . \tag{5.10}
\end{equation*}
$$

In fact, we can even show more than that: looking at (5.4) again and expliciting $\tau q_{n}$, we have

$$
\sum_{n \in \mathbb{N}^{*}}\left(-K_{n} b_{n}\right)\left(\frac{b_{n} \varphi_{n}}{\lambda}+\sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)=\sum_{n \in \mathbb{N}^{*}} b_{n} \varphi_{n},
$$

which gives, by decomposing $K_{n}$ in $\lambda$ and $b_{n}$ in the first term only

$$
\sum_{n \in \mathbb{N}^{*}} \frac{k_{n} b_{n}}{\lambda} \varphi_{n}+\left(\sum_{n \in \mathbb{N}^{*}}\left(-K_{n} b_{n}\right) \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)=0,
$$

therefore, using again Fubini theorem in $H^{-1}$ and identifying the coefficients along the basis $\left(\varphi_{n}\right)_{n \in \mathbb{N}^{*}}$,

$$
\begin{equation*}
\frac{k_{n} b_{n}}{\lambda}=\sum_{m \in \mathbb{N}^{*} \backslash\{n\}} K_{m} b_{m} \frac{b_{n}}{\lambda_{m}-\lambda_{n}+\lambda} . \tag{5.11}
\end{equation*}
$$

hence, using (5.10), the boundedness of $\left(b_{m}\right)_{m \in \mathbb{N}^{*}}$, and Lemma 4.2 we have, for any $s>0$,

$$
\left|\frac{k_{n}}{\lambda}\right| \lesssim \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{m^{s}}{\left|\lambda_{m}-\lambda_{n}\right|} \lesssim \frac{\log (n)}{n^{1 / 2-s}} .
$$

This implies that

$$
\begin{equation*}
\left(k_{n} n^{\varepsilon}\right)_{n \in \mathbb{N}^{*}} \in l^{\infty} \quad \text { for any } \varepsilon \in[0,1 / 2) \tag{5.12}
\end{equation*}
$$

and, in particular $k_{n} \rightarrow 0$ and, from (5.2), $\left(K_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{\infty}$. This ends the proof of the first point of Lemma 5.2.

Let us now study the operator $k$ given by (5.3). Let $r \in(-1,1)$, set $\varepsilon \in(0,1-r)$ such that $\varepsilon<1 / 4$. Let $f \in H^{r}$ and denote $f_{n}=\left\langle f, n^{-r} \varphi_{n}\right\rangle_{H^{r}}$ such that $f=\sum_{n \in \mathbb{N}^{*}} f_{n} n^{-r} \varphi_{n}$,

$$
k(f)=\sum_{n \in \mathbb{N}^{*}} f_{n} k_{n} n^{-r} \tau q_{n}=\sum_{n \in \mathbb{N}^{*}}\left(f_{n} k_{n} n^{\varepsilon}\right)\left(n^{-(r+\varepsilon)} \tau q_{n}\right),
$$

the last equality holds a priori in $H^{r}$ since $k_{n}$ is bounded. However, we know from (5.12) that $\left(k_{n} n^{\varepsilon}\right)_{n \in \mathbb{N}^{*}}$ is uniformly bounded and thus $\left(f_{n} k_{n} n^{\varepsilon}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$. In addition, $r+\varepsilon<1$ and
we know from Proposition 4.12 that $\left(n^{-(r+\varepsilon)} q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H^{r+\varepsilon}$ therefore so is $\left(n^{-(r+\varepsilon)} \tau q_{n}\right)_{n \in \mathbb{N}^{*}}$. Thus $k(f) \in H^{r+\varepsilon}$ and

$$
\|k(f)\|_{H^{r+\varepsilon}} \lesssim\left\|f_{n} k_{n} n^{\varepsilon}\right\|_{l^{2}} \lesssim\|f\|_{H^{r}} .
$$

This ends the proof of Lemma 5.2.
5.2. Step (5): boundedness of the corresponding backstepping transformation. Let us now look at the boundedness of $T$ and show that it satisfies the operator equality (3.4) in some sense. We show the following

LEMMA 5.3. The operator $T$ given by (3.11) is a bounded operator from $H^{r}$ to $H^{r}$ for any $r \in(-1,1)$. Moreover and we have the following operator equality

$$
\begin{equation*}
T A+B K=(A-\lambda) T \text { in } \mathcal{L}\left(H^{3 / 4+s} ; H^{-3 / 4+s}\right), \forall s \in\left(-\frac{1}{4}, \frac{1}{4}\right) . \tag{5.13}
\end{equation*}
$$

Proof of Lemma 5.3. We start by proving that $T$ is a bounded operator using the previous section. Let $r \in(-1,1)$. We introduce the operator $\tau_{K}$

$$
\begin{equation*}
\tau_{K}: n^{-r} \tau q_{n} \rightarrow\left(-K_{n}\right) n^{-r} \tau q_{n}, \tag{5.14}
\end{equation*}
$$

which is well defined since $\left(n^{-r} \tau q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H^{r}$ (recall that $\left(n^{-r} \tau q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H^{r}$ and $\tau$ is an isomorphism from $H^{r}$ to $H^{r}$ ). From the definition of $T$ given in (3.11) we have

$$
\begin{equation*}
T=\tau_{K} \circ \tau \circ S \tag{5.15}
\end{equation*}
$$

Since both $\tau$ and $S$ are bounded from $H^{r}$ to itself is suffices to show that $\tau_{K}$ is bounded to show that $T$ is bounded from $H^{r}$ to itself. Since we showed in the previous section that $\left(K_{n}\right)_{n \in \mathbb{N}^{*}}$ is uniformly bounded from above (see Lemma 5.2), and $\left(n^{-r} \tau q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H^{r}$, we have that for any $f=\sum_{n \in \mathbb{N}^{*}} f_{n} n^{-r} \tau q_{n} \in H^{r}$,

$$
\left\|\tau_{K} f\right\|_{H^{r}}=\left\|\sum_{n \in \mathbb{N}^{*}}\left(-K_{n}\right) f_{n} n^{-r} \tau q_{n}\right\|_{H^{r}} \lesssim\left\|\left(f_{n} K_{n}\right)_{n}\right\|_{l^{2}} \lesssim\left\|\left(f_{n}\right)_{n}\right\|_{l^{2}} \lesssim\|f\|_{H^{r}}
$$

Thus $\tau_{K}$ is bounded from $H^{r}$ in itself and so is $T$.
Let us now prove the operator equality (5.13). Observe first that all terms make sense: indeed, $K: n^{-r} \varphi_{n} \mapsto n^{-r} K_{n}$ is a bounded operator from $H^{3 / 4+s}$ to $\mathbb{C}$ for any $s \in(-1 / 4,1 / 4)$. On the other hand $B \in H^{-3 / 4}$ and in fact in $H^{-3 / 4+s}$ for any $s \in(-1 / 4,1 / 4)$ since $\left(b_{n}\right)_{n \in \mathbb{N}^{*}}$ is uniformly bounded. So $B$ can be formally seen as an operator from $\mathbb{C}$ to $H^{-3 / 4+s}$ for any $s \in(-1 / 4,1 / 4)$. Thus, $B K$ is a bounded operator from $H^{3 / 4+s}$ to $H^{-3 / 4+s}$ for any $s \in(-1 / 4,1 / 4)$. Similarly one can check that both $A T$ and $T A$ are bounded operators from $H^{3 / 4+s}$ to $H^{-3 / 4+s}$ when $s \in(-1 / 4,1 / 4)$ (since $T$ is a bounded operator in $H^{r}$ for any $r \in(-1,1)$ ). To show (5.13) it suffices to check that it holds against $n^{-3 / 4-s} \varphi_{n}$ for any $n \in \mathbb{N}^{*}$ and $s \in(-1 / 4,1 / 4)$. Since the operators are linear it suffices to check that it holds against $\varphi_{n}$ for any $n \in \mathbb{N}^{*}$. From the
definition of $T$ (see (3.11)) we have (in $H^{-3 / 4+s}$ space)

$$
\begin{aligned}
& {[(T A+B K)-(A-\lambda) T] \varphi_{n}=\lambda_{n} T \varphi_{n}+B K_{n}-(A-\lambda) T \varphi_{n}} \\
& =\lambda_{n}\left(-K_{n}\right)\left(\sum_{p \in \mathbb{N}^{*}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)+B K_{n}-\left(-K_{n}\right)\left(\sum_{p \in \mathbb{N}^{*}} \frac{b_{p}\left(\lambda_{p}-\lambda\right) \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right) . \\
& =\left(-K_{n}\right)\left(\sum_{p \in \mathbb{N}^{*}} b_{p} \varphi_{p}\right)+B K_{n}=0 .
\end{aligned}
$$

This ends the proof of Lemma 5.3
5.3. Step (6): Fredholm operator property in $H^{-3 / 4}$. We now prove the following Lemma

LEMMA 5.4. $T$ defined by (3.11) with $K_{n}$ defined by Lemma 5.1 is a Fredholm operator (of index 0) from $H^{-3 / 4}$ to $H^{-3 / 4}$.
Proof of Lemma 5.4. In order to show this ${ }^{1}$ it suffices to show that $T_{c}=T-I d$ is a compact operator in $H^{-3 / 4}$. Let $f \in H^{-3 / 4}$, and denote $\left(f, n^{3 / 4} \varphi_{n}\right)_{H^{-3 / 4}}=f_{n}$ such that we have

$$
f=\sum_{n \in \mathbb{N}^{*}} f_{n}\left(n^{3 / 4} \varphi_{n}\right),
$$

where $\left(f_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$. We have, using the fact that $T$ is bounded from $H^{-3 / 4}$ to $H^{-3 / 4}$,

$$
\begin{align*}
T_{c} f & =T f-f \\
& =\sum_{n \in \mathbb{N}^{*}} f_{n}\left(-K_{n}\right) n^{3 / 4} \tau q_{n}-\sum_{n \in \mathbb{N}^{*}} f_{n} n^{3 / 4} \varphi_{n}  \tag{5.16}\\
& =\left(\sum_{n \in \mathbb{N}} \frac{f_{n}}{b_{n}} n^{3 / 4} \lambda \tau q_{n}\right)-\left(\sum_{n \in \mathbb{N}^{*}} f_{n} n^{3 / 4} \varphi_{n}\right)+\left(\sum_{n \in \mathbb{N}} \frac{f_{n}}{b_{n}} n^{3 / 4} k_{n} \tau q_{n}\right) .
\end{align*}
$$

Now observe that, as previously,

$$
\begin{aligned}
& \left(\sum_{n \in \mathbb{N}^{*}} \frac{f_{n}}{b_{n}} n^{3 / 4} \lambda \tau q_{n}\right)-\left(\sum_{n \in \mathbb{N}^{*}} f_{n} n^{3 / 4} \varphi_{n}\right) \\
& =\left(\sum_{n \in \mathbb{N}^{*}} \frac{f_{n}}{b_{n}} n^{3 / 4} \lambda \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)+\left(\sum_{n \in \mathbb{N}^{*}} f_{n} n^{3 / 4} \lambda \frac{\varphi_{n}}{\lambda}\right)-\left(\sum_{n \in \mathbb{N}^{*}} f_{n} n^{3 / 4} \varphi_{n}\right) \\
& =\lambda\left(\sum_{n \in \mathbb{N}^{*}} \frac{f_{n}}{b_{n}} n^{3 / 4} \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right) .
\end{aligned}
$$

Together with (5.16) and the definition of the operator $k$ (5.3), this gives

$$
T_{c} f=\lambda\left(\sum_{n \in \mathbb{N}^{*}} \frac{f_{n}}{b_{n}} n^{3 / 4} \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)+k\left(\tau^{-1} f\right) .
$$

[^1]From the definition $S_{c}$ given by Lemma 4.7 and $\tau$ given in (3.10), this can be expressed as

$$
T_{c} f=\lambda \tau \circ S_{c} \circ \tau^{-1} f+k \circ \tau^{-1} f .
$$

We know from Lemma 5.2 that $k$ is a compact operator from $H^{-3 / 4}$ to $H^{-3 / 4}$ and $\tau^{-1}$ is an isomorphism from $H^{-3 / 4}$ to $H^{-3 / 4}$ thus $k \circ \tau^{-1}$ is a compact operator from $H^{-3 / 4}$ to $H^{-3 / 4}$. Similarly $S_{c}$ is a compact operator from $H^{-3 / 4}$ to $H^{-3 / 4}$ from Lemma 4.7, and therefore $\tau \circ S_{c} \circ \tau^{-1}$ is a compact operator from $H^{-3 / 4}$ to $H^{-3 / 4}$. Hence, $T_{c}$ is a compact operator from $H^{-3 / 4}$ to $H^{-3 / 4}$. This ends the proof of Lemma 5.4.
5.4. Step (7): invertibility in $H^{-3 / 4}$. We show the following Lemma

LEMMA 5.5. $T$ defined by (3.11) with $K_{n}$ given by Lemma 5.1 defines an isomorphism from $H^{-3 / 4}$ to $H^{-3 / 4}$.

Proof of Lemma 5.5. We already now that $T$ is a bounded operator from $H^{-3 / 4}$ to $H^{-3 / 4}$ and that $T$ is also a Fredholm operator of index 0 . Therefore, using the fact that the adjoint of a Fredholm operator is still a Fredholm operator from Schauder's theorem, and that $\operatorname{dim}(\operatorname{ker}(T))=$ $\operatorname{dim}(\operatorname{coker}(T))=\operatorname{dim}\left(\operatorname{ker}\left(T^{*}\right)\right)<+\infty$, it suffices to show that

$$
\begin{equation*}
\operatorname{ker}\left(T^{*}\right)=\{0\} \text { in } H^{-3 / 4}, \tag{5.17}
\end{equation*}
$$

where $T^{*}$ is the adjoint of $T$ (taken as an operator from $H^{-3 / 4}$ for $H^{-3 / 4}$ ). From that point the method is inspired by what is done for the Schrödinger equation or the heat equation in [12, 19]: the proof is composed of three main steps:

1. There exists $\rho \in \mathbb{C}$ such that both $A+B K+\lambda I d+\rho I d$ and $A+\rho I d$ are invertible operator from $H^{3 / 4}$ to $H^{-3 / 4}$.
2. For such a $\rho$, if $\operatorname{ker}\left(T^{*}\right) \neq\{0\}$, then $(A+\rho I d)^{-1}$ has an eigenvector $h$ which belongs to $\operatorname{ker}\left(T^{*}\right)$.
3. No eigenvector of $(A+\rho I d)^{-1}$ belong to $\operatorname{ker}\left(T^{*}\right)$.

From Step 2 and Step 3 we deduce that $\operatorname{ker}\left(T^{*}\right)=\{0\}$. Given that this is very similar to what is done in $[12,19]$, the rigorous proof is postponed to the Appendix E. In addition, we also provide another direct method to prove the first step instead of the method using the perturbation theory of operators that is introduced in [12].
5.5. Step (8): invertibility on a range of Sobolev spaces. Now that we know from Lemma 5.5 that $T$ is an isomorphism from $H^{-3 / 4}$ to $H^{-3 / 4}$, we are going to show the following proposition

PROPOSITION 5.6. For any $r \in(-1,1)$, the operator $T$ given by (3.11) is an isomorphism from $H^{r}$ to $H^{r}$. In particular $T$ is an isomorphism from $L^{2}$ to $L^{2}$.

Proof of Proposition 5.6. We first show that for any $n \in \mathbb{N}^{*}, K_{n} \neq 0$. Let $m \in \mathbb{N}^{*}$. Since $T$ is an isomorphism from $H^{-3 / 4}$ to $H^{-3 / 4}$ from Lemma 5.5 there exists $h \in H^{-3 / 4}$ such that

$$
\begin{equation*}
T h=m^{3 / 4} \tau q_{m} \tag{5.18}
\end{equation*}
$$

As $h \in H^{-3 / 4}$ there exists $\left(h_{n}\right)_{n \in \mathbb{N}^{*}} \in l^{2}$ such that

$$
h=\sum_{n \in \mathbb{N}^{*}} h_{n} n^{3 / 4} \varphi_{n},
$$

hence

$$
T h=\sum_{n \in \mathbb{N}^{*}}\left(-K_{n}\right) h_{n} n^{3 / 4} \tau q_{n} .
$$

As $\left(n^{3 / 4} q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H^{-3 / 4}$ and $\tau: H^{-3 / 4} \rightarrow H^{-3 / 4}$ is an isomorphism, then $\left(n^{3 / 4} \tau q_{n}\right)_{n \in \mathbb{N}^{*}}$ is also a Riesz basis of $H^{-3 / 4}$ which means, together with (5.18), that

$$
h_{m}\left(-K_{m}\right)=1,
$$

hence $K_{m} \neq 0$.
Now, we are going to show that $\left(K_{n}\right)_{n \in \mathbb{N}^{*}}$ is bounded by below. Note that from (5.2)

$$
\left|K_{n} b_{n}\right|=\left|\lambda+k_{n}\right|,
$$

where $\left(k_{n} n^{\varepsilon}\right)_{n \in \mathbb{N}^{*}} \in l^{\infty}$, which means that $k_{n} \rightarrow 0$ when $n \rightarrow+\infty$. Hence there exists $n_{0} \in \mathbb{N}^{*}$ such that for any $n \geq n_{0}$

$$
\begin{equation*}
\left|K_{n} b_{n}\right| \geq \frac{\lambda}{2}>0 \tag{5.19}
\end{equation*}
$$

As $K_{n}$ and $b_{n}$ do not vanish, $\min _{n \leq n_{0}}\left(\left|K_{n} b_{n}\right|\right)>0$. This together with (5.19) means that $\left|K_{n} b_{n}\right|$ is uniformly bounded by below. Since $b_{n}$ is uniformly bounded we deduce that there exists a constant $c>0$ independent of $n$ such that

$$
\left|K_{n}\right| \geq c>0, \quad \forall n \in \mathbb{N}^{*}
$$

We can now conclude: since $\left(K_{n}\right)_{n \in \mathbb{N}^{*}}$ is uniformly bounded by below and by above (see Lemma 5.2), the operator

$$
\tau_{K}: n^{-r} \tau q_{n} \mapsto\left(-K_{n}\right) n^{-r} \tau q_{n}
$$

is an isomorphism from $H^{r}$ to $H^{r}$, for any $r \in(-1,1)$. We used here that $\left(n^{-r} \tau q_{n}\right)_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H^{r}$. Using the same fact, the operator

$$
n^{-r} \varphi_{n} \mapsto n^{-r} \tau q_{n}
$$

is also an isomorphism from $H^{r}$ to $H^{r}$, hence composing using $\tau_{K}$

$$
T: n^{-r} \varphi_{n} \mapsto\left(-K_{n}\right) n^{-r} \tau q_{n}
$$

is an isomorphism from $H^{r}$ to $H^{r}$. This ends the proof of Proposition 5.6
REMARK 5.7. This last argument simply means that $T=\tau_{K} \circ \tau \circ S$, each of these three operator being an isomorphism from $H^{r}$ to $H^{r}$.

## 6. Well-posedness and stability of the closed-loop system

The well-posedness of the closed-loop system is based on semigroup theory. We start by showing the well-posedness of the closed-loop system in $L^{2}$. The closed-loop system has the form

$$
\begin{cases}\partial_{t} u=\mathscr{L} u+B K u, & (t, x) \in(0, T) \times \mathbb{T},  \tag{6.1}\\ \left.u\right|_{t=0}=u_{0}(x), & x \in \mathbb{T},\end{cases}
$$

with

$$
\begin{gathered}
B=\sum_{n \in \mathbb{N}^{*}} b_{n} \varphi_{n} \in H^{-1 / 2-\varepsilon}, \\
K: \varphi_{n} \rightarrow K_{n}, \text { thus } H^{1 / 2+\varepsilon} \rightarrow \mathbb{C} .
\end{gathered}
$$

Recall that in order to simplify the notations we have the operator

$$
\mathscr{L}+B K=A+B K .
$$

Clearly, $A+B K$ can be defined on $H^{1 / 2+\varepsilon}$, for example

$$
A+B K: H^{3 / 4} \rightarrow H^{-3 / 4}
$$

However, it does not map regular enough Sobolev spaces to the "desired" $L^{2}$ space:

$$
A+B K: H^{3 / 2} \rightarrow H^{-1 / 2-\varepsilon}
$$

Therefore, we shall define the unbounded operator $A+B K$ as follows:

$$
\begin{gathered}
A+B K: D(A+B K) \subset L^{2} \rightarrow L^{2}, \\
D(A+B K):=\left\{f \in L^{2}:(A+B K) f \in L^{2}\right\},
\end{gathered}
$$

where the space $D(A+B K)$ is endowed with the usual norm

$$
\|y\|_{D(A+B K)}:=\|y\|_{L^{2}}+\|(A+B K) y\|_{L^{2}}, \forall y \in D(A+B K) .
$$

Keep in mind that $H^{3 / 2} \cap D(A+B K)=\{0\}$ since $B$ does not belong to $L^{2}$. In particular $\varphi_{n}$ does not belong to $D(A+B K)$. Inspired from the definition we shall compare $D(A+B K)$ with $H^{1}$.

REMARK 6.1 $\left(D(A+B K)\right.$ is a subset of $\left.H^{1-\varepsilon}\right)$. Remark that $D(A+B K) \subset H^{1-\varepsilon, ~ f o r ~ a n y ~}$ $\varepsilon>0$. Indeed, by the definition of $D(A+B K)$ we know that every $f$ belonging to $D(A+B K)$ satisfies $A f \in H^{-3 / 2}$, thus $B K f \in H^{-3 / 2}$. This implies that $K f$ is well-defined and belongs to $\mathbb{C}$. Therefore, $B K f$ also belong to the space $H^{-1 / 2-\varepsilon}$, we know from the definition of $D(A+B K)$ that $A f$ belongs to $H^{-1 / 2-\varepsilon}$. Hence, $f=A^{-1}(A f) \in H^{1-\varepsilon}$.

In the following we shall prove that $A+B K$ generates a strong $C^{0}$-semigroup on $L^{2}$, namely the system (6.1) is well-posed on $L^{2}$. Before that, we define an equivalent norm on $L^{2}$ as

$$
\begin{equation*}
\|y\|_{L_{d}^{2}}:=\|T y\|_{L^{2}}, \forall y \in L^{2} . \tag{6.2}
\end{equation*}
$$

PROPOSITION 6.2. The unbounded operator $A+B K$ is the infinitesimal generator of $a$ strong $C^{0}$-semigroup on $\left(L^{2},\|\cdot\|_{L_{d}^{2}}\right)$.
Proof of Proposition 6.2. This proof is inspired by [12] for the well-posedness of the closed-loop Schrödinger equations and [13] for the well-posed of closed-loop water tank systems. Remark that we unfortunately cannot adapt the proof from [19] concerning well-posedness of the heat equations for the lack of smoothing effects.

Step 1. Extend the operator equality on $D(A+B K)$.
For any function $f$ chosen from $D(A+B K)$ we aim to show that

$$
\begin{equation*}
(T A+B K) f=((A-\lambda) T) f \text { in } L^{2} . \tag{6.3}
\end{equation*}
$$

Recall that this holds for $f \in H^{3 / 4+s}$ in $H^{-3 / 4+s}$ for any $s \in(-1 / 4,1 / 4)$ but a priori we do not have any information in $L^{2}$. Using the $T B=B$ condition we know that for any $f \in D(A+B K) \subset$ $H^{3 / 4}$ the following holds in $H^{-3 / 4}$

$$
(T A+B K) f=(T A+T B K) f=T(A+B K) f
$$

However $T(A+B K) f \in L^{2}$ from the definition of $D(A+B K)$. Hence the previous equality also holds in $L^{2}$. This means that $(T A+B K) f \in L^{2}$. Hence, since we know from Lemma 5.3 that the operator equality (6.3) holds in $H^{-3 / 4}$ sense, it also holds in $L^{2}$. As a direct consequence we know that $A T f \in L^{2}$, thus $T f \in H^{3 / 2}$. This implies that every $f \in D(A+B K)$ also belongs to
$T^{-1}\left(H^{3 / 2}\right)$.
Step 2. On the characterization of $D(A+B K)$.
In the preceding step we have shown that $D(A+B K)$ is a subspace of $T^{-1}\left(H^{3 / 2}\right)$. Actually, we have the following lemma which shows that they are coincident:

LEMMA 6.3. The following holds $D(A+B K)=T^{-1}\left(H^{3 / 2}\right)$.
It remains to prove that $T^{-1}\left(H^{3 / 2}\right) \subset D(A+B K)$. Suppose that $\tilde{f} \in T^{-1}\left(H^{3 / 2}\right) \subset H^{1-\varepsilon}$. The operator equality (6.3) holds in $H^{-3 / 4}$ sense. We also know from the choice of $\tilde{f}$ that $(A-\lambda) T \tilde{f} \in L^{2}$, which means that (6.3) holds in $L^{2}$ sense, namely

$$
T(A+B K) \tilde{f} \in L^{2} \Longrightarrow(A+B K) \tilde{f} \in L^{2} \Longrightarrow \tilde{f} \in D(A+B K)
$$

This concludes to proof of the Lemma.
REMARK 6.4. Looking at the target system (2.3), it is relatively easy to show that this sytem is well-posed in $L^{2}$ and that the operator $(A-\lambda)$ generates a semigroup on $L^{2}$. One can observe that $H^{3 / 2}$ is exactly the domain of the infinitesimal generator of this semigroup. Thus, what Lemma 6.3 means is that $D(A+B K)$ defined as above is indeed the right space to consider since it corresponds exactly the inverse image of the domain of the infinitesimal semigroup generator of the target system.

Step 3. Show that $D(A+B K)$ is dense in $L^{2}$.
Thanks to Lemma 6.3, we are able to show that $D(A+B K)$ is dense in $L^{2}$. Indeed, as $H^{3 / 2}$ is dense in $L^{2}$, for any function $k \in L^{2}$ and any $\varepsilon>0$ we can select some function $h \in H^{3 / 2}$ such that $\|h-T k\|_{L^{2}} \leq \varepsilon$. By the fact that $T$ is an isomorphism on $L^{2}$, the function $T^{-1} h \in T^{-1}\left(H^{3 / 2}\right)=D(A+B K)$ and satisfies $\left\|T^{-1} h-k\right\|_{L^{2}} \leq C \varepsilon$.

Step 4. Further characterization on $D(A+B K)$, the operator $T$ and the operator equality.
We show the following Lemma
LEMMA 6.5. $D(A+B K)$ is a Hilbert space. Moreover,

$$
T: D(A+B K)=T^{-1}\left(H^{3 / 2}\right) \rightarrow H^{3 / 2}
$$

is an isomorphism, and

$$
T A+B K=(A-\lambda) T \in \mathcal{L}\left(D(A+B K) ; L^{2}\right)
$$

Proof of Lemma 6.5. We first show that $D(A+B K)$ is complete and hence is a Hilbert space. Given $\left(f_{n}\right)_{n \in \mathbb{N}^{*}}$ a Cauchy sequence in $D(A+B K)$, it holds

$$
\left\|(A+B K)\left(f_{n}-f_{m}\right)\right\|_{L^{2}}+\left\|f_{n}-f_{m}\right\|_{L^{2}} \xrightarrow{n, m \rightarrow+\infty} 0 .
$$

Since $\left(f_{n}\right)_{n \in \mathbb{N}^{*}}$ is a sequence of elements of $D(A+B K)$, according to the operator equality (6.3),

$$
\left\|(A-\lambda)\left(T f_{n}-T f_{m}\right)\right\|_{L^{2}}=\left\|T(A+B K)\left(f_{n}-f_{m}\right)\right\|_{L^{2}} \rightarrow 0
$$

thus

$$
\|\left(A\left(T f_{n}-T f_{m}\right) \|_{L^{2}} \rightarrow 0 \quad \text { which implies } \quad\left\|T f_{n}-T f_{m}\right\|_{H^{3 / 2}} \rightarrow 0\right.
$$

Since $H^{3 / 2}$ is complete, there exists some $T f \in H^{3 / 2}$ such that $T f_{n}$ tends to $T f$ in $H^{3 / 2}$. As a direct consequence we immediately obtain $f_{n}$ tends to $f$ in $L^{2}$. Notice that $T f \in H^{3 / 2}$ hence $f=T^{-1}(T f)$ belongs to $T^{-1}\left(H^{3 / 2}\right)=D(A+B K)$ from Lemma 6.3, and so we have the operator equality (6.3)

$$
T(A+B K) f=(A-\lambda) T f \text { in } L^{2} .
$$

Moreover,

$$
\left\|T(A+B K) f_{n}-T(A+B K) f\right\|_{L^{2}}=\left\|(A-\lambda) T\left(f_{n}-f\right)\right\|_{L^{2}} \rightarrow 0
$$

where the last line comes from the fact that $T f_{n} \rightarrow T f$ in $H^{3 / 2}$. Thus $\left(f_{n}\right)_{n \in \mathbb{N}^{*}}$ converges to $f$ in $D(A+B K)$ endowed with the $\|\cdot\|_{D(A+B K)}$-norm.

Next, we turn to the second part of Lemma 6.5 and we show that $T$ is an isomorphism. For any $y \in D(A+B K)=T^{-1}\left(H^{3 / 2}\right)$, we know that, since the operator equality holds in $L^{2}$,

$$
\begin{aligned}
\|y\|_{D(A+B K)}=\|(A+B K) y\|_{L^{2}}+\|y\|_{L^{2}} & \sim\|T(A+B K) y\|_{L^{2}}+\|y\|_{L^{2}} \\
& =\|(A-\lambda) T y\|_{L^{2}}+\|y\|_{L^{2}} \\
& \sim\|T y\|_{H^{3 / 2}},
\end{aligned}
$$

which implies that $T$ is an isomorphism.
Finally, we immediately get from the definition of $D(A+B K)$ and the fact that it is a Hilbert space that

$$
T A+B K,(A-\lambda) T \in \mathcal{L}\left(D(A+B K) ; L^{2}\right)
$$

Step 5. Prove that the operator, $A+B K: D(A+B K) \rightarrow L^{2}$, is closed.
The standard argument leads to the closeness of $A+B K: D(A+B K) \rightarrow L^{2}$ : suppose that a sequence $f_{n} \in D(A+B K)$ satisfies

$$
\left(f_{n},(A+B K) f_{n}\right) \rightarrow(f, g) \text { in } L^{2} \times L^{2}
$$

for some $(f, g) \in L^{2} \times L^{2}$, then we must have $f \in D(A+B K)$ and $(A+B K) f=g$. The proof is divided into 2 steps:

- Since $f_{n}$ tends to $f$ in $L^{2}$, we know that $A f_{n}$ tends to $A f$ in $H^{-3 / 2}$. Thus from the assumption that

$$
(A+B K) f_{n} \rightarrow g \text { in } L^{2}
$$

we obtain

$$
B K f_{n} \rightarrow g-A f \text { in } H^{-3 / 2}
$$

which implies that $K f_{n}$ converges to some constant $c \in \mathbb{C}$, in particular,

$$
B K f_{n} \rightarrow c B \text { in } H^{-3 / 4}
$$

Now the assumption further yields

$$
A f_{n} \rightarrow g-c B \text { in } H^{-3 / 4}
$$

hence $f_{n}$ tends to $A^{-1}(g-c B)$ in $H^{3 / 4}$ sense, which combined with the assumption that $f_{n}$ tends to $f$ in $L^{2}$ imply that $f=A^{-1}(g-c B)$ in $H^{3 / 4}$ and

$$
f_{n} \rightarrow f \text { in } H^{3 / 4} .
$$

- By the convergence of $f_{n}$ in $H^{3 / 4}$ space, we get

$$
(A+B K) f_{n}=A f_{n}+B K f_{n} \rightarrow A f+B K f \text { in } H^{-3 / 4}
$$

This, to be combined with the assumption, yield

$$
g=(A+B K) f \text { in } H^{-3 / 4} \text { and in fact in } L^{2} \text { since } g \in L^{2},
$$

in particular, it also means that $f \in D(A+B K)$.

Therefore, $\mathscr{L}_{C}: D(A+B K) \rightarrow L^{2}$ is closed.
Step 6. Dissipativity of $(A+B K)$ and $(A+B K)^{*}$ in $\left(L^{2},\|\cdot\|_{L_{d}^{2}}\right)$.
Let $f \in D(A+B K) \subset H^{3 / 4}$. Thanks to Step 1, we know that $T f \in H^{3 / 2}, A f \in H^{-1 / 4}$ and $T B K f \in H^{-3 / 4}$ and the operator equality (6.3) holds in $L^{2}$. Thus from the definition of $\|\cdot\|_{L^{d}}$ defined in (6.2) and denoting $\langle\cdot, \cdot\rangle_{L^{d}}$ the associated scalar product,

$$
\begin{aligned}
\operatorname{Re}\langle(A+B K) f, f\rangle_{L_{d}^{2}} & =\operatorname{Re}\langle T(A+B K) f, T f\rangle_{L^{2}} \\
& =\operatorname{Re}\langle(A-\lambda) T f, T f\rangle_{L^{2}}=\langle-\lambda T f, T f\rangle_{L^{2}} \leq 0 .
\end{aligned}
$$

We have used here the fact that $\operatorname{Re}\left(\langle A f, f\rangle_{L^{2}}\right)=0$ since $A$ is skew-adjoint.
Similarly, we can check the dissipativity of $(A+B K)^{*}$, which is defined as follows:

$$
\begin{gathered}
(A+B K)^{*}: D\left((A+B K)^{*}\right) \subset L_{d}^{2} \rightarrow L_{d}^{2}, \\
D\left((A+B K)^{*}\right):=\left\{g \in L_{d}^{2}:(A+B K)^{*} g \in L_{d}^{2}\right\},
\end{gathered}
$$

such that for any $f \in D(A+B K)=T^{-1}\left(H^{3 / 2}\right)$ and any $g \in D\left((A+B K)^{*}\right)$ there is

$$
\langle(A+B K) f, g\rangle_{L_{d}^{2}}=\left\langle f,(A+B K)^{*} g\right\rangle_{L_{d}^{2}} .
$$

The preceding formula is equivalent to

$$
\langle T f,(-A-\lambda) T g\rangle_{H^{3 / 2}, H^{-3 / 2}}=\langle T(A+B K) f, T g\rangle_{L^{2}}=\left\langle T f, T(A+B K)^{*} g\right\rangle_{L^{2}},
$$

again using that $A$ is skew-adjoint. Thus

$$
T(A+B K)^{*} g=(-A-\lambda) T g \text { in } L^{2}, \text { for any } g \in D\left((A+B K)^{*}\right),
$$

which further yields $T g \in H^{3 / 2}$ and thus $D\left((A+B K)^{*}\right) \subset H^{1-\varepsilon}$. Therefore, for any $g \in$ $D\left((A+B K)^{*}\right)$ we have that

$$
\begin{aligned}
\operatorname{Re}\left\langle(A+B K)^{*} g, g\right\rangle_{L_{d}^{2}} & =\operatorname{Re}\left\langle T(A+B K)^{*} g, T g\right\rangle_{L^{2}} \\
& =\operatorname{Re}\langle(-A-\lambda) T g, T g\rangle_{L^{2}}=\langle-\lambda T g, T g\rangle_{L^{2}} \leq 0 .
\end{aligned}
$$

Step 7. Lumer-Philipps theorem.
Combine Step 3-5 and using Lumer-Philipps theorem we conclude that the unbounded operator $(A+B K)$ with domain $D(A+B K)$ is the infinitesimal generator of a strong semigroup in $L^{2}$.

Proof of Corollary 2.3. This Corollary is devoted to the exponential stability of the closed-loop system (2.2). The stability analysis in $H^{r}$ space is based on semigroup theory on dissipative operators. It turns out that $r=-1 / 2$ is the threshold between "regular" semigroups and "singular" semigroups: as we shall see in the following, if $r \in(-1,-1 / 2)$, the operator $(A+B K)$ is defined on $D_{r}(A+B K)=H^{r+3 / 2}$; while, if $r \in[-1 / 2,1)$, the domain of definition of $(A+B K)$ becomes $D_{r}(A+B K)=T^{-1}\left(H^{r+3 / 2}\right)$ which is dense in $H^{r}$ but does not include regular functions like $\varphi_{n}$ (this is the reason why we call this case "singular"). It is also noteworthy that $r=1$ is the threshold to have a strong semigroup generated by $(A+B K)$, and that $r=-1$ is the limit to have the operator equality (5.13).

Step 1: $A+B K: D(A+B K) \subset L^{2} \rightarrow L^{2}$ generator an exponential stable $C^{0}$-semigroup in $L^{2}$. For any $u_{0} \in D(A+B K)$, according to Proposition 6.2 the function $u(t)$ defined as

$$
u(t):=e^{(A+B K) t} u_{0} \in C^{1}\left([0,+\infty) ; L^{2}\right) \cap C^{0}([0,+\infty) ; D(A+B K))
$$

is the solution of

$$
u_{t}=A u+B K u \text { in } L^{2} .
$$

Therefore,

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\langle u, u\rangle_{L_{d}^{2}} & =\operatorname{Re}\left\langle u_{t}, u\right\rangle_{L_{d}^{2}}=\operatorname{Re}\left\langle T u_{t}, T u\right\rangle_{L^{2}}=\operatorname{Re}\langle(T A+B K) u, T u\rangle_{L^{2}} \\
& =\operatorname{Re}\langle(A-\lambda) T u, T u\rangle_{L^{2}}=-\lambda\langle T u, T u\rangle_{L^{2}},
\end{aligned}
$$

which yields

$$
\|u(t)\|_{L^{2}} \leq\left\|T^{-1}\right\|\|u(t)\|_{L_{d}^{2}} \leq\left\|T^{-1}\right\| e^{-\lambda t}\left\|u_{0}\right\|_{L_{d}^{2}} \leq\|T\|\left\|T^{-1}\right\| e^{-\lambda t}\left\|u_{0}\right\|_{L^{2}}
$$

Finally, thanks to the fact that $D(A+B K)$ is dense in $L^{2}$, for any $u_{0} \in L^{2}$ the unique solution

$$
u(t):=e^{(A+B K) t} u_{0} \in C^{0}\left([0,+\infty) ; L^{2}\right)
$$

still satisfies (6) and decays exponentially.
Step 2: $A+B K: D_{r}(A+B K) \subset H^{r} \rightarrow H^{r}$ generates an exponential stable $C^{0}$-semigroup in $H^{r}$ for $r \in[-1 / 2,1)$.

For $r \in[-1 / 2,1)$ we can adapt the same proof given by Proposition 6.2 concerning the case $r=0$ to show that $A+B K$ is the infinitesimal generator of a strong $C^{0}$-semigroup on $\left(H^{r},\|\cdot\|_{H_{d}^{r}}\right)$ to get the well-posedness and the exponential stability of the closed-loop system (2.2): $A+B K$ is defined on

$$
\begin{gathered}
D_{r}(A+B K):=\left\{f \in H^{r}:(A+B K) f \in H^{r}\right\}, \\
\|f\|_{D_{r}(A+B K)}:=\|(A+B K) f\|_{H^{r}}+\|f\|_{H^{r}}, \forall f \in D_{r}(A+B K),
\end{gathered}
$$

satisfying

$$
\begin{gathered}
D_{r}(A+B K) \text { is a Hilbert space endowed with the } D_{r}(A+B K) \text {-norm, } \\
D_{r}(A+B K)=T^{-1}\left(H^{r+3 / 2}\right) \text { is dense in } H^{r}, \\
T: D_{r}(A+B K) \rightarrow H^{r} \text { is an isomorphism, } \\
T A+B K=(A-\lambda) T \in \mathcal{L}\left(D_{r}(A+B K) ; H^{r}\right), \\
\left.A+B K: D_{r}(A+B K) \rightarrow H_{d}^{r} \text { is closed and dissipative (so is }(A+B K)^{*}\right) .
\end{gathered}
$$

Remark that $r=1$ is the threshold at and above which the operator $A+B K$ does not generate a strong $C^{0}$-semigroup on $H^{r}$ anymore. Indeed even $D_{r}(A+B K)$ is not well-defined in this circumstance: suppose that $f$ belongs to $D(A+B K)$. Then $f$ is obviously an element from $H^{r}$ with $r \geq 1$, thus $A f \in H^{r-3 / 2} \subset H^{-1 / 2}$. Thus $B K f \in H^{-1 / 2}$, which is in contradiction with the fact that $B \notin H^{-1 / 2}$.

Step 3: $A+B K: D(A+B K)=H^{r+3 / 2} \rightarrow H^{r}$ generates an exponential stable $C^{0}$-semigroup in $H^{r}$ for $r \in(-1,-1 / 2)$.

In fact for any $r \in(-1,-1 / 2)$ the operator $A+B K$ also generates a strongly continuous semigroup on $H^{-3 / 4+s}$, where the domain of the unbounded operator $A+B K$ given by $D(A+B K)$ as follows

$$
A+B K: D(A+B K) \subset H^{3 / 2+r} \rightarrow H^{r}
$$

$$
D(A+B K):=\left\{f \in H^{r}:(A+B K) f \in H^{r}\right\}
$$

satisfies $D(A+B K)=H^{3 / 2+r}$ and $\|\cdot\|_{D(A+B K)}=\|\cdot\|_{H^{3 / 2+r}}$. Indeed, the situation is much easier here since $T$ is an isomorphism from $H^{3 / 2+r}$ in itself (resp. from $H^{r}$ in itself) and $B K$ belongs to $\mathcal{L}\left(H^{3 / 2+r} ; H^{r}\right)$, thus $D(A+B K)=H^{3 / 2+r}$ holds obviously, and moreover the operator equality (5.13) implies that $D(A+B K)$ is exactly $H^{3 / 2+r}$ endowed with the same norm. Next, it is standard to show that $A+B K \in \mathcal{L}\left(H^{3 / 2+r} ; H^{r}\right)$ is a closed operator. To conclude to the existence of a semigroup on $H^{r}$ the only thing left to show is that $(A+B K)$ and $(A+B K)^{*}$ are dissipative operators in $\left(H^{-3 / 4+s},\|\cdot\|_{H_{d}^{-3 / 4+s}}\right)$ where

$$
\|h\|_{H_{d}^{-3 / 4+s}}:=\|T h\|_{H^{-3 / 4+s}}, \forall h \in H^{-3 / 4+s}
$$

This is straightforward as the operator equality (5.13) holds in $\mathcal{L}\left(H^{3 / 4+s}, H^{-3 / 4+s}\right)$ and can directly be used, for any $f \in H^{3 / 4+s}$ there is

$$
\begin{aligned}
\operatorname{Re}\left(\langle(A+B K) f, f\rangle_{H_{d}^{-3 / 4+s}}\right) & =\operatorname{Re}\left(\langle T(A+B K) f, T f\rangle_{H^{-3 / 4+s}}\right) \\
& =\operatorname{Re}\left(\langle(A-\lambda) T f, T f\rangle_{H_{d}^{-3 / 4+s}}\right)=-\lambda\|f\|_{H_{d}^{-3 / 4}}
\end{aligned}
$$

This implies the well-posedness and stability of the closed-loop system (2.2) in $H^{r}$ with $r \in$ $(-1,-1 / 2)$ : for any initial state $u_{0} \in H^{r}$ the closed-loop system has a unique solution $u(t)$ that decays exponentially:

$$
\begin{gathered}
u(t):=e^{(A+B K) t} u_{0} \in C^{0}\left([0,+\infty) ; H^{r}\right) \\
\|u(t)\|_{H^{r}} \lesssim e^{-\lambda t}\left\|u_{0}\right\|_{H^{r}}, \forall t \in(0,+\infty)
\end{gathered}
$$

REMARK 6.6. Besides, the stability in $H^{r}$ for $r \in(-1,1)$ can be also understood in the following sense, weaker than a semigroup stability: for $r \in(-1,1)$ there exists some $r_{0} \in(-1,-1 / 2)$ such that $r \in\left(r_{0}, 1\right)$. Let $u_{0} \in H^{r}$. Since $(A+B K)$ generates a strongly continuous semigroup on $H^{r_{0}}$ there exists a unique solution of the closed-loop system (2.2) u $\in C^{0}\left([0, T], H^{r_{0}}\right)$ associated to the initial condition $u_{0} \in H^{r} \subset H^{r_{0}}$. We know that in the $H^{r_{0}}$ space

$$
u(t)=e^{(A+B K) t} u_{0}=T^{-1} e^{(A-\lambda) t}\left(T u_{0}\right) \in C^{0}\left([0, T], H^{r_{0}}\right)
$$

Meanwhile, keep in mind that the right-hand side term in the preceding equation also belongs to $C^{0}\left([0, T], H^{r}\right)$ (since $T$ and $T^{-1}$ are isomorphisms from $H^{r}$ to itself) and decays exponentially in $H^{r}$, we know that $u(t)$ is exponentially stable in $H^{r}$.

## 7. Conclusion

We have presented a compactness/duality method to overcome the limitations of the classical Fredholm backstepping method. This allows to prove the rapid stabilisation of the linearized capillary-gravity water waves system (1.7). More precisely, this compactness/duality method allows to construct a Riesz basis for skew-adjoint operators behaving like $\left|D_{x}\right|^{\alpha}$ for $\alpha>1$, that is beyond the $\alpha>3 / 2$ threshold imposed by the typical quadratically close criterion. We were moreover able to prove that the uniqueness condition $T B=B$ can also be handled without the quadratically close criterion, using fine estimations. The rapid stabilisation was proved in the spaces $H^{r}, r \in(-1,1)$. These bounds are sharp in the sense that the operator $A+B K$ cannot generate a strong semigroup for $r=1$, while $r=-1$ is the limit for the operator equality (5.13) to hold. Moreover, the feedback law is shown to be independent of $r$. Finally, we are able to prove the existence of the isomorphism $T$ in regular spaces $H^{s}, s \in \mathbb{R}$ - as long as the control
operator $B$ is regular enough and satisfies the equivalent of the controllability Assumption 1 a crucial step in proving the local rapid stabilisation of the nonlinear system (1.3) using the regularity-consuming nonlinear estimates of [4, 28].
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## Appendix A. Riesz basis in Hilbert spaces

We recall here some definitions about vector families in Hilbert spaces (see for instance $[8,10$, 12, 19]).

DEFINITION A. 1 (Vector family). Let $X$ be a Hilbert space. A family of vectors $\left\{\xi_{n}\right\}_{n \in \mathcal{I}}$, where $\mathcal{I}=\mathbb{Z}, \mathbb{N}$, or $\mathbb{N}^{*}$ is said to be
(1) Dense in $X$, if $\overline{\operatorname{span}\left\{\xi_{i} ; i \in \mathcal{I}\right\}}=X$.
(2) $\omega$-independent in $X$, if

$$
\sum_{k \in \mathcal{I}} c_{k} \xi_{k}=0 \text { in } X \text { with }\left\{c_{n}\right\}_{n \in \mathcal{I}} \in \ell^{2}(\mathcal{I}) \Longrightarrow c_{n}=0, \forall n \in \mathcal{I}
$$

(3) Quadratically close to a family of vector $\left\{e_{n}\right\}_{n \in \mathcal{I}}$, if

$$
\sum_{k \in \mathcal{I}}\left\|\xi_{k}-e_{k}\right\|_{X}^{2}<+\infty
$$

(4) Riesz basis of $X$, if it is the image of an isomorphism (on $X$ ) of some orthonormal basis.

An equivalent definition of Riesz basis can also be stated as follows
DEFINITION A. 2 (Riesz basis). A family of vectors $\left\{\xi_{n}\right\}_{n \in \mathcal{I}}$, where $\mathcal{I}=\mathbb{Z}, \mathbb{N}$, or $\mathbb{N}^{*}$ of $X$ is a called a Riesz basis of $X$, if it is dense in $X$ and if there exist $C_{1}, C_{2}>0$ such that for any $\left\{a_{n}\right\}_{n \in \mathcal{I}} \in \ell^{2}(\mathcal{I})$ we have

$$
\begin{equation*}
C_{1} \sum_{k \in \mathcal{I}}\left|a_{k}\right|^{2} \leq\left\|\sum_{k \in \mathcal{I}} a_{k} \xi_{k}\right\|_{X}^{2} \leq C_{2} \sum_{k \in \mathcal{I}}\left|a_{k}\right|^{2} . \tag{A.1}
\end{equation*}
$$

The following lemma has been heavily used in the literature as a criteria for Riesz basis.
LEMMA A.3. Let $\left\{\xi_{n}\right\}_{n \in \mathcal{I}}$ be quadratically close to an orthonormal basis $\left\{e_{n}\right\}_{n \in \mathcal{I}}$. Suppose that $\left\{\xi_{n}\right\}_{n \in \mathcal{I}}$ is either dense in $X$ or $\omega$-independent in $X$, then $\left\{\xi_{n}\right\}_{n \in \mathcal{I}}$ is a Riesz basis of $X$.

Finally in this paper we also make use of the following Lemma
LEMMA A.4. Let $X, Y$ be Hilbert spaces. Let $T: X \rightarrow Y$ be an isomorphism. Suppose that $\left\{\xi_{n}\right\}_{n \in \mathcal{I}}$ is a Riesz basis of $X$, then with $\zeta_{n}:=T \xi_{n}$, the family $\left\{\zeta_{n}\right\}_{n \in \mathcal{I}}$ is a Riesz basis of $Y$.

## Appendix B. Controllability and Proof of Proposition 2.1

Proof. We first study the controllability of the system (1.6). From the time-reversibility of (1.6), it is sufficient to prove the null-controllability, that it is always possible to drive the solution from any initial data to $u(T)=0$, the proof of which relies on the moment method. Indeed, let $u_{0} \in L^{2}$ and write the solution of (1.6) with initial condition $u_{0}$ by the Duhamel formula and the existence of a strongly continuous semigroup $\left(e^{\mathscr{L} t}\right)_{t \geq 0}$ generated by $\mathscr{L}$ on $L^{2}$,

$$
u(t)=e^{\mathscr{L} t} u_{0}+\int_{0}^{t} e^{\mathscr{L}(t-s)} B v(s) d s
$$

We also decompose the state into odd and even parts, and only study the odd part for the ease of notations. Decompose (the odd function) $u_{0}$ under the eigenbasis and considering $t=T$,

$$
u_{0}=\sum_{n \in \mathbb{N}^{*}} u_{0}^{n} \sin (n x) \text { and } B=\sum_{n \in \mathbb{N}^{*}} b_{n} \sin (n x)
$$

the null-controllability is equivalent to

$$
\begin{aligned}
0 & =\sum_{n \in \mathbb{Z}^{*}} e^{\lambda_{n} t} u_{0}^{n} \sin (n x)+\int_{0}^{T} e^{\mathscr{L}(T-s)} \sum_{n \in \mathbb{Z}^{*}} b_{n} \sin (n x) v(s) d s \\
& =\sum_{n \in \mathbb{Z}^{*}} e^{\lambda_{n} t} u_{0}^{n} e^{i n x}+\int_{0}^{T} \sum_{n \in \mathbb{Z}^{*}} e^{\lambda_{n}(T-s)} b_{n} \sin (n x) v(s) d s
\end{aligned}
$$

This implies in particular that $b_{n} \neq 0$ for any $n \in \mathbb{N}^{*}$ and is equivalent to,

$$
\begin{equation*}
-\frac{u_{0}^{n}}{b_{n}}=\int_{0}^{T} e^{-\lambda_{n} s} v(s) d s \tag{B.1}
\end{equation*}
$$

We see here the reason why we required $0<c \leq\left|b_{n}\right|$ in the controllability condition (2.1). Thanks to this controllability assumption (2.1), we have

$$
\frac{u_{0}^{n}}{b_{n}} \in \ell^{2}\left(\mathbb{N}^{*} ; \mathbb{C}\right)
$$

Therefore, if we are able to prove that there exists $v \in L^{2}(0, T)$ such that (B.1) is satisfied, then we deduce the null-controllability. It is obtained by proving that $\left\{e^{-\lambda_{n} s}\right\}_{n \in \mathbb{Z}^{*}}$ is a Riesz basis of $L^{2}(0, T)$ using (A.1). To this end, we introduce Haraux's Ingham inequality,

THEOREM B. 1 ([21][Théorème 2). Let $J \subset \mathbb{R}$ be a bounded interval and $\gamma, \omega>0$. Assume there exists $\left\{\mu_{n}\right\}_{n \in \mathbb{Z}}$ a real sequence such that,
(1) $\left|\mu_{n+1}-\mu_{n}\right| \geq \omega, \forall n \in \mathbb{Z}$;
(2) there exists $N \in \mathbb{N}^{*}$ such that $\left|\mu_{n+1}-\mu_{n}\right| \geq \gamma$, for all $|n| \geq N$;
(3) $|J|>2 \pi / \gamma$.

Then, there exist $c, C>0$ such that for any sequence $\left\{a_{n}\right\}_{n \in \mathbb{Z}} \in \ell^{2}(\mathbb{Z} ; \mathbb{C})$,

$$
c \sum_{n \in \mathbb{Z}}\left|a_{n}\right|^{2} \leq \int_{J}\left|\sum_{n \in \mathbb{Z}} a_{n} e^{i \mu_{n} t}\right|^{2} d t \leq C \sum_{n \in \mathbb{Z}}\left|a_{n}\right|^{2} .
$$

From the behaviour of the eigenvalues $\lambda_{n}$ given by (1.15), we easily see that there exists a uniform lower bound $\left|\lambda_{n+1}-\lambda_{n}\right| \geq \omega>0$, and since $\lim _{n \rightarrow \infty}\left|\lambda_{n+1}-\lambda_{n}\right|=\infty$, we are able to choose $\gamma>0$ arbitrarily small. Hence, the application of Theorem B. 1 implies that $\left\{e^{-\lambda_{n} s}\right\}_{n \in \mathbb{N}^{*}}$ is a Riesz basis of $H:=\overline{\left\{e^{-\lambda_{n} s}\right\}_{n \in \mathbb{N}^{*}}} \subset L^{2}(0, T)$. Moreover, there exists a bi-orthogonal sequence
$\left\{g_{m}\right\}_{m \in \mathbb{N}^{*}}$ being a Riesz basis of $H$ (see, for example, [8, Proposition 19]). Therefore, the control can be chosen in such fashion as

$$
v(s):=-\sum_{m \in \mathbb{N}^{*}} \frac{u_{0}^{m}}{b_{m}} g_{m}
$$

satisfying $\|v\|_{L^{2}(0, T)} \lesssim\left\|u_{0}\right\|_{L^{2}}$. Hence the null-controllability of the system (1.6).

## Appendix C. Proof of Lemmas 4.3-4.5

Proof of Lemma 4.3. It suffices to prove the second inequality as the first one is a direct consequence. Suppose that $n \geq m$, then

$$
(n-m) n^{1 / 2} \geq(n-m)^{3 / 2}
$$

Inspired by the definition of $\lambda_{n}$ we define

$$
g(x):=\left(\left(g+x^{2}\right) x \tanh (b x)\right)^{\frac{1}{2}}, \forall x \in(0,+\infty),
$$

which is strictly increasing and verifies that for any $x \in[1,+\infty)$,

$$
\begin{aligned}
g^{\prime}(x) & =\frac{1}{2}\left(\left(g+x^{2}\right) x \tanh (b x)\right)^{-\frac{1}{2}}\left(\left(g+3 x^{2}\right) \tanh (b x)+b\left(g+x^{2}\right) x\left(1-\tanh ^{2}(b x)\right)\right) \\
& \geq C x^{-\frac{3}{2}} x^{2}=C x^{\frac{1}{2}}
\end{aligned}
$$

We also observe that

$$
g^{2}(2 x) \geq 2 g^{2}(x), \forall x \in[1,+\infty) .
$$

Let given $m, n \in \mathbb{N}^{*}$ verifying $m<n$. If $n \geq 2 m$, then

$$
\left|\lambda_{n}-\lambda_{m}\right|=g(n)-g(m) \geq g(n)-g(n / 2) \geq \frac{2-\sqrt{2}}{2} g(n) \geq C n^{\frac{3}{2}} \geq C(n-m) n^{\frac{1}{2}}
$$

If $m<n<2 m$, then there exists some $y \in[m, n]$ such that

$$
\left|\lambda_{n}-\lambda_{m}\right|=g(n)-g(m)=(n-m) g^{\prime}(y) \geq C(n-m) m^{\frac{1}{2}} \geq C(\sqrt{2})^{-1}(n-m) n^{\frac{1}{2}} .
$$

Proof of Lemma 4.4 and Lemma 4.5. Define $f(x):=x^{s}$ for $x \in[1,+\infty)$. There exists $c_{0}, C_{0}>0$ such that

$$
c_{0} n^{s} \leq f(x) \leq C_{0} n^{s}, \forall n \in \mathbb{N}^{*}, \forall x \in[n, n+1] .
$$

Concerning Lemma 4.4, suppose that $s \neq-1$, then

$$
\sum_{n=1}^{p} n^{s} \leq c_{0}^{-1} \int_{1}^{p+1} f(x) d x=\frac{c_{0}^{-1}}{s+1}\left((p+1)^{s+1}-1\right) \leq C\left(1+p^{1+s}\right)
$$

this ends the proof of Lemma 4.4.
Next we turn to the proof of Lemma 4.5. Let given $s \in \mathbb{R}$ and $\varepsilon_{1}>0$. We are able to select $\varepsilon \in\left(0, \varepsilon_{1}\right)$ such that $s+\varepsilon \neq-1$. Because there exists $C>0$ such that

$$
\log (n) \leq C n^{\varepsilon}, \forall n \in \mathbb{N}^{*}
$$

we can use Lemma 4.4 as well as the fact that $s+\varepsilon \neq-1$. This yields

$$
\sum_{n=1}^{p} n^{s} \log (n) \leq \sum_{n=1}^{p} n^{s+\varepsilon} \leq C\left(1+p^{1+s+\varepsilon}\right) .
$$

## Appendix D. Proof of Property ( $i$ ) in Lemma 4.11

The property must be proved in both the odd and even cases. As in the article, we focus on the odd case, and the proof can be easily adapted to the even case as the resolvant $\mathcal{A}_{\lambda}$ defined below is well-defined and invertible both on $H_{1}$ and $H_{2}$.

Recall that $q_{n} \in H^{1-\varepsilon}$ for any $\varepsilon>0$. By defining $r_{n}=\left(\lambda_{n}+\lambda / 2\right)^{-1}$ we obtain, by definition (3.8) of the $\left(q_{n}\right)$,

$$
\begin{equation*}
\left(A-\lambda-\lambda_{n}\right) q_{n}=-\sum_{p \in \mathbb{N}^{*}} \varphi_{p}=-\frac{1}{2} \cot \frac{x}{2}=: h \text { in } H^{-1}, \tag{D.1}
\end{equation*}
$$

which becomes, defining $\mathcal{A}_{\lambda}:=(A-\lambda / 2)^{-1}$,

$$
\mathcal{A}_{\lambda} q_{n}=r_{n} q_{n}-r_{n} \mathcal{A}_{\lambda} h .
$$

Now, suppose that $\left\{q_{n}\right\}_{n \in \mathbb{N}^{*}}$ is not $\omega$-independent, then there exists a nontrivial sequence $\left\{c_{n}\right\}_{n \in \mathbb{N}^{*}} \in l^{2}\left(\mathbb{N}^{*}\right)$ such that

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}} c_{n} q_{n}=0 \text { in } L^{2}, \tag{D.2}
\end{equation*}
$$

which is well-defined thanks to Remark 4.8.
Next, by applying $\mathcal{A}_{\lambda}$ to (D.2), we conclude

$$
\sum_{n \in \mathbb{N}^{*}} c_{n} r_{n} q_{n}=\left(\sum_{n \in \mathbb{N}^{*}} c_{n} r_{n}\right) \mathcal{A}_{\lambda} h \quad \text { in } L^{2}
$$

where we have used the fact $r_{n} \xrightarrow{n \rightarrow \infty} 0$.
Applying again $\mathcal{A}_{\lambda}$ we get

$$
\sum_{n \in \mathbb{N}^{*}} c_{n} r_{n}^{2} q_{n}=\left(\sum_{n \in \mathbb{N}^{*}} c_{n} r_{n}^{2}\right) \mathcal{A}_{\lambda} h+\left(\sum_{n \in \mathbb{N}^{*}} c_{n} r_{n}\right) \mathcal{A}_{\lambda}^{2} h \quad \text { in } L^{2},
$$

By induction we easily derive

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*}} c_{n} r_{n}^{m} q_{n}=\sum_{i=1}^{m}\left(\sum_{n \in \mathbb{N}^{*}} c_{n} r_{n}^{m+1-i}\right) \mathcal{A}_{\lambda}^{i} h=\sum_{i=1}^{m} C_{m+1-i} \mathcal{A}_{\lambda}^{i} h, \quad m \in \mathbb{N}^{*}, \tag{D.3}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{l}:=\sum_{n \in \mathbb{N}^{*}} c_{n} r_{n}^{l}<+\infty, \quad l \in \mathbb{N}^{*} . \tag{D.4}
\end{equation*}
$$

Let us now distinguish two cases:

- First case: the $\left\{C_{m}\right\}$ are not identically zero. We note

$$
m_{0}=\inf \left\{n \in \mathbb{N}^{*}, \quad C_{n} \neq 0\right\} .
$$

Then, starting with (D.3) with $m=m_{0}$, we have by induction,

$$
\mathcal{A}_{\lambda}^{m} h \in \operatorname{span}\left\{q_{n}\right\}_{n \in \mathbb{N}^{*}}, \quad m \geq 1 .
$$

Suppose that $\operatorname{span}\left\{q_{n}\right\}_{n \in \mathbb{N}^{*}}$ is not dense in $L^{2}$, then there exists a nonzero $d=\sum_{n} d_{n} \varphi_{n} \in L^{2}$ such that

$$
\begin{equation*}
\langle g, d\rangle_{L^{2}}=0, \quad \forall g \in \operatorname{span}\left\{q_{n}\right\}_{n \in \mathbb{N}^{*}}, \tag{D.5}
\end{equation*}
$$

which in particular yields,

$$
\left\langle\mathcal{A}_{\lambda}^{m} h, d\right\rangle_{L^{2}}=0, \quad \forall m \in \mathbb{N}^{*}
$$

Recalling that $h=-\sum \varphi_{n} \in H^{-1}$, we get that

$$
\begin{equation*}
\sum_{n} \bar{d}_{n} r_{n}^{m}=0, \quad \forall m \in \mathbb{N}^{*} \tag{D.6}
\end{equation*}
$$

By defining the complex variable function

$$
G(z):=\sum_{n \in \mathbb{N}^{*}} \bar{d}_{n} r_{n} e^{r_{n} z}, \forall z \in \mathbb{C}
$$

By checking that the series expansion of the right-hand side is absolutely convergent, we deduce that this function is holomorphic.

From (D.6) we know that $G^{(m)}(0)=0, m \in \mathbb{N}$. Thus $G=0$, and further $d_{n}=0$, which leads to a contradiction. Therefore

$$
\begin{equation*}
\operatorname{span}\left\{q_{n}\right\}_{n \in \mathbb{N}^{*}} \text { is dense in } L^{2} \tag{D.7}
\end{equation*}
$$

- Second case: the $\left\{C_{m}\right\}$ are identically zero. Then we define the complex variable function

$$
\tilde{G}(z):=\sum_{n \in \mathbb{N}^{*}} c_{n} r_{n} e^{r_{n} z}
$$

This function is holomorphic. Moreover, as the $\left(C_{m}\right)$ are identically, it satisfies

$$
\tilde{G}^{(m)}(0)=0, \quad \forall m \in \mathbb{N}
$$

thus as previously $\tilde{G}=0$ and therefore

$$
c_{n}=0, \quad \forall n \in \mathbb{N}^{*}
$$

which is in contradiction with the definition of the $\left\{c_{n}\right\}_{n \in \mathbb{N}^{*}}$.
This ends the proof of the property $(i)$ in Lemma 4.11.

## Appendix E. Proof that $\operatorname{ker}\left(T^{*}\right)=\{0\}$

We proceed as presented in Section 5.4. Let $\rho \in \mathbb{C}$ to be chosen later on and let us look at $A+B K+\lambda I d+\rho I d$.

1) Let us denote $z:=\lambda+\rho$, we try to investigate the invertibility of $I d+A^{-1} B K+z A^{-1}$ in the $H^{3 / 4}$ space. As $\rho$ can be chosen arbitrarily, $z \in \mathbb{C}$ can be as well. Remark here that $A$ is trivially invertible when looking at odd functions. When looking at even functions $A$ the kernel of $A$ is reduced to constant functions. In both case, we can replace $A$ by $\tilde{A}:=A+\delta$ with $\delta \neq 0$ sufficiently close to 0 such that $\tilde{A}$ is invertible. We now consider two cases:

- If $K\left(A^{-1} B\right) \neq-1$, then we know that the bounded operator $I d+A^{-1} B K$ is invertible. In fact, for any $f \in H^{3 / 4}$, we can check that

$$
\varphi:=f-\frac{A^{-1} B(K f)}{1+K\left(A^{-1} B\right)} \in H^{3 / 4}
$$

is the unique solution to

$$
\left(I d+A^{-1} B K\right) \varphi=f
$$

Note that $A^{-1}$ is a compact operator in $H^{3 / 4}$ (since $A$ is a differential operator) thus a continuous operator in $H^{3 / 4}$ and $I d+A^{-1} B K$ is invertible, thus thanks to the openness of invertible operators, there exists $\varepsilon>0$ such that for any $|z|<\varepsilon$

$$
\begin{equation*}
\left(I d+A^{-1} B K\right)+z A^{-1} \tag{E.1}
\end{equation*}
$$

is invertible in $H^{-3 / 4}$.

- If $K\left(A^{-1} B\right)=-1$, then one can check that 0 is an eigenvalue of $I d+A^{-1} B K$ with multiplicity 1 and the eigenspace is generated by $A^{-1} B$. Indeed, it is clear that $A^{-1} B$ is an eigenvector of $I d+A^{-1} B K$ with eigenvalue 0 . On the other hand, suppose that for some $v \in H^{3 / 4}$ we have $\left(I d+A^{-1} B K\right) v=0$, then we immediately conclude that $v=-\left(A^{-1} B\right)(K v) \in \operatorname{span}\left\{A^{-1} B\right\}$.

Therefore, there exist small open neighborhoods $\Omega$ and $\widetilde{\Omega}$ of 0 in $\mathbb{C}$ satisfying (see for instance [34])

$$
\begin{gather*}
\left(I d+A^{-1} B K+z A^{-1}\right) y(z)=\lambda(z) y(z),  \tag{E.2}\\
y(z): z \in \Omega \mapsto y(z) \in H^{3 / 4} \text { is holomorphic, }  \tag{E.3}\\
\lambda(z): z \in \Omega \mapsto \lambda(z) \in \widetilde{\Omega} \subset \mathbb{C} \text { is holomorphic, }  \tag{E.4}\\
\lambda(0)=0, \quad y_{0}:=y(0)=A^{-1} B, \tag{E.5}
\end{gather*}
$$

in such fashion that for any $z \in \Omega, \lambda(z)$ is the unique eigenvalue inside $\widetilde{\Omega}$. Recall that $\lambda(0)=0$, therefore only two cases are possible: either $\lambda$ is identically 0 in $\Omega$, or there exists a smaller neighborhood $\omega$ such that for any $z$ in $\omega \backslash\{0\}$ there is $\lambda(z) \neq 0$. Let us show by contradiction that $\lambda$ is not identically 0 . Assume that it is. We now that there exists a sequence $\left(y_{k}\right)_{k \in \mathbb{N}^{*}}$ in $H^{3 / 4}$ such that

$$
y(z)=\sum_{k=0}^{+\infty} y_{k} z^{k}
$$

with $y_{0}=A^{-1} B$. From (E.2) and the fact that $\lambda(z)=0$ in $\Omega$,

$$
\left(I d+A^{-1} B K+z A^{-1}\right) \sum_{k=0}^{+\infty} y_{k} z^{k}=0 \text { in } H^{3 / 4}
$$

by unicity of the development in entire series we get

$$
\left(I d+y_{0} K\right) y_{k}+A^{-1} y_{k-1}=0 \text { in } H^{3 / 4}, \forall k \in \mathbb{N}^{*} .
$$

Recall that $K\left(y_{0}\right)=-1$, by applying $K$ to the preceding equation we conclude that

$$
K\left(A^{-1} y_{k-1}\right)=0, \forall k \in \mathbb{N}^{*} \Longrightarrow K\left(A^{-1} y_{k}\right)=0, \forall k \geq 0 .
$$

By applying $K A^{-1}$ to Equation (E.6) we arrive at

$$
K\left(A^{-1} y_{k}\right)+K\left(A^{-1} y_{0}\right)\left(K y_{k}\right)+K\left(A^{-2} y_{k-1}\right)=0, \forall k \in \mathbb{N}^{*}
$$

thus

$$
K\left(A^{-2} y_{k-1}\right)=0, \forall k \in \mathbb{N}^{*} \Longrightarrow K\left(A^{-2} y_{k}\right)=0, \forall k \geq 0
$$

Then by successively applying $K A^{-(n-1)}$ to the same equation we arrive at

$$
K\left(A^{-n} y_{k}\right)=0, \forall k \geq 0, \forall n \geq 1,
$$

which in particular yields

$$
K\left(A^{-n} y_{0}\right)=0, \forall n \geq 1 .
$$

The preceding equality implies

$$
\sum_{m \in \mathbb{N}^{*}} \frac{b_{m} K_{m}}{\lambda_{m}^{l}}=0, \forall l \geq 2 .
$$

Again using the holomorphic function technique in Appendix D, we conclude that $b_{m} K_{m}=$ 0 , which is a contradiction. Therefore, we know that there exists $\varepsilon>0$ such that for any
$z \in \mathbb{C}$ with $|z|<\varepsilon, z \in \Omega$ and $\lambda(z) \neq 0$. Since $\lambda(z)$ is the unique eigenvalue inside $\widetilde{\Omega}$, $I d+A^{-1} B K+z A^{-1}$ is invertible.
In both cases there exists at least a sequence of $\left\{z_{k}\right\}$ converging to 0 such that $I d+A^{-1} B K+$ $\lambda A^{-1}+\left(z_{k}-\lambda\right) A^{-1}$ is invertible in $H^{3 / 4}$. As the spectrum of $A+\rho I d$ is discrete, we can find some $\rho:=z_{k}-\lambda$, such that both

$$
A+\rho I d \text { and } A+B K+\lambda I d+\rho I d=A\left(I d+A^{-1} B K+\lambda A^{-1}+\rho A^{-1}\right)
$$

are invertible operators from $H^{3 / 4}$ to $H^{-3 / 4}$. This ends the proof of the first point.
1)* Alternatively, this first step can be proved using the following direct method. We show that there exists some effectively computable real number $\rho_{0}>0$ such that for any $\rho \in\left[\rho_{0},+\infty\right)$ the operators

$$
A+\rho I d \text { and } A+B K+\lambda I d+\rho I d: H^{3 / 4} \rightarrow H^{-3 / 4}
$$

are invertible. Notice that the spectrum of $A$ belongs to $i \mathbb{R}$, it is straightforward that $A+\rho I d$ is invertible. It suffices to show that $A+B K+\lambda I d+\rho I d$ is invertible.
First observe the following Lemma
LEMMA E.1. There exists some effectively computable $\rho_{0}>0$ such that for any $\rho \in\left[\rho_{0},+\infty\right)$ there is

$$
c_{\rho}:=\sum_{m \in \mathbb{N}^{*}} \frac{b_{m} K_{m}}{\rho+\lambda+\lambda_{m}} \quad \text { satisfying }\left|c_{\rho}\right| \leq \frac{1}{2} .
$$

Proof of Lemma E.1. We know from Lemma 5.2 that $\left|K_{m}\right|$ is uniformly bounded, thus there exists some $C_{0}>0$ such that $\left|b_{m} K_{m}\right| \leq C_{0}$ for $\forall m \in \mathbb{N}^{*}$, hence

$$
\left|c_{\rho}\right| \leq \sum_{m \in \mathbb{N}^{*}} \frac{\left|b_{m} K_{m}\right|}{\left|\rho+\lambda+\lambda_{m}\right|} \leq \sum_{m \in \mathbb{N}^{*}} \frac{C_{0}}{\left|\rho+\lambda+\lambda_{m}\right|}
$$

Also notice the existence of $N_{0} \in \mathbb{N}^{*}$ such that

$$
\sum_{m>N_{0}} \frac{C_{0}}{\left|\lambda_{m}\right|} \leq \frac{1}{4} .
$$

By choosing $\rho_{0}>0$ large enough there is

$$
\sum_{m \in \mathbb{N}^{*}} \frac{\left|b_{m} K_{m}\right|}{\left|\rho+\lambda+\lambda_{m}\right|} \leq \sum_{m \leq N_{0}} \frac{C_{0}}{\left|\rho_{0}+\lambda\right|}+\sum_{m>N_{0}} \frac{C_{0}}{\left|\lambda_{m}\right|} \leq \frac{1}{2}
$$

Now we come back and prove that for any $\rho \in\left[\rho_{0},+\infty\right)$ the operator $A+B K+\lambda I d+\rho I d$ is invertible. It suffices to show that for any $g \in H^{-3 / 4}$ there exists a unique $f \in H^{3 / 4}$ such that

$$
\begin{gather*}
(A+B K+\lambda I d+\rho I d) f=g,  \tag{E.7}\\
\|f\|_{H^{3 / 4}} \lesssim\|g\|_{H^{-3 / 4}} . \tag{E.8}
\end{gather*}
$$

Let us denote by

$$
g:=\sum_{n \in \mathbb{N}^{*}} g_{n} n^{\frac{3}{4}} \sin n x, f:=\sum_{n \in \mathbb{N}^{*}} f_{n} n^{-\frac{3}{4}} \sin n x .
$$

By comparing the coefficients in both side of the equation (E.7) we get

$$
f_{n} n^{-\frac{3}{4}}\left(\lambda_{n}+\lambda+\rho\right)+b_{n} K(f)=n^{\frac{3}{4}} g_{n},
$$

hence $\left(f_{n}\right)_{n}$ is implicitly solved by

$$
f_{n}=\frac{n^{\frac{3}{4}} g_{n}-b_{n} K(f)}{n^{-\frac{3}{4}}\left(\lambda_{n}+\lambda+\rho\right)} .
$$

The preceding implicit formula of $f$ yields

$$
K(f)=\sum_{m \in \mathbb{N}^{*}} K_{m} f_{m} m^{-\frac{3}{4}}=\sum_{m \in \mathbb{N}^{*}} \frac{K_{m} g_{m} m^{\frac{3}{4}}}{\lambda_{m}+\lambda+\rho}-K(f)\left(\sum_{m \in \mathbb{N}^{*}} \frac{b_{m} K_{m}}{\lambda_{m}+\lambda+\rho}\right)
$$

Thanks to Lemma E.1, the coefficients $\left(f_{n}\right)_{n}$ are uniquely determined by

$$
\begin{equation*}
f_{n}=\frac{n^{\frac{3}{2}} g_{n}}{\lambda_{n}+\lambda+\rho}-\frac{n^{\frac{3}{4}} b_{n}}{\left(1+c_{\rho}\right)\left(\lambda_{n}+\lambda+\rho\right)}\left(\sum_{m \in \mathbb{N}^{*}} \frac{K_{m} g_{m} m^{\frac{3}{4}}}{\lambda_{m}+\lambda+\rho}\right) . \tag{E.9}
\end{equation*}
$$

Since

$$
\left|\sum_{m \in \mathbb{N}^{*}} \frac{K_{m} g_{m} m^{\frac{3}{4}}}{\lambda_{m}+\lambda+\rho}\right| \lesssim \sum_{m \in \mathbb{N}^{*}} \frac{m^{\frac{3}{4}}\left|g_{m}\right|}{\left|\lambda_{m}\right|} \lesssim\left\|\left(g_{m}\right)_{m}\right\|_{l^{2}},
$$

we have

$$
\left\|\left(f_{n}\right)_{n}\right\|_{l^{2}} \lesssim\left\|\left(g_{n}\right)_{n}\right\|_{l^{2}}+\left\|\left(g_{m}\right)_{m}\right\|_{l^{2}}\left\|\left(\frac{n^{\frac{3}{4}} b_{n}}{\left(1+c_{\rho}\right)\left(\lambda_{n}+\lambda+\rho\right)}\right)_{n}\right\|_{l^{2}} \lesssim\left\|\left(g_{n}\right)_{n}\right\|_{l^{2}} .
$$

This finishes the proof of the inequality (E.8).
2) Let us assume that $\operatorname{ker} T^{*} \neq\{0\}$ and let $\rho$ be defined as in 1 ). We are going to show that there exists an eigenvector of $A+\rho I d$ in $\operatorname{ker}\left(T^{*}\right)$ and deduce that there exists $n \in \mathbb{N}^{*}$ such that $n^{3 / 4} \varphi_{n} \in \operatorname{ker}\left(T^{*}\right)$. We know from the operator equality (5.13) that

$$
T(A+B K+\lambda I d+\rho I d)=A T+\rho T
$$

holds when the operators are seen as acting on $H^{3 / 4}$ to $H^{-3 / 4}$. Thus from the invertibility of the two operators (from point 1)),

$$
\begin{equation*}
(A+\rho I d)^{-1} T=T(A+B K+\lambda I d+\rho I d)^{-1}, \tag{E.10}
\end{equation*}
$$

where the operator are seen as acting on $H^{-3 / 4}$ to $H^{3 / 4}$. Since $\operatorname{ker}\left(T^{*}\right) \neq\{0\}$ we can take $h \neq 0$ such that $h \in \operatorname{ker} T^{*}$ and $h \in H^{-3 / 4}$. We deduce from (E.10) that for any $\varphi \in H^{-3 / 4}$,

$$
\begin{aligned}
0 & =\left\langle(A+\rho I d)^{-1} T \varphi-T(A+B K+\lambda I d+\rho I d)^{-1} \varphi, h\right\rangle_{H^{-3 / 4}}, \\
& =\left\langle\varphi, T^{*}\left(A^{*}+\bar{\rho} I d\right)^{-1} h\right\rangle_{H^{-3 / 4}}-\left\langle(A+B K+\lambda I d+\rho I d)^{-1} \varphi, T^{*} h\right\rangle_{H^{-3 / 4}}, \\
& =\left\langle\varphi, T^{*}\left(A^{*}+\bar{\rho} I d\right)^{-1} h\right\rangle_{H^{-3 / 4}},
\end{aligned}
$$

where $A^{*}$ is the adjoint of $A$.
The above implies that $T^{*}\left(A^{*}+\bar{\rho} I d\right)^{-1} h=0$ in $H^{-3 / 4}$, thus $\left(A^{*}+\bar{\rho} I d\right)^{-1} h \in \operatorname{ker} T^{*}$. Namely, we have deduced that

$$
\left(A^{*}+\bar{\rho} I d\right)^{-1}: \operatorname{ker} T^{*} \rightarrow \operatorname{ker} T^{*} .
$$

Because $\operatorname{ker} T^{*}$ is of finite dimension (recall that $T$ is Fredholm, hence $T^{*}$ is) and not reduced to $\{0\}$ there exists an eigenfunction $h \in \operatorname{ker}\left(T^{*}\right)$ of $\left(A^{*}+\bar{\rho} I d\right)^{-1}$, associated to an eigenvalue $\mu \neq 0$ (since the operator $\left(A^{*}+\bar{\rho} I d\right)^{-1}$ is invertible). Thus

$$
\begin{equation*}
\left(A^{*}+\bar{\rho} I d\right)^{-1} h=\mu h, \tag{E.11}
\end{equation*}
$$

which in particular implies that $h \in H^{3 / 4}$. We immediately deduce that $h$ is an eigenfunction of $A^{*}$ in $H^{-3 / 4}$. Moreover, we know from (E.11) that

$$
A^{*} h=\frac{1-\bar{\rho} \mu}{\mu} h .
$$

Now we would like to conclude that there exists $n \in \mathbb{N}^{*}$ and $C \neq 0$ such that $h=C n^{3 / 4} \varphi_{n}$. Note that since $\left(n^{3 / 4} \varphi_{n}\right)_{n \in \mathbb{N}^{*}}$ is an orthonormal basis of eigenvectors of $A$, it is also a basis of eigenvector of $A^{*}$ (associated to eigenvalues $\left(\overline{\lambda_{n}}\right)_{n \in \mathbb{N}^{*}}$ ). To obtain such a conclusion, we notice that the eigenspaces of $A^{*}$ (in $H^{-3 / 4}$ ) have dimension 1, in particular the dimension of the eigenspace associated to $(1-\bar{\rho} \mu) / \mu$ is one, and therefore there exist some $n \in \mathbb{N}^{*}$ and $C \neq 0$ such that $h=C n^{3 / 4} \varphi_{n}$.
3) From point 2), we know that if $\operatorname{ker}\left(T^{*}\right) \neq\{0\}$ there exists $n \in \mathbb{N}^{*}$ such that $n^{3 / 4} \varphi_{n} \in$ $\operatorname{ker}\left(T^{*}\right)$, thus

$$
\left\langle T \varphi, n^{3 / 4} \varphi_{n}\right\rangle_{H^{-3 / 4}}=0, \forall \varphi \in H^{-3 / 4}
$$

We know that this is impossible: as $T B=B$ holds in $H^{-3 / 4}$, we can take $\varphi:=B$ to achieve

$$
0=\left\langle T B, n^{3 / 4} \varphi_{n}\right\rangle_{H^{-3 / 4}}=\left\langle B, n^{3 / 4} \varphi_{n}\right\rangle_{H^{-3 / 4}}=\frac{b_{n}}{n^{3 / 4}}
$$

which is in contradiction with the fact that $\left|b_{n}\right|$ is uniformly bounded by below. Hence $\operatorname{ker}\left(T^{*}\right)=$ $\{0\}$.

## Appendix F. Adapting the proof of Theorem 2.2 to Theorem 2.4

In this Appendix we briefly comment on the proof of Theorem 2.4 concerning Fredholm-type backstepping of the general skew-adjoint operators, namely the Fourier multiplier $A:=i h\left(\left|D_{x}\right|\right)$ (one can simply regard it as $i\left|D_{x}\right|^{\alpha}$ with $\alpha>1$ even if we deal with the general case for completeness).

Observe that

$$
A \sin (n x)=\lambda_{n} \sin (n x), A \cos (n x)=\lambda_{n} \cos (n x),
$$

in the following we shall only work with odd functions to simplify the notation,

$$
\left(\varphi_{n}, \lambda_{n}\right):=(\sin (n x),-i h(n)) .
$$

Follow the strategy given in Section 3. The operator equality leads to $T B=B$ condition as well as the formal expression

$$
\begin{equation*}
T \varphi_{n}=\sum_{p \in \mathbb{N}^{*}}\left\langle\left(T \varphi_{n}\right), \varphi_{p}\right\rangle \varphi_{p}=-K_{n} \sum_{p \in \mathbb{N}^{*}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda} \tag{F.1}
\end{equation*}
$$

This further leads to study

- The families

$$
q_{n}:=\sum_{p \in \mathbb{N}^{*}} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda} .
$$

- The operators

$$
S: n^{-r} \varphi_{n} \mapsto n^{-r} q_{n} \text { and } \tau: \varphi_{n} \mapsto b_{n} \varphi_{n}
$$

from $H^{r}$ to $H^{r}$ for any $r \in \mathbb{R}$, as well as

$$
\tau_{K}: n^{-r} \tau q_{n} \rightarrow\left(-K_{n}\right) n^{-r} \tau q_{n},
$$

for any $r \in(1 / 2-\alpha, \alpha-1 / 2)$.

Thus

$$
T=\tau_{K} \circ \tau \circ S,
$$

and we shall show that the operators $\tau_{K}, \tau$ and $S$ are isomorphisms from $H^{r}$ to itself for any $r \in(1 / 2-\alpha, \alpha-1 / 2)$, which indeed is equivalent to show that

- for any $r \in(1 / 2-\alpha, \alpha-1 / 2)$, the sequence $\left(n^{-r} q_{n}\right)_{n}$ is a Riesz basis of $H^{r}$;
- the unique candidate $\left(K_{n}\right)_{n}$ verifying $T B=B$ condition satisfies $c \leq\left|K_{n}\right| \leq C$ for $\forall n \in \mathbb{N}^{*}$.
As proposed in Section 3 for any $r \in(1 / 2-\alpha, \alpha-1 / 2)$ we follow a 8 -step strategy to prove the preceding properties: the first one is based on the compactness/duality method (see Steps (1)-(3) and Section 4), while the rest of the steps are devoted to defining $\left(K_{n}\right)_{n}$ (see Section 5). Finally, combining this choice of $\left(K_{n}\right)_{n}$, and the corresponding $T$, with the Riesz basis properties as well as the operator equality, leads to well-posedness of the closed-loop system with the desired decay property.

The compactness/duality method for Riesz basis properties.
By decomposing $S=\mathrm{Id} / \lambda+S_{c}$ we are able to prove that $S$ is a Fredholm operator (of index 0 ) from $H^{r}$ to itself, using the following key estimates
LEMMA F.1. For any $s<\alpha-1$ we have

$$
\begin{equation*}
\sum_{n \in \mathbb{N}^{*} \backslash\{p\}} \frac{n^{s}}{\left|\lambda_{n}-\lambda_{p}\right|} \lesssim p^{1-\alpha+s} \log (p)+p^{-\alpha}, \forall p \in \mathbb{N}^{*} \tag{F.2}
\end{equation*}
$$

LEMMA F.2. For any $r \in(1 / 2-\alpha, \alpha-1 / 2)$, there exists $\varepsilon=\varepsilon(r)>0$ such that the operator $S_{c}$ defined by

$$
S_{c}: \sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r} \varphi_{n} \mapsto \sum_{n \in \mathbb{N}^{*}} a_{n} n^{-r}\left(\sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{\varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)
$$

is continuous from $H^{r}$ to $H^{r+\varepsilon}$. In particular this operator is compact from $H^{r}$ in itself.
These Lemmas are proved exactly as in the case $\alpha=3 / 2$ described in Section 4.
By the Fredholm alternative for Fredholm operators of index 0 , the Riesz basis property of $\left\{n^{-r} q_{n}\right\}$ is equivalent to the $\omega$-independence. We adapt the 3 -step approach proposed in Section 4.3-4.4 to show that $\left(n^{-r} q_{n}\right)_{n}$ is a Riesz basis of $H^{r}$ :

- If $r=0$, then we prove Lemma 4.11 which further leads to the required property.
- If $r \in(0, \alpha-1 / 2)$, then the $\omega$-independence of $\left(n^{-r} q_{n}\right)_{n}$ in $H^{r}$ can be deduced from the $\omega$-independence of $\left(q_{n}\right)_{n}$ in $L^{2}$.
- If $r \in(1 / 2-\alpha, 0)$, then by duality the $\omega$-independence of $\left(n^{-r} q_{n}\right)_{n}$ in $H^{r}$ is equivalent to the dense property of $\left(n^{-r} q_{n}\right)_{n}$ in $H^{-r}$.
This finishes the first part of the proof for Riesz basis properties.
On the construction of $\left(K_{n}\right)_{n}$ for $T B=B$.
We follow Steps (4)-(8) proposed in Section 3 (see Section 5 for more details). Indeed, Steps (5)-(8) are quite similar to the case that $\alpha=3 / 2$, we mainly comment on Step (4). It suffices to deal with the cases that $\alpha \in(1,3 / 2)$.

Step (4): Since $B$ belongs to $H^{-\alpha / 2}$ and $\left(n^{\alpha / 2} q_{n}\right)_{n}$ is a Riesz basis of $H^{-\alpha / 2}$, we are able to solve $T B=B$ in $H^{-\alpha / 2}$ space. Indeed, by further separating $-b_{n} K_{n}$ into a singular part $\lambda$ and a regular part $k_{n}$, as proposed in Lemma 5.2, we are able prove that

$$
\begin{equation*}
\left(k_{n} n^{-\varepsilon}\right)_{n} \in l^{2} \text { for any } \varepsilon>s_{0}:=3 / 2-\alpha . \tag{F.3}
\end{equation*}
$$

Notice that in the case that $\alpha=3 / 2$ the value of $\varepsilon$ can be chosen sufficiently close to 0 , which then leads to the required estimates together with the expression (5.11). However, in the case where $\alpha$ is close to 1 , this expression does not lead to an estimate on $\left(k_{n} n^{\varepsilon}\right)_{n} \in l^{\infty}$ with some $\varepsilon$ positive. In order to obtain our result, we derive by induction an asymptotic analysis of $K_{n}$ at a higher order which depends on $\alpha$. From now on, in order to simplify the notations, we will assume that $b_{n}=1$.

Denote $e_{n}^{0}=\lambda$ and $k_{n}^{0}=k_{n}$. Thus $-K_{n}=e_{n}^{0}+k_{n}^{0}$, and the expression (5.11) becomes

$$
\begin{equation*}
k_{n}=\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{K_{m}}{\lambda_{m}-\lambda_{n}+\lambda}=-\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{e_{m}^{0}+k_{m}^{0}}{\lambda_{m}-\lambda_{n}+\lambda} . \tag{F.4}
\end{equation*}
$$

We shall decompose $k_{n}=k_{n}^{0}=e_{n}^{1}+k_{n}^{1}$ as follows

$$
\begin{equation*}
e_{n}^{1}=-\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{e_{m}^{0}}{\lambda_{m}-\lambda_{n}+\lambda}, k_{n}^{1}=-\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{k_{m}^{0}}{\lambda_{m}-\lambda_{n}+\lambda} . \tag{F.5}
\end{equation*}
$$

It is easy to observe that

$$
\left|e_{n}^{1}\right| \lesssim n^{1-\alpha} \log n \lesssim 1 .
$$

We further get estimates on $\left(n^{-\varepsilon} k_{n}^{1}\right)_{n}$ for $\varepsilon>s_{1}=(1-\alpha)+s_{0}$,

$$
\begin{aligned}
\left\|\left(n^{-\varepsilon} k_{n}^{1}\right)_{n}\right\|_{l^{2}}^{2} & \lesssim \sum_{n \in \mathbb{N}^{*}} n^{-2 \varepsilon}\left(\sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{k_{m}^{0}}{\lambda_{m}-\lambda_{n}+\lambda}\right)^{2} \\
& \lesssim \sum_{n \in \mathbb{N}^{*}} n^{-2 \varepsilon}\left(\sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{\left|k_{m}^{0}\right|^{2}}{\left|\lambda_{m}-\lambda_{n}\right|}\right)\left(\sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{1}{\left|\lambda_{m}-\lambda_{n}\right|}\right) \\
& \lesssim \sum_{n \in \mathbb{N}^{*}} n^{-2 \varepsilon+1-\alpha} \log n\left(\sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{\left|k_{m}^{0}\right|^{2}}{\left|\lambda_{m}-\lambda_{n}\right|}\right) \\
& \lesssim \sum_{m \in \mathbb{N}^{*}}\left|k_{m}^{0}\right|^{2} \sum_{n \in \mathbb{N}^{*} \backslash\{m\}} n^{-2 \varepsilon+1-\alpha} \log n\left(\frac{1}{\left|\lambda_{m}-\lambda_{n}\right|}\right) \\
& \lesssim \sum_{m \in \mathbb{N}^{*}}\left|k_{m}^{0}\right|^{2} m^{2-2 \alpha-2 \varepsilon+\delta} \\
& \lesssim\left\|\left(n^{-s_{0}-\delta} k_{n}^{0}\right)_{n}\right\|_{l^{2}}^{2}<+\infty .
\end{aligned}
$$

If $s_{1}=5 / 2-2 \alpha<0$, namely $\alpha>5 / 4$, then we can conclude that $\left(k_{n}^{1}\right)_{n}$ belongs to $l^{2}$. Therefore, $\left(k_{n}\right)_{n}$ is uniformly bounded, which further yields that $\left(K_{n}\right)_{n}$ is uniformly bounded, thus we obtain the desired $\left(n^{\varepsilon} k_{n}\right)_{n} \in l^{\infty}$ for $\varepsilon \in[0, \alpha-1)$ using the expression (F.4). Otherwise, we have that $s_{1} \geq 0$ and need to continue the iteration procedure to further decompose $k_{n}^{1}$ as $e_{n}^{2}+k_{n}^{2}$ :

$$
\begin{equation*}
e_{n}^{2}=-\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{e_{m}^{1}}{\lambda_{m}-\lambda_{n}+\lambda}, k_{n}^{2}=-\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{k_{m}^{1}}{\lambda_{m}-\lambda_{n}+\lambda} . \tag{F.6}
\end{equation*}
$$

Again it is straightforward to observe that

$$
\left|e_{n}^{2}\right| \lesssim n^{1-\alpha} \log n \lesssim 1
$$

We further get estimates on $\left(n^{-\varepsilon} k_{n}^{2}\right)_{n}$ for $\varepsilon>s_{2}=(1-\alpha)+s_{1}$,

$$
\begin{aligned}
\left\|\left(n^{-\varepsilon} k_{n}^{2}\right)_{n}\right\|_{l^{2}}^{2} & \lesssim \sum_{n \in \mathbb{N}^{*}} n^{-2 \varepsilon}\left(\sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{k_{m}^{1}}{\lambda_{m}-\lambda_{n}+\lambda}\right)^{2} \\
& \lesssim \sum_{n \in \mathbb{N}^{*}} n^{-2 \varepsilon}\left(\sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{\left|k_{m}^{1}\right|^{2}}{\left|\lambda_{m}-\lambda_{n}\right|}\right)\left(\sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{1}{\left|\lambda_{m}-\lambda_{n}\right|}\right) \\
& \lesssim \sum_{m \in \mathbb{N}^{*}}\left|k_{m}^{1}\right|^{2} \sum_{n \in \mathbb{N}^{*} \backslash\{m\}} n^{-2 \varepsilon+1-\alpha} \log n\left(\frac{1}{\left|\lambda_{m}-\lambda_{n}\right|}\right) \\
& \lesssim \sum_{m \in \mathbb{N}^{*}}\left|k_{m}^{1}\right|^{2} m^{2-2 \alpha-2 \varepsilon+\delta} \lesssim\left\|\left(n^{-s_{1}-\delta} k_{n}^{1}\right)_{n}\right\|_{l^{2}}^{2}<+\infty .
\end{aligned}
$$

If $s_{2}=7 / 2-3 \alpha<0$, namely $\alpha>7 / 6$, then we can conclude that $k_{n}$ is bounded thus get the desired estimates. Otherwise, $s_{2} \geq 0$ and we continue the iteration to decompose $k_{n}^{2}$ as $e_{n}^{3}+k_{n}^{3}$.

We use the induction procedure as follows, suppose that for some $I \in \mathbb{N}^{*}$ we have the following (recall that $s_{0}=3 / 2-\alpha, e_{n}^{0}=\lambda$ and $k_{n}^{0}=k_{n}$ ):

$$
\begin{aligned}
& s_{i}:=s_{0}+(1-\alpha) i \geq 0, \quad \forall i \in\{0,1, \ldots, I\}, \\
&-K_{n}=\sum_{j=0}^{i} e_{n}^{j}+k_{n}^{i}, \quad \forall i \in\{0,1, \ldots, I\}, \\
& e_{n}^{i+1}:=-\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{e_{m}^{i}}{\lambda_{m}-\lambda_{n}+\lambda}, \quad \forall i \in\{0,1, \ldots, I-1\}, \\
& k_{n}^{i+1}:=-\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{k_{m}^{i}}{\lambda_{m}-\lambda_{n}+\lambda}, \quad \forall i \in\{0,1, \ldots, I-1\},
\end{aligned}
$$

satisfying,

$$
\begin{aligned}
& \left|e_{n}^{i}\right| \lesssim n^{1-\alpha} \log n \lesssim 1, \quad \forall i \in\{0,1, \ldots, I\} \\
& \left(n^{-\varepsilon} k_{n}^{i}\right)_{n} \in l^{2}, \quad \forall \varepsilon>s_{i}, \forall i \in\{0,1, \ldots, I\}
\end{aligned}
$$

Then we shall define $s_{I+1}:=s_{I}+(1-\alpha)$ and decompose $k_{n}^{I}$ as $e_{n}^{I+1}+k_{n}^{I+1}$ :

$$
\begin{equation*}
e_{n}^{I+1}=-\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{e_{m}^{I}}{\lambda_{m}-\lambda_{n}+\lambda}, k_{n}^{I+1}=-\lambda \sum_{m \in \mathbb{N}^{*} \backslash\{n\}} \frac{k_{m}^{I}}{\lambda_{m}-\lambda_{n}+\lambda}, \tag{F.7}
\end{equation*}
$$

which yields

$$
\left|e_{n}^{I+1}\right| \lesssim n^{1-\alpha} \log n \lesssim 1,
$$

and the estimates on $\left(n^{-\varepsilon} k_{n}^{I+1}\right)_{n}$ for $\varepsilon>s_{I+1}=(1-\alpha)+s_{I}$,

$$
\left\|\left(n^{-\varepsilon} k_{n}^{I+1}\right)_{n}\right\|_{l^{2}}^{2} \lesssim\left\|\left(n^{-s_{I}-\delta} k_{n}^{I}\right)_{n}\right\|_{l^{2}}^{2}<+\infty .
$$

If $s_{I+1}<0$ then we finish the iteration and conclude the proof. Otherwise we continue the iteration until some $M \in \mathbb{N}^{*}$ such that $s_{M}<0$, which is always possible as $\alpha>1$.

- Step (5): thanks to Step (4) we know that $\left(K_{n}\right)_{n}$ is uniformly bounded, thus $T$ is a bounded operator from $H^{r}$ to itself for any $r \in(1 / 2-\alpha, \alpha-1 / 2)$. The same argument as in Section 5.2 yields the operator equality.
- Step (6) can be adapted as follows: we obtain for $f \in H^{-\alpha / 2}$

$$
T f-f=\lambda\left(\sum_{n \in \mathbb{N}^{*}} \frac{f_{n}}{b_{n}} n^{\alpha / 2} \sum_{p \in \mathbb{N}^{*} \backslash\{n\}} \frac{b_{p} \varphi_{p}}{\lambda_{n}-\lambda_{p}+\lambda}\right)+k\left(\tau^{-1} f\right)
$$

where $k$ is still the operator defined in (5.3) which is compact in $H^{r}$ for any $r \in(1 / 2-$ $\alpha, \alpha-1 / 2)$.

- Step (7): the 3 -step procedure provided in Section 5.4 and Appendix E also adapts here to prove that $T$ is an isomorphism from $H^{-\alpha / 2}$.
- Step (8) is exactly the same as in Section 5 with $H^{-\alpha / 2}$ instead of $H^{-3 / 4}$. Indeed, thanks to the preceding step we know that $b_{n} K_{n} \neq 0$, which to be combined with the decomposition $-b_{n} K_{n}=\lambda+k_{n}$, yields the fact that $\left|b_{n} K_{n}\right|$ is uniformly bounded from below.
On the well-posedness of the closed-loop system.
Similar to Section 6 the well-posedness of the closed-loop system

$$
\partial_{t} u=i h\left(\left|D_{x}\right|\right) u+B K(u)=(A+B K) u
$$

in $H^{r}$-space is obtained from the semigroup theory.

- If $r \in(1 / 2-\alpha,-1 / 2)$, then the definition domain of $A+B K$ is considered as regular $D_{r}(A+B K)=H^{r+\alpha}$ and $(A+B K)$ generates a $C^{0}$-semigroup in $H^{r}$.
- If $r \in[-1 / 2, \alpha-1 / 2)$, then the definition domain of $A+B K$ is considered as singular $D_{r}(A+B K)=T^{-1}\left(H^{r+\alpha}\right)$ and $(A+B K)$ also generates a $C^{0}$-semigroup in $H^{r}$.
The rest is identical to the case $\alpha=3 / 2$.
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[^1]:    ${ }^{1}$ One could wonder: why showing this in $H^{-3 / 4}$ while this seems to hold in $L^{2}$ as well? This will become clearer in the next section: it is easier to show first that $T$ is an isomorphism in $H^{-3 / 4}$ rather than in $L^{2}$ and then deduce that $T$ is an isomorphism in $L^{2}$.

