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Abstract

Solidification is a key step in additive manufacturing technology because it determines
the microstructure and performance of the final product. Our work provides the nanoscale
description of relevant solidification processes for polycrystalline Ni by means of molec-
ular dynamics simulations. In particular, we focus on the thermal effects associated
with the characteristic non-stationary conditions of additive manufacturing. Directional
solidification and homogeneous nucleation are investigated as a function of operating
parameters that control the temperature gradient and the cooling rate. We show that a
planar solid/liquid interface propagates at a constant speed, in the presence of a temper-
ature gradient between the melt pool and the solidified region. By adding cooling to the
melt pool, a columnar-to-equiaxed transition can be captured at the nanoscale. If the
undercooling is not sufficient to promote nucleation, a strong instability of the interface
develops, forming protusions. The behaviors observed at the nanoscale are interpreted
in terms of the classical theories of solidification and nucleation.

Keywords: additive manufacturing, molecular dynamics simulations, nickel,
directional solidification, grain growth

1. Introduction

Metal additive manufacturing (AM) is a promising technology that enables complex-
shaped parts with tailored properties to be produced using layer-by-layer deposition.
This technology uses a local high-power heat source, such as a laser or electron beam,
to melt metallic material in the form of powder or wire. The melted material solidifies
as the heat source moves away from the molten region [1, 2, 3, 4]. The main advantage
of AM compared to conventional manufacturing is that it is possible to design complex
shapes in one step, while reducing waste, and eliminating assembly time and cost. Inno-
vative metal AM has already found numerous applications in the automotive, aerospace,
electronics, and biomedical industries [5, 6, 7, 8].
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The columnar-to-equiaxed transition (CET) is central to the control of the solidi-
fied microstructure. In alloy solidification, the main parameters governing CET are the
temperature gradient, the velocity of the solidification front, the cooling rate, and con-
stitutional undercooling. The critical gradient condition for fully steady-state equiaxed
growth with a given density of inoculants has been estimated by Hunt [9] and is com-
monly used as a rough estimate of CET. In order to deal with the specific characteristics
of AM, extensive experimental work (see, for example, [10]) and theoretical studies
have been carried out to predict favorable CET conditions. Modeling AM processes
requires a multiscale approach: the macroscopic scale to record thermal history, the
mesoscopic scale to predict melt pool dynamics, and the microscale to describe mi-
crostructure formation. Process modeling based on finite element methods or compu-
tational fluid dynamics often integrates experimental measurements to predict process
defects such as cracks and pores as well as to estimate surface roughness of the final
parts [11]. At the microscale, stochastic models such as cellular automata and kinetic
Monte Carlo can provide micrographs of grain structures close to those observed ex-
perimentally. Such models nevertheless leave aside many physical phenomena, relying
on effective parameters that are not transferable, but have to be fitted for each new
material of interest [12]. In contrast, phase field modeling provides a much more com-
prehensive description of solidification at the microscale that involves the formation of
dendrites, microsegregation, and precipitation [13]. Phase-field can also be combined
with cellular automaton to study competitive growth of columnar dendritic grains under
temperature gradient [14]. The multiscale phase field method can also be used to de-
scribe heterogeneous nucleation, grain selection, and epitaxial growth to assess the role
of AM parameters in CET [15]. However, at nanoscale, few models report CET, except
for a recent work by Kurian et al. [16], which studied the micro-selective laser melting
process using molecular dynamics (MD) simulations in order to investigate melting and
solidification of a randomly-distributed aluminum nano-powder bed.

Many solidification processes have nevertheless been investigated at the nanoscale
by means of MD simulations. The pioneering work of Lu and Spzunar [17] described
the structural changes induced by rapid solidification. Fast quenching leads to a nonequi-
librium glassy state, while a slow cooling rate results in a crystalline state [18, 19, 20].
The characteristics of a solidification front have been measured by MD in two-phase
metallic systems under isothermal conditions for different orientations of the solid-
liquid interface in order to obtain the kinetic coefficients [21, 22]. The case of directional
solidification has been studied using non-equilibrium MD simulations for Lennard-
Jones systems [23], Al-Cu alloys [24], and CrNi-alloyed steels [25]. Large-scale MD
simulations with several million atoms have been used to study the very first steps of
solidification in various metallic systems. Homogeneous nucleation has been studied at
constant undercooling temperature or by applying a constant cooling rate on a melted
metal [26, 27]. Athermal heterogeneous nucleation through grain refiners in under-
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Figure 1: Schematic representation of the melt pool and thermal processes. The inset corresponds
to the simulated system.

cooled metal has also been investigated by MD simulations [28].
In AM, thermal effects are predominant (see Fig. 1). Indeed, the melt pool is sub-

jected to radiation and Marangoni convection at the same time, inducing an effective
cooling rate on the melt side. In addition, the temperature gradient between the melt
pool and the solidified region produces thermal transfer by conduction on the solid side.
At least two different solidification processes coexist: directional solidification due to
the temperature gradient, and homogeneous nucleation in an undercooled liquid. Het-
erogeneous nucleation can also be observed through the presence of leftover grains and
grain refiners. In the present work, we developed MD simulations of pure nickel sub-
mitted to typical non-stationary thermal conditions specific to AM in order to study
the columnar-to-equiaxed transition. Among metals and alloys, nickel-based alloys are
commonly used in AM [29]. As this study is restricted to pure metal, the microstructure
will result exclusively from thermal effects occurring during solidification processes.
The first representative model (model A) was set up to describe the rapid directional so-
lidification of a textured Ni substrate. The second model (model B) was used to investi-
gate the effect of the cooling rate on the evolution of the microstructure. This approach
allowed us to assess the effects of process parameters on the resulting microstructure at
the nanoscale. In addition, MD simulations were compared to predictions based on the
classical theory of solidification of pure metals and on classical nucleation theory.

2. Methods

The simulations were performed using the Large-Scale Atomic/Molecular Mas-
sively Parallel Simulator (LAMMPS) software [30], and the Embedded Atom Method
(EAM) potential, developed by Purja Pun and Mishin for Ni-Al systems [31]. This
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potential has been extensively used to study reactivity in Ni-Al nanofoils [32, 33]. In
addition, this potential is known to reproduce well the physical and thermodynamical
properties of nickel [34] (See Table 1).

200 nm

50 nm

20 nm
0 nm y x

z

Figure 2: Schematic representation of the model. The laser region is represented in red between
50 nm and 200 nm. The substrate region is represented in blue between 0 and 20 nm.

We considered a pseudo 2D system in a simulation box of 100 nm × 1.4 nm ×
200 nm. As shown in Fig. 2, the system was divided into three regions along the z
direction: a lower region located between 0 and 20 nm kept at a fixed temperature and
named the substrate, a middle region from 20 to 50 nm, and an upper region that was
effectively affected by the laser beam. The y direction was slightly larger than twice the
cut-off distance (rcut) of the potential to avoid multiple interactions. Periodic boundary
conditions were applied in the x and y directions, while the boundary condition was
nonperiodic and shrink-wrapped in the z direction. The system of 25 grains was built
with the Atomsk software [35]. The procedure used to create this polycrystalline sample
is analogous to that used to obtain Voronoi cells, which has already been applied in
previous works [32, 36]. Each grain had its [010] axis aligned with the y direction and
could rotate along the y axis. The equations of motion were integrated using the velocity
Verlet algorithm with a timestep of 1 fs. The atomic positions were visualized with
OVITO [37]. The local atomic environment (i.e. fcc, hcp, or unknown) was determined
using Polyhedral Template Matching (PTM) [38].

Two representative models were prepared: with and without cooling. Different tem-
perature values of the substrate were considered in order to explore a broad range of
microstructures. Typically, the first model (A) allowed us to understand rapid direc-
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tional solidification in a temperature gradient, without cooling. In the second model
(B), a cooling rate was applied to force the system to cool down at a controlled rate, as
observed in AM solidification processes (see [25]).

In model A, the system was first equilibrated at Tsub for 200 ps in the NPT (isothermal-
isobaric) ensemble, followed by another equilibration in the NVT ensemble for 100 ps.
After thermalization, the two extremities of the sample were thermostated in an NVT
ensemble for 2 ns. The laser region extended from 50 to 200 nm (see Fig. 2) and its
temperature was set at 1750 K. The temperature of the substrate was set at Tsub. Note
that, in the central part of the sample, atoms evolved freely as their equations of motion
were integrated into the NVE ensemble. After 2 ns, the hot thermostat was removed but
the cold thermostat was kept until the end of the simulation. We considered 2 different
temperatures for the substrate: Tsub = 300 K and 1000 K, in order to consider two very
different gradients.

In model B, the system was first equilibrated at Tsub for 200 ps in the NPT (isothermal-
isobaric) ensemble, followed by another equilibration in the NVT ensemble for 100 ps.
After thermalization, the two extremities of the sample were thermostated as in model
A. The laser region was set at 1750 K whereas the substrate was set at Tsub for 2 ns. Then
the laser thermostat was removed and replaced by a temperature ramp corresponding to
cooling rates ranging from 75 K/ns to 750 K/ns (see Table 2 for more details). The
substrate thermostat was kept until the end of the cooling process. At the end of the
cooling ramp, which is when the whole system reaches the substrate temperature, Tsub,
the two thermostats were removed, and the simulation of the entire system was carried
out in the NVE ensemble. Six different temperatures of Tsub were considered: 800 K,
900 K, 1000 K, 1100 K, 1200 K, and 1300 K.

Molecular dynamics simulations enable characterization of solidification processes
by means of thermal effects and nucleation. In order to evaluate quantities such as criti-
cal nuclei, nucleation rate, or thermal fluxes, it is necessary to estimate structural param-
eters (latttice parameter), thermodynamic properties (melting temperature, solid/liquid
interfacial energy, latent heat of fusion, heat capacity, etc.) and thermal transport (heat
conductivity). For this purpose, we developed separate MD simulations (see Turlo et al.
[34] for more details). The parameters for Ni are reported in Table 1. The structural or-
der of the Ni crystalline phase is fcc. The temperature evolution of the lattice parameter
a0 was evaluated, and its value at melting point, a(Tm), is reported. The melting tem-
perature was determined with the isothermal two-phase method. The heating-cooling
cycle procedure was used to obtain the other thermodynamic properties: the bulk heat
of fusion LV and the heat capacity Cp (see Appendix A). The heat capacity, which is
proportional to the slope of the relative dependence of the enthalpy on temperature, was
in good agreement with experimental data. Reasonable agreement between experimen-
tal value and MD calculation was also obtained for the latent heat of fusion. The huge
discrepancy between the experimental and MD data for heat conductivity can easily
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parameter symbol MD Exp
bulk melting temperature Tm 1701 K 1728 K
solid/liquid interfacial energy γsl 284 mJ.m−2 364 mJ.m−2 [a]
bulk latent heat of fusion LV 3.052 109 J.m−3 2.35 109 J.m−3 [b]
heat conductivity κ 2.8 W.m−1.K−1 54.182 W.m−1.K−1 [c]
lattice parameter a(Tm) 0.35857 nm
cohesive energy Ni-fcc† E0( f cc) -4.45 eV
cohesive energy Ni-hcp† E0(hcp) -4.43 eV
atomic volume Ω = a(Tm)

3/4 11.55 10−30 m3

atomic mass m0 9.75 10−26 kg
molar volume liquid Vm(liq) 7.43 10−6 m3 [b]
molar volume solid Vm(sol) 7.13 10−6 m3 [b]
molar mass M 58.71 10−3 kg.mol−1 58.69 10−3 kg.mol−1 [b]
heat capacity Cp 655 J.kg−1.K−1 734.4 J.kg−1.K−1 [b]
density (solid) ρ = m0/Ω 8.46 103 kg.m−3 8.20 103 kg.m−3

heat diffusivity Dth = κ/ρ Cp 5.053 10−7 m2.s−1 89.97 10−7 m2.s−1

Table 1: Parameters of pure Ni computed with the EAM-09 interatomic potential and compared to ex-
perimental values or thermodynamic calculations ([a] estimated in the review of Jiang and Lu [39] ; [b]
Thermo-Calc; [c] Assael et al. [40]). Experimental values are given for information only. Most of these
values are discussed in Thurnay [41]. Temperature-dependent parameters are evaluated at the bulk melt-
ing temperature Tm. † Cohesive energies are evaluated at 0 K.

be understood if one considers that the conduction of heat observed in this MD study
with the classical potential accounts only for phonon transport and does not account for
electronic transport. In the present approach, phonon thermal conductivity was com-
puted with non-equilibrium molecular dynamics (NEMD), see Appendix B for details.
In the case of our Ni system, the MD value led to an effective characteristic length of

heat conduction that was shorter than the real one by a factor
√

Dexp
th /DMD

th = 4.2. This
can be considered as an asset in simulations because we can investigate thermal effects
on MD scales, which allows the refinement and validation of existing theories and the
development of new theories for nanoscale systems [42]. After the theoretical model
has been refined, experimental values for material properties can be inserted to generate
reliable predictions, which can be further validated experimentally. In addition, such
theoretical models solved analytically or numerically are much more computationally
efficient, which allows us to cover much greater length and time scales, well beyond the
MD capabilities.

The solid-liquid interfacial energy γsl was determined using the critical nucleus
method [43]. Details are given in Appendix C.
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3. Results

In AM, laser heating imposes dynamic temperature conditions that affect the solidi-
fication process. In order to understand their influence on microstructure formation, we
first considered the role of a temperature gradient between the solidified material and
the melt pool (model A). Next, we introduced the effect of global cooling (model B).

3.1. Model A
After the complete melting of the upper region through laser heating, the system was

divided into 3 regions: a polycrystalline substrate from 0 to 20 nm maintained at Tsub,
a melt pool at 1750 K (> Tm(Ni)), and a solid region between the two (middle region).
The resulting temperature profile at t = 0 ns, after the passage of the heat source, is
depicted in Fig. 3, showing that the steep temperature gradient in the solid part was
established between 20 and 80 nm. The abrupt decrease in the fraction of fcc atoms in
Fig. 3 corresponds to a solid/liquid interface. In the specific initial microstructure of
this simulation, the system was composed of three columnar grains at the interface, as
shown in the snapshot at t = 0 ns.

After the release of the thermostat from the melt pool, solidification proceeded with
propagation of a planar solid/liquid interface in the z direction. We observed that the
melted region shrank while the solidified region increased. This progressively induced
a smoother temperature gradient in the solidified region. As one can see in Fig. 3, the
fraction of fcc atoms in the solid region is not strictly equal to 1 because of grain bound-
aries and point defects. Thus, the thickness of the front was measured as the zone with a
fraction of fcc atoms between 0.02 and 0.95, which never exceeded 10 nm. The position
of the solidification front, associated with the decrease in the fraction of fcc atoms, was
defined as the point where the fraction of fcc atoms is equal to 0.8. This intersection
corresponds to 1650 K, which is slightly lower than the melting point of Ni (1701 K).
The resulting position of the solid/liquid interface is plotted in Fig. 4 as a function of
time for two distinct substrate temperatures of 300 K and 1000 K. The crystallization
velocity was found to be strongly dependent on the temperature of the substrate but
with common features, including a change in slope after some time. By analyzing the
regions with linear time dependence on the position of the solid/liquid interface, we ex-
tracted the corresponding solidification velocities, listed in Fig. 4. During a transient
period (before 3 ns for Tsub = 300 K and 5 ns for Tsub = 1000 K), the instantaneous
velocities were larger than the stationary ones by 2.5-3 m/s. In the stationary regime,
the solidification front velocities were reduced to 11.5 m/s for Tsub = 300 K and 5.5 m/s
for Tsub = 1000 K, suggesting a linear relationship between substrate temperature and
steady-state solidification front velocity. Extrapolating the linear trend set by these two
points to zero velocity would result in a temperature of 1642 K, close to the melting
temperature of Ni (1701 K).
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Figure 3: System (model A) with a substrate maintained at Tsub = 1000 K. (a) Temperature
profiles (solid lines) and the fraction of fcc atoms (dashed lines) at different moments in time.
(b) Snapshots of the sytem at 0, 4, and 8 ns. Color coding: fcc atoms are in green, and un-
known/liquid atoms in light gray.

Solidification in pure metals is entirely controlled by thermal processes [44]. In
the absence of convection, the latent heat of solidification released during solidification
is transported by conduction away from the solid/liquid interface. Conduction can take
place through either the solid or the liquid, depending on the temperature gradients at the
interface. For solid growth at a velocity v with a planar interface, the balance between
heat flow through the solid, heat flow through the liquid, and latent heat released at the
interface reads

κsol Gs = κliq Gℓ+ vLV (1)
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Figure 4: Position of the solid/liquid interface as a function of time in the polycrystalline system
(Model A) with a substrate at 300 K and 1000 K.

where Gs =
(dT

dz

)
sol is the local temperature gradient in the solid, Gℓ =

(dT
dz

)
liq is the

local temperature gradient in the liquid, and LV is the latent heat of fusion. In Model
A, the liquid is superheated, and temperature gradients at the interface in the liquid and
the solid are both positive. If we assume that thermal conductivity is very similar in the
liquid and in the solid κsol = κliq = κ , eq. (1) gives an estimate of the velocity v:

v =
κ

LV
[Gs −Gℓ] (2)

Since the local gradient in the melt pool is weak, the velocity mainly depends on the
temperature gradient in the solidified region. The relationship (2) explains why the
velocity is greater at the beginning of the solidification process when the gradient is
steeper (see Fig. 4). We also understand why the crystallization velocity increases for
decreasing substrate temperatures, since the temperature gradient is larger in this case.

In MD studies, the crystallization velocity is usually estimated at constant tempera-
ture using the two-phase method [31]. The crystallization velocity as a function of tem-
perature and interface orientation was evaluated using this method (see Appendix D).
The velocity depends on the orientation of the Ni interface: v(001)> v(101)> v(111)
and the degree of undercooling. The difference in velocity as a function of orienta-
tion becomes smaller as it approaches the melting temperature. In the case of direc-
tional solidification, investigated in the present work (model A), we estimated the so-
lidification velocity as a function of orientation in the case of an initial system com-
posed of a single grain. The velocity was almost the same for the three orientations:
v(001)∼ v(101)≳ v(111). This is not surprising because the solid/liquid interface cor-
responds to a temperature value close to melting point. It is also supported by the fact
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that the velocities measured in the polycrystalline samples (see Fig. 4) are in the same
range as the crystallization velocity measured by the two-phase method between 1600
K and 1700 K. It is also important to note that the interface (111) was the least mobile
and, thus, was not considered in our polycrystalline sample, as crystal rotations around
the direction [010] did not allow us to establish such an interface. The crystallization
velocity in the case of directional solidification (model A) in polycrystalline samples is
fixed by the temperature gradient rather than by the temperature value at the solidifi-
cation front or by the grain orientation. This observation corroborates the fact that the
front remained flat in the case of a polycrystalline system.

Tsub (K) α (K/ns) morphology t1 (ns) t2 (ns) ∆T (K) ∆Lz (nm)
800 750 C+E 1.27 1.00 551 61.5

375 C+E 2.53 1.73 527 47.8
250 C+E 3.8 2.55 525 27.8

900 375 C+E 2.27 1.60 527 55
1000 750 C+E 1.00 0.84 545 79.4

375 C+E 2.00 1.57 528 60.9
250 C+E 3.00 2.34 530 39.4

187.5 C+E 4.00 2.99 522 34.4
150 C+E 5.00 3.72 520 15.4
75 C 10.00 - - -

1100 375 C+E 1.73 1.50 533 66.1
1200 375 C+E 1.47 1.46 528 70.9
1300 750 C+D 0.6 - - -

375 C+D 1.2 - - -

Table 2: Summary of MD results for Model B as a function of the temperature of the substrate
Tsub and the cooling rate α expressed in K/ns. The morphology is named ’C’ for columnar
grains, ’C+E’ for columnar and equiaxed grains, ’C+D’ for columnar and dentrites; t1 is the
time at which cooling ended, t2 is the time at which the first nucleus appeared, ∆T is the degree
of undercooling at which first nucleation appeared, ∆Lz is the width of the zone with equiaxed
grains.

3.2. Model B
In Model B, a progressive global cooling was imposed in order to mimic the thermal

conditions experienced during AM. As in the previous model, A, the system was com-
posed of a substrate maintained at a given temperature, Tsub, a melt pool, and a solidified
region between the substrate and the melt pool (middle region). Both the solidified and
melted regions were affected by the progressive cooling. Two parameters define the
thermal conditions: the temperature of the substrate, Tsub, and the cooling rate α mea-
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sured in K/ns. All the conditions considered in the present work are reported in Table
2.

Figure 5: System (Model B) submitted to a cooling rate α = 375 K/ns with a substrate maintained
at Tsub = 1000 K. (a) Temperature profiles (solid lines, left axis) and fraction of fcc atoms (dashed
lines, right axis) at different times during the global cooling. (b) Snapshots of the sytem at 0.3,
1.6, 2, and 2.4 ns. Color coding: fcc atoms are in green, hcp in red, and unknown/liquid atoms
in light gray.

The temperature profile and the associated fraction of fcc atoms are depicted in Fig.
5 at different times for Tsub = 1000 K and α = 375 K/ns. Time t = 0 ns corresponds to
the time at which the heat source was released. We observed a solidified region ranging
from 15 to 85 nm between the substrate and the solidification front. The solidification
front separating the solid and liquid regions was located at 1650 K, close to the melting
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point. A temperature gradient of about 8.75 K/nm was established in this solid region,
whereas most of the liquid region was at the melting temperature of Ni. Because of the
imposed cooling, the liquid went from a superheated to a supercooled state. The tem-
perature profile at 0.8 ns showed a peak reflecting the exothermicity of the solidification
process, whereas most of the liquid region was at a temperature lower than the melting
point of Ni. The solidification front was located precisely at the peak of the temperature
front. From 0.8 ns to 1.6 ns, the solidification front propagated forward, resulting in
columnar grain growth. At 1.6 ns, a small peak of fcc phase was observed in the liquid
region, reflecting the appearance of a nucleus of crystalline phase. After 1.6 ns, grains
appeared uniformly and randomly in the liquid region. At 2 ns, the exothermic peak
in the temperature profile was less pronounced because of the homogeneous nucleation
and growth of the crystalline grains, increasing the overall temperature in this previ-
ously liquid region. After 2.4 ns, the upper region was completely filled with randomly
oriented and randomly distributed Ni grains. By comparison with model A, the cooling
imposed in model B induced a drastic change in the microstructure, with the coexistence
of columnar and equiaxed grains (see Fig. 5b).

In the case of a substrate at Tsub = 1000 K, the influence of the cooling rate α was
evaluated to be in the range of one order of magnitude from 75 K/ns to 750 K/ns. We
observed that the cooling rate modified the time at which the first nucleus appeared (t2
in Table 2). The higher the cooling rate, the faster nucleation occurred. Consequently,
the zone of equiaxed grains ∆Lz was thicker for greater cooling rates. The position of
the solidification front as a function of time is reported in Fig. 6. The typical curve is
convex, in comparison with Model A (see Fig. 4). This means that the instantaneous
velocity progressively increased with the degree of undercooling of the melt pool. Fur-
thermore, greater cooling rates correspond to faster solidification. After first nucleus
appearance (black diamond in Fig. 6), columnar grain solidification ceased in favor of
equiaxed grains.

The only difference between model A and model B was the imposed cooling rate.
In model A, the solidification developped in a superheated fluid and the front kept its
planar shape. In contrast, in model B, the solid grew in a supercooled liquid and the heat
was conducted away from the front in the liquid due to the negative gradient Gℓ < 0, as
shown in Fig. 6, in the case of a cooling equal to 375 K/ns. Equation (1) still holds and
the velocity reads

v =
κ

LV
[Gs + |Gℓ|] (3)

The negative temperature gradient in the liquid Gℓ significantly decreased until it reached
a minimum when the first nucleus appeared. This observation explains why the instanta-
neous velocity increased during the associated solidification stage. After that stage, the
heat released by the formation of solid grains in the liquid thwarted the cooling, which
became less efficient. In Fig. 5 at t = 2 ns, we noted that the peak corresponding to
solidification was less pronounced, when compared to previous times. Each grain for-
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Figure 6: Position of the solid/liquid interface as a function of time for a substrate at 1000 K;
different cooling rates are shown as solid lines. Local temperature gradients in the solid Gs and
the liquid Gℓ around the solidfication front at a cooling rate of 375 K/ns are shown as dash-dotted
and dashed lines, respectively.

mation released heat in the liquid region and, consequently, the melt pool temperature
increased. Figure 7 shows the instantaneous solidification front velocity of columnar
grains in representative cases of Table 2. For a given cooling rate (α = 375 K/ns), the
substrate temperature, Tsub, has a limited impact on front velocity. This is due to the
fact that Gs in eq. (3) is the local temperature gradient evaluated on the left side of
exothermic peaks (see Fig. 5a) rather than the global temperature gradient established
in the solidified region. In the case of columnar and equiaxed grain microstructure, ve-
locity increased as a function of time. This is related to the increase in magnitude of
the temperature gradient in the liquid Gℓ during cooling. The increase in v is thus more
pronounced for greater cooling rates. Due to the formation of equiaxed grains in the
melt, the front associated with columnar grains either stopped or slowed down before
stopping. For a very low cooling rate (75 K/ns), the velocity was almost constant over
4 ns before a slight increase. The front reached the system edge before the degree of
undercooling (∆T = Tm −T = 450 K) was sufficient for homogeneous nucleation.

The crystallization velocity is also a function of the degree of undercooling (see
Appendix D for more details):

v = K
Tm −T

T
exp

(
− Q

kBT

)
(4)

where Q is the activation enthalpy, kB is the Boltzmann constant, and K is a constant.
According to eq. (4), the velocity increases as a function of the degree of undercool-
ing Tm − T . In contrast, the formation of equiaxed grains, which occurred at around
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Figure 7: Instantaneous velocity as a function of time for different Tsub and different cooling rates
α .

the same degree of undercooling (500-600 K) for all systems (see Table 2), led to a
drastic change in the local temperature gradient due to the release of heat associated
with nucleation. The nucleation provoked a slowing down of the velocity at a charac-
teristic time corresponding to the target degree of undercooling. As a consequence, the
local temperature gradient in the liquid reached about the same minimum value (-20
K/nm) whatever the cooling rate or substrate temperature (see Fig. 6). The velocity
at columnar-to-equiaxed transition was in the range of 60-65m/s, corresponding to this
specific degree of undercooling.

During the propagation of solidification from 0 to 1.6 ns, the front progressively lost
its planar shape, developing a characteristic rounded grain shape at the interface. This is
also reflected by the greater thickness of the front. We observed a typical microstructure
of columnar and equiaxed grains for most of the parameters considered, except for a
high substrate temperature value (see Table 2). Homogeneous nucleation began when
the degree of undercooling of the melt pool reached a value in the range 500 K - 600 K,
whatever the substrate temperature Tsub and the cooling rate α . Is it possible to interpret
this observation in terms of Classical Nucleation Theory (CNT)? In CNT, the rate of
homogeneous nucleation I reads [27]

I = I0 exp
(
− A

T 3(∆T )2

)
(5)

with

A =
16πγ3

SLT 4
m

3kBL2
V

(6)
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(a) (b)

Figure 8: Normalized nucleation rate I/I0 (eq. (5)) (a) and critical radius (b) as a function the degree of
undercooling.

where I0 is a coefficient that depends on the interface temperature and free energy. The
factor A is a constant that depends on the solid-liquid surface energy and latent heat of
solidification. The normalized rate I/I0 is plotted in Fig.8a as a function of the degree
of undercooling for the parameter values corresponding to the MD simulations (see
Table 1). The nucleation rate strongly depends on the degree of undercooling. No
nucleation was expected below ∆T = 500 K. The critical temperature Tcr corresponds
to the maximum of the nucleation rate: Tcr = 3Tm/5 = 1026 K, i.e. ∆T = 684 K. This
estimate is in good agreement with the range of undercooling where nucleation was
observed in MD simulations. The experimental estimate is that the critical nucleation
temperature is between 0.5 and 0.6 times the melting temperature.

According to CNT, the critical radius r∗ of a spherical nucleus depends on the degree
of undercooling ∆T = Tm −T :

r∗ =
2γsl

Lv

Tm

∆T
(7)

The corresponding number of atoms in a critial nucleus is

N∗ = 4× 4π

3
r∗3/a3

0 (8)

where the factor 4 stands for the number of fcc atoms/unit cell. In simulations, the
degree of undercooling ∆T , at which nucleation appears, is in the range [500-600 K].
The critial radius r∗ is thus between 0.66 nm and 0.75 nm, corresponding to N∗ between
100 and 160 atoms. The critical radius predicted by CNT with MD parameters is plotted
in Fig. 8b for the degree of undercooling corresponding to the appearance of the first
nucleus. We note that the critical nucleus is almost the same in all simulations and
smaller than the size of the simulation box along the y axis, thus avoiding any simulation
artifacts.
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Figure 9: Cluster analysis: number of clusters, mean cluster size, and size of the largest cluster as
a function of time. Size is measured in terms of the number of atoms in the cluster (Tsub = 1000
K and α = 375 K/ns)

Nucleus formation dynamics is of primary importance in the final microstructure
after solidification. In order to describe the dynamics, we analyzed the instantaneous
system state at different times after the first nucleation during the growth process. Nuclei
were identified by deleting all non-fcc/liquid atoms and then using the cluster analysis
available in Ovito. A nucleus is defined here as a set of connected atoms, each of
which is within the reach of the other atoms in the same cluster. The cutoff distance
was set at 2.5 Å, which is the distance between nearest neighbors in the fcc structure.
The results are presented in Fig. 9. From 1.6 ns, the number of clusters increased,
reaching its maximum at 1.8 ns. A maximum of fifteen clusters was observed. Note
that the number of clusters does not correspond to the rate of nucleation (eq. (5)): it
corresponds to the cumulative nucleation rate minus the clusters that disappeared due
to coalescence. The mean cluster size remained lower than 5000 atoms. It corresponds
to small clusters that are larger than the critical size. Note that the critical nucleus size
decreases during system cooling, which ends at 2.5 ns (see eq. (7)). We also followed
the size of the largest cluster. At the very beginning, there is competition between
clusters of similar size and the largest one may differ from time to time. At 1.75 ns,
the largest cluster was clearly identified. It grew significantly because of adhesion of Ni
atoms that diffused in the liquid and came into contact with existing clusters. After 1.8
ns, the number of clusters decreased following coalescence between isolated clusters
or with columnar grains. Coalescence was associated with an increase in mean cluster
size. Fluctuations in cluster numbers correspond to a detach/attach process between 2
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or more adjacent grains. After 2 ns, the number of clusters decreased and their mean
size stabilized. During the growth process of equiaxed grains, columnar grains extended
in the direction of solidification (z > 0), but their growth progressively slowed due to
the growth of equiaxed grains. Fluctuations in the size of the largest cluster reflect
the attachment/detachment of the grain with columnar grains. At 2.3 ns, all grains
were connected. At 2.5 ns, most of the system was solidified, with the coexistence
of columnar and equiaxed grains. Grain boundaries were occupied by atoms with no
well-defined structure (termed unknown atoms) and can be considered disordered grain
boundaries.

Figure 5b shows that nuclei appeared randomly in the melt. In the front view pro-
vided by the snapshots, we first see the formation of round nuclei. These initial critical
spherical nuclei (r < 0.7 nm) grew in the form of disks due to their extent being limited
in the y direction. Each grain is made of fcc (green) and hcp (red) atoms. As the differ-
ence in cohesive energy per atom for fcc and hcp is very small (less than 0.03 eV; see
Table 1), any thermal fluctuation may cause the formation of hcp Ni atoms, leading to
the formation of nanotwinned grains.
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Figure 10: System (Model B) submitted to a cooling rate α = 375 K/ns with a substrate main-
tained at Tsub = 1300 K. (a) Temperature profiles (solid lines, left axis) and fraction of fcc atoms
(dashed lines, right axis) at different times during global cooling. (b) Enlarged view of tempera-
ture profiles (solid lines, left axis) and fraction of fcc atoms (dashed lines, right axis) restricted to
the bottom and tip of the protrusion, at 5 ns. The slice over which spatial binning was calculated
is shown in the snapshot (c) Snapshots of the system at 0.4, 2.2, 3, and 5 ns. Color coding: fcc
atoms are in green, and unknown/liquid atoms in light gray.
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Let us now consider the case of a substrate at 1300 K (see Fig. 10). Here we
considered a system twice as long in the z direction (Lz = 426 nm). At t = 0 ns, laser
heating was removed, and the region ranging from 50 nm to 426 nm was submitted to
a cooling rate of 375 K/ns. The temperature profile at t = 0.4 ns depicted in Fig. 10a
corresponds to a liquid region at 1600 K and a solid region submitted to a temperature
gradient. The limit between the solidified region and the liquid pool is delineated by the
abrupt decrease in the fraction of fcc atoms. In about 1 ns, the melt pool cooled down
to the substrate temperature Tsub = 1300K. This corresponds to an undercooled melt
pool. The degree of undercooling ∆T = 410K did not allow spontaneous nucleation
(see Fig. 8a). The nucleation rate is almost zero, contrasting with the formation of
nuclei observed for a substrate temperature at 1000 K. When cooling ended, the system
evolved into adiabatic conditions (NVE ensemble). Figure 10a depicts the temperature
profiles and fraction of fcc atoms at different times under these specific conditions. At
1.4 ns, the temperature peak due to the release of latent heat was evacuated into the solid
and liquid parts. At 2.2 ns, this peak became higher, while the temperature gradient
in the solidified region became smoother. For later times, this tendency became more
pronounced, with a smooth gradient in the solid part and a sharp one in the liquid around
the solidification front.

In solidification theory [44], it is well known that when a solid grows in an under-
cooled liquid, a planar solid/liquid interface is unstable. At 2.2 ns, we observed that
protrusions located in the central columnar grain developed at the interface to form a
cellular structure with fingers (snapshot in Fig. 10). At later times (for instance, 3 ns
and 5 ns), these fingers extended, with a marked bottom and tip. In Fig. 10b, we plotted
the temperature profiles and the fraction of fcc calculated in a slice containing the tip or
the bottom of the finger. A striking fact is that the thickness of the solidification front
between the tip and the bottom increased significantly between 3 and 5 ns. In Fig. 10b,
we see that the heat released at the tip can only be conducted in the liquid (Fig. 10b -
circle in red) when the local gradient is very steep. Local temperature Ttip ∼ 1450 K is
lower than the melting point. The heat released at the finger bottom is conducted in both
solid and liquid parts. The local temperature Tbottom ∼ 1698 K is close to the melting
point, Tm (Fig. 10b - circle in red). The positions of the tip and the bottom are plotted
as a function of time in Fig. 11a. As expected, the velocity of the tip vtip is greater than
that of the bottom: vbottom. The difference in position between the tip and the bottom
increases as a function of time, indicating the progressive extent of the fingers observed
in the snapshots. Heat is conducted away from the tip in the liquid, due to the local
steep temperature gradient in the liquid part. Due to the Gibbs-Thomson effect [44], the
solidification velocity at the tip reads

vtip =
κliq

LV

1
r

∆T0

(
1− r∗

r

)
(9)

where ∆T0 is the degree of undercooling, r∗ is the corresponding critical radius, and r
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(a)
(b)

Figure 11: (a) Position of the finger tip and bottom as a function of time. (b) Theoretical estimate of tip
velocity as a function of the characteristic size of the finger (see eq. 9).

is the characteristic size of the tip. Given the parameters (see Table 1), the theoretical
value of the tip velocity is given in Fig. 11b. The measured value of the tip is close
to 50 m/s, corresponding to a characteristic size of 6 nm, in good agreement with our
observations.

As shown in Table 2, the microstructure observed after solidification depends on
both substrate temperature, Tsub, and cooling rate, α . The value of Tsub modifies the
steepness of the temperature gradient in the solid region between the substrate and the
solidification front. This temperature gradient becomes smoother as the solid/liquid
interface moves forward. In addition, since Tsub is the temperature of the melt pool after
completion of cooling, its value gives the degree of undercooling. In the case of low
values, Tsub ≤ 1200 K, the final structure corresponds to the coexistence of columnar
and equiaxed grains. For values Tsub ≥ 1300 K, we observed columnar grains and the
development of protrusions associated with solidification front instability. In this case,
the degree of undercooling was never high enough for homogeneous nucleation, since
the rate of homogeneous nucleation is almost zero.

4. Conclusions

In the present work, molecular dynamics (MD) simulations were used to provide
in situ observations of solidification during additive manufacturing (AM). The thermal
conditions to which the system is submitted during AM are dynamic. The temperature
gradient between the solidified region and the melt pool is constantly evolving. Thus,
conduction of heat away from the solid/liquid interface takes place in non-stationary
conditions. In addition, thermal radiation and convective cooling of the melt pool induce
a progressive cooling of the liquid region. Molecular dynamics simulations allow us to
reproduce these conditions in a nano-box system corresponding to the close vicinity of
the solidification front.
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We first analyzed the case of directional solidification in a non-stationary tempera-
ture gradient. The steepness of the temperature gradient is directly related to the sub-
strate temperature Tsub. A low Tsub value increases the temperature gradient in the solid
region (Gs), leading to rapid propagation of the solid/liquid interface in the direction of
the gradient. The heat release by conduction in the solidified region determines the front
characteristics (velocity and stability). The microstructure is a typical columnar struc-
ture. The solid/liquid interface remains flat, expect at grain boundaries, where grain
boundary grooving was observed.

When the cooling of the melt pool is taken into account, the situation is completely
different. Heat is conducted away from the interface in both solidified and melted re-
gions, leading to an intrinsically unstable solid/liquid interface, with the development
of rounded columnar grains. In addition, when the undercooling induced by the cool-
ing was sufficient, we observed spontaneous nucleation of seeds in the melt pool and
growth of equiaxed grains. These randomly oriented grains impede further propagation
of columnar grains.

The faster the cooling, the faster the equiaxed grains appeared, leading to a large
region with equiaxed grains. The propagation velocity of columnar grains is directly re-
lated to the temperature gradients from either side of the interface, in the solid (Gs) and
liquid (Gl) regions. A greater cooling rate promotes the propagation of columnar grains
by increasing their velocity. So the same operating parameter (cooling rate) influences
the two competing solidification modes (directional solidification and homogeneous nu-
cleation). The maximum degree of undercooling ∆Tmax depends on the substrate tem-
perature: ∆Tmax = Tsub−Tm. If ∆Tmax is not in the appropriate range, the nucleation rate
vanishes. In this case, the columnar grains continued to grow, but thermal instability led
to grain fingering, very similar to dendrite formation.

Although the length scale is nanometric, molecular dynamics simulations repro-
duce the complex behavior associated with solidification during additive manufacturing.
With complementary simulations, we were able to evaluate the structural and thermo-
dynamic parameters of Ni associated with the EAM potential [31]: latent heat of fusion,
solid/liquid interfacial energy, heat conductivity, ... (See Appendices A-C). This study
allowed us to compare the behaviors at nanoscale to those expected in the framework of
the classical solidification theory. The main conclusion is that predictions of the solidi-
fication theory of pure metals still hold at the nanoscale. Another interesting conclusion
of the present work is the observation of CET in a pure metallic system. Here, the
CET is driven exclusively by thermal conditions. The next step is to consider systems
with inoculants in the melt pool, in order to further control the CET, as is usual in ex-
periments. In addition, through the detailed characterization of relevant parameters, we
could consider supplementing this study with simulations at mesoscopic scales [45, 46].
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Appendix A

In order to estimate the latent heat of fusion, LV , we considered a bulk system of
5.28 nm × 5.28 nm × 5.28 nm at zero pressure, thermalized at T = 100 K. Periodic
boundary conditions were imposed in all directions. The sample was then heated with
a temperature ramp of 50 K over 50 ps in the NPT ensemble, and then relaxed at con-
stant temperature in the NPT ensemble over 50 ps, and in the NVT ensemble over 10
ps. Quantities were measured in the NVE ensemble over 10 ps. The corresponding
average heating was ∼ 450 K/ns. This procedure was repeated until complete melting
of Ni at 3000 K. Note that the melting temperature of the bulk is higher than the ther-
modynamic melting temperature (Tm), because the crystal is perfect, without any free
surfaces or imperfections. The system was then cooled with a temperature ramp similar
to that imposed for the heating process. A rough estimation of the melting temperature,
Tm = T++T−−

√
T+T−, is deduced from the temperature for the maximum degree of

superheating (T+) and supercooling (T−) [47].
The latent heat of fusion is determined at the melting point of the bulk system (1701

K) as the difference between the enthalpy of the solid phase and the enthalpy of the
liquid phase. The latent heat of fusion is estimated at 0.22 eV, equivalent to 21.23 106

J/kmol (Fig. 12a). The experimental reported value in the range between 17.03 106

J/kmol and 18.90 106 J/kmol [41] is slightly lower than the value measured in MD. The
volume per atom (Vat) is estimated at 11.55 Å3 (Fig. 12b) at the melting temperature of
Ni (1701 K, value of the potential [31]).

Figure 12: (a) Enthalpy as a function of temperature. (b) Volume per atom as a function of
temperature. Latent heat of fusion LV and volume per atom Vat are evaluated at melting point
(dotted red line).

The molar volume is Vm = Vat × NA = 0.006955 m3/kmol. Note that the molar
volume estimated with the potential at ambient temperature 0.006612 m3/kmol is close
to the experimental value 0.006590 m3/kmol. Finally, the latent heat of fusion, LV ,
expressed in appropriate units, is equal to 21.227 106/Vm = 3.052 109 J/m3. This value
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slightly differs from the experimental estimation (2.53 109 J/m3). Nevertheless, this
indicates good adequacy of the potential to determine the latent heat of fusion.

Appendix B

Figure 13: (a) κ as a function of the simulation box length for the considered temperatures. Symbols are
the numerical results. Lines are the corresponding fits. (b) Bulk thermal conductivity results as a function
of temperature compared with the values reported by Levchenko et al. [48] and Turlo et al. [34] . These
two authors computed κ with the Green-Kubo approach, using Mishin 2004 (M04) [49] and Purja Pun
and Mishin 2009 (M09) [31] potentials for Ni.

Phonon thermal conductivity was computed with non-equilibrium molecular dy-
namics (NEMD) [50]. We considered a periodic simulation box elongated in the z
direction, with a cross-section of 20 × 20 lattice units (i.e. 7.04 nm × 7.04 nm). This
system was equilibrated at T in an isothermal-isobaric ensemble (NPT) over 0.2 ns.
Then it was divided into 20 bins. The first bin defines the hot region maintained at
T + 50 K, while the middle bin (i.e. 11) is the cold region thermalized at T − 50 K.
Two distinct Langevin thermostats were used. The Langevin damping parameter was
set equal to 0.1 ps. The equations of motions of the atoms outside the thermostated
regions were integrated into the NVE ensemble. A run of 0.28 ns was long enough to
obtain a steady state temperature profile between heat sink and heat source. The ener-
gies added/removed by the two thermostats and the temperature profile between the two
regions were monitored and averaged for 0.1 nanoseconds. Thermal conductivity was
computed using Fourier’s law :

κ =− J
dT/dz

(10)

where J is the heat flux and dT/dz is the thermal gradient between the two thermostated
regions. In the case of solids, finite size effects have to be taken into account. The
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distance between the two thermostats limits the phonons’ mean free path that lowers
thermal conductivity compared to bulk values. This was overcome by computing ther-
mal conductivity with samples of different lengths. Bulk thermal conductivity was then
estimated by extrapolating reciprocal thermal resistivity 1/κ versus reciprocal system
length (1/Lz). Note that, in metallic melts (or liquids) the phonon’s mean free path for
heat transport is much shorter than the distance between the two thermostats since it is
meanly due to collisions between close neighbors. That lead us to simulate between 40
and 100 lattice units (i.e. 14.08 nm to 35.2 nm) along the z-direction and nine tempera-
ture values were considered: T = 300 K, 500 K, 800 K, 1100 K, 1300 K, 1500 K, 1900
K, 2100 K, and 2300 K (see Fig. 13).

Appendix C

In order to estimate solid-liquid interfacial energy γSL, we built a pseudo 2D system
with a solid Ni cylinder surrounded by liquid Ni. Periodic boundary conditions were
imposed in all directions. The entire sample was thermalized at a target temperature in
the NPT ensemble for 200 ps, followed by the NVT ensemble for 100 ps. The liquid
phase around the cylinder was introduced by heating the liquid region in the NPT en-
semble for 200 ps and the NVT ensemble for 100 ps to 2500 K (Fig. 14a). The entire
sample was then maintained in the NPT ensemble for 5 ns at the target temperature.
Several radii were considered: 1.79 nm, 3.58 nm, 7.17 nm, 14.34 nm, and 17.93 nm.
Given a particle radius, we chose a large set of target temperatures in order to find its
melting point.

According to the classical nucleation theory, since there is no interaction between
solid and liquid for the flat face of the cylinder, the Gibbs free energy for a cylinder
can be expressed as ∆G = −πr2h∆gV + 2πrhγSL, where h is the cylinder height, r the
cylinder radius, and ∆gV is the Gibbs free energy per volume unit. The critical radius
rc is obtained when the first derivative of the Gibbs free energy is zero. Moreover, ∆gV
can be approximated by ∆gV ∼ LV ∆T/Tm. The critial radius r∗ is then expressed as
r∗ = (γSL ×Tm)/(LV ×∆T ), where ∆T = Tm −T the degree of undercooling at which
the cylinder melts. By considering the values reported in Table 1, the simulation results
were fitted by this expression in order to obtain the solid-liquid interfacial energy γSL =
284 mJ.m−2 (Fig. 14b).

Appendix D

Two-phase systems were considered, with a solid/liquid interface perpendicular to
the x direction. The crystallization velocity of Ni was determined for three orienta-
tions (100), (110), and (111) of the solid/liquid interface. The following procedure was
considered:
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Figure 14: (a) Snapshot of the solid particle, in green, surrounded by the liquid, in gray. (b)
Inverse of the critical radius as a function of the degree of undercooling. Red dots are the
simulation results. Black curve is the fit used for the interfacial energy estimate

i We built a fcc-Ni system elongated in the x-direction at the target temperature T ,
with the appropriate lattice parameter and orientation. Typical sizes (Lx ×Ly ×Lz)
of the system for the orientation (100), (110), (111) were 85.36×4.27×4.27 (nm),
120.71× 6.04× 4.27 (nm) and 147.84× 6.03× 6.97 (nm), respectively. Periodic
boundary conditions were imposed in all directions. The whole system was then
relaxed at the target temperature T in the NPT ensemble for 1 ns.

ii One half of the sample was frozen and the other half (i.e between 0 and Lx/2) was
melted in the NPT ensemble for 1 ns at a temperature Tsup = 3000 K, much higher
than the melting temperature estimated with the EAM potential, in order to ensure
complete melting and produce a liquid phase.

iii Finally, the simulation was carried out in the NPT ensemble for 2.5 ns at the target
temperature T for the whole system. If the target temperature is below the melting
temperature (Tm = 1701 K), the interface moves toward the right and the system
crystallizes (Table 15a). If the target temperature T is above the melting tempera-
ture, a melting front propagates to the left and the system melts completely.

We considered 7 target temperatures below the melting temperature: 1100 K, 1200
K, 1300 K, 1400 K, 1500 K, 1600 K, and 1700 K. In order to estimate the solid/liquid
interface velocity, the front position was followed and compared to the position of a
reference atom in the solid phase (Table 3). We observed that the solid/liquid interface
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Figure 15: (a) Schematic representation of the system. (b) Solid/liquid interface velocity of the
three orientations (100), (110), and (111) as a function of the degree of undercooling.

velocity depends on the degree of undercooling. The Wilson-Frenkel model was used to
approximate temperature dependence (Eq. 4). In addition, the crystallization velocity is
consistent with the sequence v (100) > v (110) > v (111), reported in the literature.

T (K) v (100) v (110) v (111)
1100 90.95 59.98 39.53
1200 75.68 52.56 35.05
1300 63.07 42.55 30.20
1400 45.41 32.34 24.38
1500 26.80 22.51 18.85
1600 15.53 13.09 12.08
1700 3.41 2.71 4.89

100 110 111
K 488.1 531.2 775.1
Q (J) 1.6310−20 2.4110−20 3.6510−20

Table 3: Left: Crystallization velocity (in m/s) calculated with the two-phase method at different temper-
atures and for different interface orientations. Right: Wilson-Frenkel parameters obtained from the fit by
eq. (4).
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