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MAPPING HYDRODYNAMICS FOR THE FACILITATED EXCLUSION AND

ZERO-RANGE PROCESSES

CLÉMENT ERIGNOUX, MARIELLE SIMON, AND LINJIE ZHAO

Abstract. We derive the hydrodynamic limit for two degenerate lattice gases, the facilitated ex-

clusion process (FEP) and the facilitated zero-range process (FZRP), both in the symmetric and

the asymmetric case. For both processes, the hydrodynamic limit in the symmetric case takes the

form of a diffusive Stefan problem, whereas the asymmetric case is characterized by a hyperbolic

Stefan problem. Although the FZRP is attractive, a property that we extensively use to derive its

hydrodynamic limits in both cases, the FEP is not. To derive the hydrodynamic limit for the latter,

we exploit that of the zero-range process, together with a classical mapping between exclusion and

zero-range processes, both at the microscopic and macroscopic level. Due to the degeneracy of both

processes, the asymmetric case is a new result, but our work also provides a simpler proof than the

one that was previously proposed for the FEP in the symmetric case in [8].

1. Introduction

Recently, the mathematical understanding of free boundary problems has generated ongoing interest

in the scientific community. The so-called Stefan problem introduced by J. Stefan in [27] typically

describes the temperature distribution in a homogeneous medium which is subject to a phase change.

Assuming that heat linearly diffuses, one can write the evolution equation of both separate phases,

with the separation interface allowed to evolve in time. Let us define for instance the liquid region

as the domain where ρ > 0 and the solid region where ρ = 0. In one dimension, the mathematical

formulation of the Stefan problem is the following: find a curve x = Γ(t) and a function ρ(x, t) ⩾ 0

such that  ∂tρ = D∂2xxρ, if 0 < x < Γ(t),

ρ(x, t) = 0, if x ⩾ Γ(t),
and

dΓ

dt
= −∂xρ(Γ(t), t), (1.1)

plus initial and boundary conditions. Physically speaking, the second condition on the free boundary

Γ(t) translates the presence of latent heat at the phase transition. The mathematical solution to (1.1)

is usually obtained via the weak formulation and the regularity of Γ(t) can be analyzed (see e.g. [22]

for a review).

Such a macroscopic behavior has been lately derived in [8] from a one-dimensional underlying mi-

croscopic system of interacting particles, whose dynamics is generated by a Markov jump process with

degenerate jump rates. The approach followed by the authors is based on a mathematical procedure

called hydrodynamic limit, i.e. the macroscopic behavior is obtained via a long-time and large-space
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scaling limit (see for instance [20] for a review). The underlying microscopic model is called facilitated

exclusion process (FEP), and belongs to the class of exclusion processes, with kinetic constraints, which

have attracted a lot of interest in recent years due to their rich and complex behavior. In the FEP,

particles are spread on the one-dimensional discrete lattice, satisfying the exclusion rule which autho-

rizes at most one particle per site. Each particle performs random jumps to one of its two neighboring

sites, providing that: (i) the neighboring site to which the jump is directed is not occupied by another

particle, (ii) the other neighbor is occupied by a particle. If particles choose one of the two neighboring

sites with equal probability, the FEP is called symmetric, otherwise asymmetric. As a result of the

second hard constraint (ii), the FEP exhibits two phases, one said frozen, where particles quickly stop

moving, and the other one active, where particles adopt a diffusive behavior. Both phases are sepa-

rated at a critical value for the density of particles given by ρc =
1
2 . The facilitated exclusion process

has been widely explored in the recent years after being introduced by [25] in 2000. On one hand, in

the physics literature, the critical behaviors, such as the critical density and the critical exponents, in

different dimensions have been investigated in [5, 10, 21]. In [14] the authors found the phenomenon

of jump continuity at the leading edge of rarefaction waves, which is quite different from asymmetric

simple exclusion. They also formally derive the macroscopic behavior of the particle density when

the initial profile is a step function (with two constant densities ρ± to the right and to the left of the

origin), and they predict the shock waves phenomenon, which is a consequence of the hydrodynamic

limit proved in this paper. On the other hand, in the mathematics literature, the stationary states

of the facilitated exclusion, either in the continuous or discrete time setting, have been studied in

[2, 9, 15, 16, 17]. Limit theorems have also been proved in [4] for the position of the rightmost particle

starting from step initial condition.

The one-dimensional symmetric FEP has recently been under significant scrutiny. For instance,

the diffusive hydrodynamics of the supercritical phase (ρ > 1
2 ) had been investigated in [7]. Then,

in [8], it has been proved that, starting from an initial density profile ρini with both supercritical

and subcritical regions, the hydrodynamics for the symmetric FEP is given by a Stefan problem: the

diffusive supercritical phase progressively invades the subcritical phase via flat interfaces, until either

one of the phases disappears, and the macroscopic density ρ (obtained as the limit of the empirical

density in the diffusive space-time scaling) is the unique weak solution to

∂tρ = ∂xx
(
2ρ−1

ρ 1{ρ> 1
2}
)
, ρ|t=0 = ρini. (1.2)

One of the important tools used in [7, 8] to derive the macroscopic limit of the symmetric FEP is a

classical mapping between exclusion processes and zero-range processes (which can be implemented

in both symmetric and asymmetric cases). In the latter, particles are spread on the one-dimensional

discrete lattice but there is no constraint on the number of particles per site. More precisely, one

can map the exclusion configuration of particles η ∈ {0, 1}Z to a zero-range configuration ω ∈ NZ as

follows: in η, look for the first empty site to the right of or at the origin, label it 1. Moving to the

right, for any i > 0, define ω(i) as the number of particles between the i–th and (i + 1)–th empty

sites in η, and do the same moving to the left in order to define ω(i) for i ⩽ 0. See Figure 3.1 for an

illustration. Note that this mapping is not one-to-one: shifting η one site to the left may not change

ω. In particular, the reverse mapping is only defined up to the position of the empty site with label 1.

Moreover, through this mapping the correspondence between invariant measures is not trivial. For only

a few dynamics are the properties of the invariant measures seen from a tagged particle known; For the
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simple exclusion process, for example, they are product Bernoulli, however the dynamics of the FEP is

much more complex. In the litterature, this mapping between exclusion and zero-range processes has

been exploited in other contexts. In [19] for instance, the author used it in order to prove a central limit

theorem for a tagged particle in the asymmetric simple exclusion process (ASEP); while in [13], the

weakly asymmetric zero-range process with a stochastic reservoir at the boundary (associated with the

dynamics of two-dimensional Young diagrams) is mapped to the weakly asymmetric simple exclusion

process on the full line without any boundary condition, for which the hydrodynamic limit is known.

In [8], the above mapping has been used for the symmetric FEP in order to prove an ergodic

decomposition of any infinite volume stationary measure à la De Finetti, but has not been used

directly to derive the hydrodynamic limit, which has been proved using Funaki’s strategy based on

Young measures [12]. In fact, using the transformation described above, the exclusion process {ηt}t⩾0

can be coupled with a facilitated zero-range process (FZRP) {ωt}t⩾0 as follows: whenever a particle

jumps in the process ηt, a particle in the corresponding pile in ωt jumps in the same direction. In

particular, a jump of a particle to an empty site is allowed in the FEP if and only if the corresponding

pile in the FZRP has at least two particles. Then, one can easily check that {ωt}t⩾0 is a zero-range

process (symmetric or asymmetric) with the jump rate function: g(ω) := 1{ω(0)⩾2}. Working with

the FZRP has two main advantages: first, the invariant measures for this process are simpler, they

are geometric product measures; second, it has the so-called attractiveness property, which permits to

use several powerful tools, as noted in [24] for instance. As a result, its hydrodynamic limit can be

derived, both in the symmetric and asymmetric case, following two steps: (i) first, obtain the one-

block estimate in the context of Stefan problems, thanks to the decomposition of translation invariant

stationary states, as implemented by Funaki in [12]; (ii) second, derive the two-blocks estimate using

the attractiveness property, as given in Rezakhanlou [24]. Working a little, one can then obtain that:

• For the symmetric FZRP, in the diffusive space-time scaling, the empirical density profile

converges towards the unique weak solution to a Stefan problem:

∂tα = ∂xx
(
α−1
α 1α>1

)
, (1.3)

starting from some suitable initial profile αini.

• For the asymmetric FZRP with asymmetry bias p ∈ ( 12 , 1], in the hyperbolic space-time scaling,

the empirical density profile converges towards the unique entropy solution to the hyperbolic

Stefan problem

∂tα+ (2p− 1)∂x
(
α−1
α 1α>1

)
, (1.4)

starting from αini.

Note however that even using attractiveness, because of the two phased nature of the process, deriving

its hydrodynamic is not completely straightforward.

A natural strategy to derive the hydrodynamic limits for the FEP is then to deduce it from the one

of the FZRP, for instance to deduce (1.2) from (1.3) in the symmetric case. However, new difficulties

appear. First, one needs to carefully write the corresponding macroscopic mapping so as to go back to

the original Stefan problem, which is far from trivial because of the different space scales, and because

the solutions to (1.2) and (1.3) are not regular – in particular they have discontinuities at the interface.

Second, it is not straightforward to deduce a hydrodynamic limit through that relation, because the

initial local equilibrium measure for the FEP, which is assumed to be product and fits the initial profile
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ρini, is not mapped onto a product local equilibrium measure for the FZRP. This is problematic because

the strategy followed by Rezakhanlou bas been exposed only for product initial measures.

The objective of this paper is twofold:

(1) We give a new, simpler proof of the hydrodynamic limit for the symmetric FEP previously

derived in [8], driven by the Stefan problem (1.2), by implementing rigorously the above

strategy based on the mapping mentioned previously.

(2) We obtain for the first time the hydrodynamic limit of the asymmetric FEP, by adapting the

strategy above to the asymmetric case. If p ∈ ( 12 , 1] denotes the asymmetry bias to the right,

we then show that the macroscopic density is the unique entropy solution of the hyperbolic

Stefan problem

∂tρ+ (2p− 1)∂x
( (1−ρ)(2ρ−1)

ρ 1ρ> 1
2

)
, ρ|t=0 = ρini. (1.5)

These two results are contained in Theorem 2.3 below.

The technical novelties which are needed with respect to what already exists in the literature are

the following:

• One needs to derive the hydrodynamic limit for the (attractive) FZRP, both in symmetric and

asymmetric cases, starting from a local equilibrium measure fitting αini which is not product.

Because of the degeneracy of the jump rates, usual entropy tools1 cannot be used. In fact,

the initial probability distribution being product is fundamental to derive the hydrodynamic

limits, because it is used to dominate the process by an equilibrium state and to obtain the

two-blocks estimates as in [24]. Therefore, the rigourous derivation of (1.3) from a non-product

initial measure is already interesting on its own, see Theorem 2.6.

• One needs to carefully map the solutions to equations (1.2) and (1.5) onto the solutions to (1.3)

and (1.4), respectively, taking into account the fact the none of these solutions are regular. This

is done by smooth approximations, and relates to the PDE theory of free boundary problems.

1.1. Outline of the paper. In Section 2 we start by introducing the (symmetric and asymmetric)

FEP, as well as the (symmetric and asymmetric) FZRP, and we state the main results about their

hydrodynamic limits, namely Theorem 2.3 for the macroscopic behavior of the FEP, and Theorem

2.6 for the macroscopic behavior of the FZRP. We end this section by an explanation of the strategy

of the proof, see Section 2.3. In Section 3 we give the complete proof of the hydrodynamic limit

(1.2) for the symmetric FEP, after having rigorously defined both mappings at the microscopic and

macroscopic level, and assuming that the hydrodynamic limit for the symmetric FZRP holds (the

latter will be proved independently in the last section). In Section 4 we implement the same strategy

in the asymmetric case, in order to derive (1.5). Since the hydrodynamic equations are pretty different

(and so are the time scales), one cannot straightforwardly use the same arguments as in Section 3.

Finally, last Section 5 is devoted to the proof of Theorem 2.6, namely the hydrodynamic limit for the

FZRP both in the symmetric and asymmetric cases, and starting from an initial probability measure

which is not necessarily product.

1.2. General notations. In this article, we consider systems of particles which are either symmetric

and evolve on the one-dimensional finite ring, or asymmetric and evolve on the infinite line. If N ∈ N
is the scaling parameter we denote by LN the corresponding discrete space which is given by

1namely entropy method or relative entropy method, as developed in [20].
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• LN = TN = Z/NZ, namely the discrete ring of size N , if the underlying random walk is

symmetric;

• LN = Z, namely the infinite discrete line, if the underlying random walk is asymmetric. Note

that in this case the lattice does not depend on the scaling parameter, but since the dynamics

does (see below), we keep N in the notation in order to indicate that it corresponds to the

discrete setting.

We denote by L the continuous limit of the discrete lattice LN , namely

L :=

T := [0, 1] = R/Z if LN = TN

R if LN = Z.

Given two functions f, g in L2(L), we denote by〈
f, g
〉
:=

∫
L
f(u)g(u)du,

the standard scalar product of f and g.

Throughout, we will alternate between two particle systems: one being a zero-range process, the

other one being an exclusion process. Therefore we find it convenient to introduce distinct notations

for these two processes, which we summarize here (all precise definitions will be given in the next

sections):

exclusion zero-range

scaling parameter N M

discrete configuration ηx, x ∈ LN ωy, y ∈ LM

law of the process Pν Pµ (ν, µ being initial probability measures)

macroscopic density ρ(u), u ∈ L α(v), v ∈ L

Finally, we will work with the following spaces of functions. Let U, V be two open subsets of Rd.

Then, Ck,ℓ(U × V ) is the set of functions f : U × V → R which are Ck (resp. Cℓ) regular in the

first (resp. second) variable; Cc(U) (resp. C∞(U)) is the space of compactly supported (resp. smooth)

real-valued functions defined on U ; L1
loc(U) is the space of locally integrable functions defined on U .

The usual Lp(U)–spaces are endowed with their norm denoted by ∥ · ∥Lp(U), p ∈ [1,+∞]. Finally, a

function f : R → R is of bounded variation if the total variation of f defined as below is finite:

TV (f) := sup
{∫

R
f(u)g′(u)du : g ∈ C∞

c (R), ||g||L∞(R) ⩽ 1
}

and we denote by BV (R) the set of functions f : R → R which are of bounded variation.

2. Main results

2.1. Hydrodynamic limit for the facilitated exclusion process. Let us start by defining the

microscopic particle system. We denote by N ∈ N the scaling parameter for the exclusion process. Its

particle configurations η are sequences of 0’s and 1’s indexed by LN , namely ηx = 1 if and only if site

x ∈ LN is occupied by a particle. The facilitated exclusion process on LN is a Markov process on the

set of configurations ΣN := {0, 1}LN . The infinitesimal generator ruling the evolution in time of this

Markov process is given by L FEX
N , which acts on functions f : ΣN → R as

L FEX
N f(η) :=

∑
x∈LN

cx,x+1(η)
(
f(ηx,x+1)− f(η)

)
, (2.1)
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where ηx,x
′
denotes the configuration obtained from η by swapping the values at sites x and x′,

ηx,x
′

z =


ηx′ if z = x,

ηx if z = x′,

ηz otherwise.

The jump rates cx,x′(η) encode two dynamical constraints:

(i) the exclusion rule, which imposes no more than one particle at each site,

(ii) the facilitated rule, which asks for a neighboring occupied site in order for a particle to jump to

the other neighboring empty site.

Moreover, we consider here nearest-neighbor dynamics, and there are two parameters p, p′ ∈ [0, 1]

which regulate the choice of one of the two possible jump directions (to the left or to the right). The

jump rate to swap the values ηx and ηx+1 is thus given by

cx,x+1(η) = pηx−1ηx(1− ηx+1) + p′(1− ηx)ηx+1ηx+2. (2.2)

Note that p = p′ corresponds to the symmetric case, while p ̸= p′ to the asymmetric one.

Remark 2.1. In the asymmetric case p ̸= p′, recall that we will take LN = Z, and therefore the

generator L FEX
N does not depend on N , nevertheless we keep it as an index to keep in mind that N is

the scaling parameter for the facilitated exclusion process.

Let us now recall some results from [7, 8]: the facilitated exclusion process displays a phase transition

at the critical density ρc = 1
2 . Indeed, because of the facilitated constraint (ii), pairs of neighboring

empty sites cannot be created by the dynamics. Therefore, if at initial time the density of particles

ρ is bigger than ρc (at least half of the sites are occupied), then particles will perform random jumps

in the microscopic system until there are no longer two neighboring empty sites. Similarly, if initially

ρ < ρc (at least half of the sites are empty), particles will perform random jumps until all particles

can no longer move. The particle configurations can therefore be divided into several categories:

• the ergodic configurations, where all empty sites are isolated, namely:

η is ergodic if, for any x ∈ LN , ηx + ηx+1 ⩾ 1;

• the frozen configurations, where all particles are isolated, namely:

η is frozen if, for any x ∈ LN , ηx + ηx+1 ⩽ 1;

• the transient configurations, which are the remaining ones, those which are neither ergodic,

nor frozen. They are called transient in [7, 8] because, assuming that LN = TN is of size N

and starting from a transient configuration, the microscopic process will evolve towards either

the ergodic or frozen component, after a number of jumps which is finite a.s (and depend on

the size N of the lattice and the initial distribution of particles). See Figure 2.1 below.

As a consequence, the invariant measures of the facilitated process are not independent products

of homogeneous Bernoulli measures (as in the standard Simple Exclusion Process for instance). More

precisely: if ρ > ρc, then there is a unique invariant canonical measure πρ on {0, 1}Z (which can be

described explicitly, see [7, Section 6]), while all the invariant measures are superpositions of atoms

(concentrated on frozen configurations) if the density is less than ρc. We refer the reader to [8, Lemma

3.6] for the full characterization of all stationary measures, which has been proved in the symmetric

case p = p′, but the exact same argument remains valid for the asymmetric case where p ̸= p′.
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x
η is ergodic

η is frozen

η is transient and will become frozen

η is transient and will become ergodic

Figure 2.1. Example of configurations belonging to the ergodic, frozen and transient
sets, with N = 8.

In the present work we investigate the rescaled process {η(t)}t⩾0 with generator NκL FEX
N , where

κ =

2 in the symmetric case p = p′ = 1 (diffusive scaling),

1 in the asymmetric case p′ = 1− p ∈ [0, 12 ) (hyperbolic scaling).
(2.3)

We denote by u ≃ x/N the continuous space variable. For an initial density profile ρini : L → [0, 1],

let us define the initial product distribution νN on ΣN by its marginals

ηx(0) =

1 with probability ρini( x
N )

0 with probability 1− ρini( x
N )

for any x ∈ LN . (2.4)

In other words, νN is a non-homogeneous product of Bernoulli measures which fits ρini, since it satisfies

the following convergence:

lim
N→∞

1

N

∑
x∈LN

ηxφ(
x
N ) =

∫
L
ρini(u)φ(u)du, in νN–probability,

for any continuous test function φ. Note that, under νN , there can be two neighboring empty sites

with positive probability, therefore the initial configuration is not supposed to be ergodic.

Fix a time horizon T > 0. For an initial probability measure ν on ΣN , denote by Pν the measure

on the path space of càdlàg trajectories D([0, T ],ΣN ) associated to the rescaled process η(t) with

generator NκL FEX
N and initial distribution ν. In each section, we will clearly state if we are looking at

the asymmetric or symmetric case, therefore we do not burden our notations by making the constant

κ appear explicitly.

Now, let us introduce the notations which are necessary in order to understand the macroscopic

evolution of this system. First, let us define the following functions on [0, 1]:

H(r) =
2r − 1

r
1
{r> 1

2}
and H(r) =

(1− r)(2r − 1)

r
1
{r> 1

2}
= (1− r)H(r). (2.5)

We are now ready to define the notion of solution to two PDEs corresponding to the two possible

macroscopic limits of the facilitated exclusion process: (i) an elliptic equation (in the symmetric case)

(ii) a hyperbolic equation (in the asymmetric case).

Definition 2.1 (Elliptic free boundary problem for exclusion). Fix a measurable initial profile ρini :

T → [0, 1]. We say that a measurable function ρ : (t, u) ∈ R+ × T 7→ ρt(u) ∈ [0, 1] is a weak solution
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to the free boundary problem

∂tρ = ∂2uH(ρ) (2.6)

with initial condition ρ0 = ρini, if for any test function φt(u) = φt(u) ∈ C1,2(R+ × T), any t > 0,〈
ρt, φt

〉
=
〈
ρini, φ0

〉
+

∫ t

0

〈
ρs, ∂sφs

〉
ds+

∫ t

0

〈
H(ρs), ∂

2
uφs

〉
ds. (2.7)

Definition 2.2 (Hyperbolic free boundary problem for exclusion). Fix a measurable initial profile

ρini : R → [0, 1]. We say that a measurable function ρ : (t, u) ∈ R+ × R 7→ ρt(u) ∈ [0, 1] is an entropy

solution to the hyperbolic equation

∂tρ+ (2p− 1)∂uH(ρ) = 0 (2.8)

with the initial condition ρ0 = ρini if

(i) (entropy inequality) for any non-negative test function φ ∈ C1,1(R+ × R) with compact support

in (0,∞)× R, for any 0 ⩽ c ⩽ 1,∫ ∞

0

⟨|ρt − c|, ∂tφt⟩+ (2p− 1)⟨q(ρt; c,H), ∂uφt⟩dt ⩾ 0,

where q(ρ; c,H) = sign(ρ− c)(H(ρ)− H(c)) ;

(ii) (initial condition) for any A > 0,

lim
t→0

∫ A

−A

|ρt(u)− ρini(u)| du = 0.

Remark 2.2 (Uniqueness of solutions). We refer the readers to [28] for the uniqueness of weak solu-

tions to (2.6), which is based on the fact that the function H is non-decreasing, and to [23, Theorem

2.5.1] for the uniqueness of entropy solutions to (2.8).

We now state the main result about the macroscopic limit of the facilitated exclusion process, both

in the symmetric and asymmetric cases.

Theorem 2.3 (Hydrodynamic limit for the one-dimensional facilitated exclusion process). Let us

assume that the initial profile ρini : L → [0, 1] is Riemann integrable on L and uniformly bounded away

from 1, namely: ρini(u) ⩽ ρ⋆ < 1 for any u ∈ T.
(I) In the symmetric case, p = p′ = 1:

choose κ = 2, and denote by ρt(u) the unique weak solution of the elliptic equation (2.6);

(II) in the asymmetric case, p′ = 1− p ∈ [0, 12 ):

assume moreover that ρini is of bounded variation on R, namely ρini ∈ BV (R),
choose κ = 1, and denote by ρt(u) the unique entropy solution of the hyperbolic equation

(2.8);

both with initial condition ρ0 = ρini. Then, for any ε > 0, any test function φ ∈ C2(L) with compact

support, and any t > 0,

lim sup
N→∞

PνN

(∣∣∣∣ 1N ∑
x∈LN

ηx(t)φ(
x
N )−

∫
L
ρt(u)φ(u)du

∣∣∣∣ > ε

)
= 0.

This theorem is one of the main results of this paper, its proof will be concluded in Section 3.3

(symmetric case) and Section 4.3 (asymmetric case).



MAPPING HYDRODYNAMICS FOR THE FACILITATED EXCLUSION AND ZERO-RANGE PROCESSES 9

Remark 2.4. Note that the symmetric case (I) has already been proved in [8], under slightly more

general assumption on the initial profile ρini which only needs to be Riemann integrable. We propose

here an alternative proof, simpler, but with an additional restriction on the initial data.

2.2. Hydrodynamic limit for the facilitated zero-range process. In this section we denote by

M ∈ N the scaling parameter, in order to distinguish notations with respect to the exclusion process

defined in the previous section. We consider here the facilitated zero-range process which is a Markov

process on the set of configurations ω ∈ ΓM := NLM , where we recall that LM can be either TM (in the

symmetric case) or Z (in the asymmetric case). As before, we denote by L its continuous limit, which

is either the continuous torus T = R/Z or the infinite line R. Since we will extensively be mapping,

both at the microscopic and macroscopic level, zero-range process and exclusion process, in order to

avoid confusion we use different notations: in particular we use y as the microscopic space variable for

the zero-range process, and therefore ωy(t) ∈ N is the number of particles present at site y at time t.

Moreover, its macroscopic space variable is denoted by v ≃ y/M .

The infinitesimal generator ruling the evolution in time of the facilitated zero-range process is given

by L FZR
M , which acts on functions f : ΓM → R as

L FZR
M f(ω) :=

∑
y∈LM

{
p1{ωy⩾2}

(
f(ωy,y+1)− f(ω)

)
+ p′1{ωy+1⩾2}

(
f(ωy+1,y)− f(ω)

)}
, (2.9)

where ωy,y′
denotes the configuration obtained from ω by adding a particle at site y′ and removing

one at site y, namely:

ωy,y′

z =


ωy − 1 if z = y,

ωy′ + 1 if z = y′,

ωz otherwise.

In other words, if there are at least two particles at site y ∈ LM , one of them jumps to the right (resp. to

the left) at rate p (resp. p′). As before, p, p′ ∈ [0, 1] are two parameters such that p = p′ corresponds

to the symmetric case, while p ̸= p′ to the asymmetric one. Note that, as will be extensively exploited

later on, this zero-range process is attractive, because the function g(k) = 1{k⩾2} is non-decreasing

(see [20, Chapter 2, Section 5]).

As for the exclusion process, the zero-range process admits a critical density αc = 1 which induces a

phase separation. Here, the dynamical constraint entails that a particle that is alone on its site cannot

move. Therefore, if the initial density of particles α is bigger than 1, then particles will perform random

jumps until there is at least one particle per site. If initially α < 1, then particles will perform random

jumps until all sites are occupied by at most one particle. For the facilitated zero-range process, a

configuration ω is ergodic if, for any y ∈ LM , ωy ⩾ 1, and is frozen if, for any y ∈ LM , ωy ⩽ 1. See

Figure 2.2.

On the ergodic component, there is a unique family {µ⋆
α} of invariant measures, parametrized by

the density α > 1, which can be easily described as follows: µ⋆
α is a product of geometric probability

measures whose marginal at each site takes values in N∗ := N \ {0}, and moreover

µ⋆
α(ωy = k) = 1{k∈N∗}

1

α

(
1− 1

α

)k−1

for any y ∈ LM . (2.10)
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x
ω is ergodic

ω is frozen

ω is transient and will become frozen

ω is transient and will become ergodic

Figure 2.2. Example of configurations belonging to the ergodic, frozen and transient
sets, with M = 4.

Given an initial density profile αini : L → R+, we consider for the zero-range process an initial

probability measure µM on ΓM fitting αini, i.e. such that for any ε > 0 and any test function φ ∈ C2(L)
with compact support,

lim
M→∞

µM

∣∣∣∣ 1M ∑
y∈LM

ωyφ(
y
M )−

∫
L
αini(v)φ(v)dv

∣∣∣∣ > ε

 = 0. (2.11)

One possible example is to take µM as the product measure on ΓM with marginals given by

µM (ωy = k) = 1{k∈N}
1

1 + αini( y
M )

(
1− 1

1 + αini( y
M )

)k

, for any y ∈ LM . (2.12)

Note that µM (ωy = 0) can be positive, in particular the initial distribution µM is not a state of local

equilibrium, it allows for empty sites. In particular, the initial configuration is not assumed to be

ergodic at the initial time.

Fix a time horizon T > 0. Given a probability measure µ on ΓM we denote by {ω(t)}t⩾0 the

facilitated zero-range process started from the initial distribution µ, and with generator MκL FZR
M ,

where κ ∈ {1, 2} is the time scaling parameter defined as in (2.3). We denote by Pµ the corresponding

probability measure on the space of trajectories D([0, T ],ΓM ).

For any r ⩾ 0, let us define the function

G(r) = r − 1

r
1{r>1}. (2.13)

Given the function G the definition of weak and entropy solutions for the zero-range process are strictly

analogous to Definitions 2.1 and 2.2: a measurable function αt(v) is a weak solution to

∂tα = ∂2vG(α), (2.14)

with initial condition α0 = αini, if for any test function φ ∈ C1,2(R+ × T) , any t > 0,〈
αt, φt

〉
=
〈
αini, φ0

〉
+

∫ t

0

〈
αs, ∂sφs

〉
ds+

∫ t

0

〈
G(αs), ∂

2
vφs

〉
ds. (2.15)

On the other hand, given a bounded initial profile αini, an L∞(R+ × R)–function αt(v) is an entropy

solution to

∂tα+ (2p− 1)∂vG(α) = 0 (2.16)
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if for any non-negative test function φ ∈ C1,1(R+×R) with compact support in (0,∞)×R, any c ⩾ 0,

any A > 0 ∫ ∞

0

⟨|αt − c|, ∂tφt⟩+ (2p− 1)⟨q
(
αt; c,G

)
, ∂vφt⟩dt ⩾ 0,

and

lim
t→0

∫ A

−A

|αt(v)− αini(v)| dv = 0, (2.17)

see Definitions 2.1 and 2.2 above for the precise statements.

Remark 2.5. Note the following relation between functions G, H and H which will be useful in what

follows:

G(r) = H
(

r
1+r

)
= (1 + r)H

(
r

1+r

)
. (2.18)

We are now ready to state the hydrodynamic limit result for the facilitated zero-range process, both

in the symmetric and asymmetric cases.

Theorem 2.6 (Hydrodynamic limit for the one-dimensional facilitated zero-range process). Let us

assume that the initial profile αini : L → R+ is bounded and Riemann integrable on L.

(I) In the symmetric case, p = p′ = 1:

choose κ = 2, and denote by αt(v) the weak solution of the elliptic equation (2.14);

(II) in the asymmetric case, p′ = 1− p ∈ [0, 12 ):

choose κ = 1, and denote by αt(v) the entropy solution of the hyperbolic equation (2.16);

both with initial condition α0 = αini. Then, for any ε > 0, any test function φ ∈ C2(L) with compact

support, and any t > 0,

lim
M→∞

PµM

∣∣∣∣ 1M ∑
y∈LM

ωy(t)φ(
y
M )−

∫
L
αt(v)φ(v)dv

∣∣∣∣ > ε

 = 0.

This theorem is the second main result of this paper, and its proof will be achieved in Section 5.

Remark 2.7. Note that the function G appearing in the hydrodynamic limit for the zero-range process

is the same in both the symmetric and asymmetric cases, which is not the case for the exclusion process,

for which the two functions H and H ( cf. (2.5)) are different. This is a specific feature of zero-range

processes.

To illustrate this point, fix a lattice gas, for which we denote jx,x+1 = pcx,x+1 − p′cx+1,x the micro-

scopic current of particles along the edge (x, x+ 1), cx,y denoting the rate function at which a particle

jumps from x to y. In the symmetric case p = 1
2 , assuming the model is gradient, there exists a func-

tion hx (depending on a finite number of coordinates) such that jx,x+1 = hx − hx+1. The symmetric

hydrodynamic limit (p = 1
2) is then formally given by

∂tρ = ∂2u Eρ[h0],

where Eρ stands for the expectation w.r.t. the grand-canonical equilibrium distribution with density ρ.

In the asymmetric case p′ = 1 − p ∈ [0, 12 ), the symmetric part of the current vanishes in the

macroscopic limit, and what remains of the current at the macroscopic hyperbolic scale is (2p−1)cx,x+1,

therefore the asymmetric hydrodynamic limit is formally given by

∂tρ = −(2p− 1)∂uEρ[c0,1].
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By definition, for zero-range processes, hx = cx,x+1 = g(ωx) (where g : N → R+ is the general rate

function) so that the macroscopic quantities appearing in the symmetric and asymmetric hydrodynamic

limits are the same.

2.3. Strategy of the proof. Our strategy is the following:

(i) We construct a mapping at the microscopic level between the facilitated exclusion process {η(t)}
and the facilitated zero-range process {ω(t)} and we prove that it has good properties, namely

that:

• it keeps all the information needed to deduce the hydrodynamic limit of {η(t)} from the one

of {ω(t)},
• and moreover it corresponds to a macroscopic mapping between weak solutions of the hy-

drodynamic equations given in Theorem 2.3 and 2.6.

This is the purpose of Section 3 (in the symmetric case) and Section 4 (in the asymmetric case).

(ii) We prove independently Theorem 2.6, namely the hydrodynamic limits for the facilitated zero-

range process in both symmetric (I) and asymmetric (II) cases, adapting various tools in the

literature and in particular making use of the attractiveness property (which the zero-range

process has, but the exclusion process does not have). This is done in Section 5.

(iii) Finally we can use the mapping construction to deduce Theorem 2.3 from Theorem 2.6: we

propose, first, an alternative proof of the hydrodynamic limit for exclusion in the symmetric case

(I) (which has already been obtained in [8]) – this is the purpose of Section 3.3; and second,

a rigorous proof of the asymmetric case (II), which is new and was out of reach without this

mapping construction – this is the purpose of Section 4.3.

3. The symmetric case

Let us start with the symmetric case p = p′ = 1. In this section we assume that Theorem 2.6 holds.

It will be proved independently in Section 5. We start, both at the microscopic and macroscopic level,

from the exclusion process, from which we will build the zero-range process, as well as the zero-range

macroscopic profile.

3.1. Mapping EX 7→ ZR. For an exclusion configuration η = (ηx)x∈TN
, denote by

M =Mη := N −
∑
x∈TN

ηx

the number of empty sites in the configuration η. We then denote by X1 < X2 < · · · < XM their

positions, X1 being the first empty site to the right of site 0 (if it exists) in the configuration. We can

then define, for any y ∈ {1, . . . ,M}

ω̂η,X1
y = the number of particles between the y-th and (y + 1)-th empty sites in η, (3.1)

where M + 1 is identified with 1. In other words:

ω̂η,X1
y = Xy+1 −Xy − 1 mod N ∈ {1, . . . , N}. (3.2)

If there are no empty sites in η, we arbitrarily set M = 1, X1 = 1 and ω̂η,X1 to be the degenerate

configuration with N particles on its unique site. See Figure 3.1 for an illustration of this mapping.
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x

0 X1 X2 X3

η

1 2 3
ω̂η

Figure 3.1. An example of η and its corresponding ω̂η in an periodic setting.

Lemma 3.1 (Mapping). Assume that η(t) is a trajectory of the Markov process with generator

N2L FEX
N defined in (2.1), with initial configuration η(0) ∈ ΣN . Denote by M = Mη(0) ⩽ N the

initial number of empty sites. Due to the conservation law of the total number of particles, M =Mη(t)

does not depend on time t. Let us tag the first empty site to the right of site 0 (if it exists) in η(0), with

initial position X1(0), and follow its evolution throughout the dynamics, denoting by X1(t) its position

at time t. Then, the process

ω(t) := ω̂η(t),X1(t)

defined through (3.1), is a Markov process on the state space ΓM , with generator N2L FZR
M defined in

(2.9), and initial configuration ω(0) := ω̂η(0),X1(0). If there are no empty sites in the initial configura-

tion, the corresponding dynamics are trivial, and with the convention above M = X1(t) = 1, the result

still holds.

This result is straightforward, hence we do not detail the proof here. In order for the mapping to be

well defined at both scales, as stated in Theorem 2.3, we need the following assumption on the initial

density profile.

Assumption 3.1. The initial density profile ρini : T → [0, 1] for the exclusion process is bounded away

from 1 on T
ρini(u) ⩽ ρ⋆ < 1 for any u ∈ T.

Assume now that η(0) is distributed according to νN given in (2.4), with ρini satisfying Assumption

3.1. Therefore, the process ω(t) = ω̂η(t),X1(t) is well defined. Moreover, the distribution of ω(0) =

ω̂η(0),X1(0) satisfies the following local equilibrium property: define

θ :=

∫
T
(1− ρini(u))du and v(u) := θ−1

∫ u

0

(1− ρini(u′))du′, for any u ∈ T,

and let αini : T → R+ be such that, for any v = v(u) ∈ T,

αini(v) =
ρini(u)

1− ρini(u)
. (3.3)

Then, we have the following result.

Lemma 3.2 (Initial zero-range density profile). For any continuous test function φ : T → R and any

δ > 0,

lim
N→∞

PνN

(∣∣∣∣ 1M
M∑
y=1

φ
( y
M

)
ωy(0)−

∫
T
φ(v)αini(v)dv

∣∣∣∣ > δ

)
= 0. (3.4)
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Note that we also have for any t > 0,

θ = lim
N→∞

M/N =

∫
T
(1− ρini(u))du =

∫
T
(1− ρt(u))du νN – almost surely, (3.5)

where ρt(u) is the weak solution to (2.6). More precisely, θ can be seen as the macroscopic deficit of

mass in the exclusion process which does not depend on t due to the conservation of the total number

of particles.

Remark 3.3. Note that ρini ⩽ ρ⋆ < 1 is bounded away from 1 iff αini is bounded uniformly in v ∈ T
with

αini(v) ⩽ α⋆ :=
ρ⋆

1− ρ⋆
<∞. (3.6)

Proof of Lemma 3.2. We first prove (3.5). Since

Mη =
∑
x∈TN

(1− ηx(0)),

and the random variables {ηx(0), x ∈ TN} are independent, there exists a finite constant C independent

of N such that∑
N⩾1

PνN

(∣∣∣Mη − EνN
[Mη]

N

∣∣∣ > N−1/8
)
⩽
∑
N⩾1

N−7/2EνN

[(
Mη − EνN

[Mη]
)4]

⩽ C
∑
N⩾1

N−3/2 <∞.

From Borel-Cantelli’s Lemma, this implies

lim
N→∞

1

N

(
Mη − EνN

[Mη]
)
= 0 νN – a.s.

This proves the second identity in (3.5) since, after a straightforward computation using the definition

(2.4) of νN , one gets

lim
N→∞

1

N
EνN

[Mη] =

∫
T
(1− ρini(u))du.

Besides, the last identity in (3.5) is due to the conservation of number of particles in the exclusion

process.

It remains to prove (3.4). It is easy to check that the sequence of measure-valued random variables

M−1
∑

x∈TM

ωy(0)δy/M , indexed by N ⩾ 1,

is tight. Moreover, any weak limit of the sequence is concentrated on trajectories which are absolutely

continuous with respect to the Lebesgue measure. Now we pick a convergent subsequence denoted by

N ′. Then there exists αini : T → R+ such that for every φ ∈ C(T),

lim
N ′→∞

1

M

∑
y∈TM

φ
(

y
M

)
ω0(y) =

∫
T
φ(v)αini(v) dv in PνN′ – probability.

Observe that for every N ,

1

N

∑
x∈TN

φ
(

x
N

)
(1 − ηx(0)) =

1

N

∑
y∈TM

φ
(Xy(0)

N

)
=

1

N

∑
y∈TM

φ
( 1

N

y−1∑
y′=1

[ωy′(0) + 1] +
X1(0)

N

)
.

Letting N ′ → ∞, we obtain (using (3.5))∫
T
φ(u)(1− ρini(u))du = θ

∫
T
φ
(
θ

∫ v

0

(1 + αini(v′))dv′
)
dv =

∫
T
φ(u)(1 + αini(v))−1du,
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where

u(v) := θ

∫ v

0

(1 + αini(v′))dv′.

Therefore,

αini(v) =
ρini(u)

1− ρini(u)
, and v(u) = θ−1

∫ u

0

(1− ρini(u′)) du′.

This is enough to conclude the proof since αini is uniquely determined by ρini. □

This mapping intrinsically depends on the position of the tagged empty site in the exclusion con-

figuration. However, its position is also tractable in the zero-range configuration, where it is given by

the total particle current crossing the first edge of the system. For what follows, we need access to the

macroscopic counterpart of this quantity in order to define the mapping at the macroscopic scale.

Lemma 3.4 (Law of large numbers for the first tagged empty site). Let ρini : T → [0, 1] satisfy

Assumption 3.1 and αini be defined as in (3.3). Consider the weak solution ρt(u), resp. αt(v) of the

elliptic equation (2.6) with initial condition ρini , resp. (2.14) with initial condition αini (see Definition

2.1).

Then, for any t ⩾ 0, for any ε > 0,

lim
N→∞

PνN

(∣∣∣∣X1(t)

N
− χt

∣∣∣∣ > ε

)
= 0

where χt is defined explicitly as a function of α by

χt := θ
〈
v, αtθ−2 − αini

〉
= θ

∫
T
v(αtθ−2 − αini)(v)dv, (3.7)

and implicitly as a function of ρ as the solution of∫ χt

0

(1− ρt(u))du =
〈
u, ρt − ρini

〉
=

∫
T
u(ρt − ρini)(u)du. (3.8)

In the identities above, the notation u, v represents the identity functions u 7→ u and v 7→ v on T.

Remark 3.5. Note that one could formally write by integration by parts

d

dt
χt = θ−1∂vG(αtθ−2)(0) =

1

1− ρt(χt)
∂uH(ρt)(χt). (3.9)

However, some work is required to give sense to these quantities, given the weak notion of solutions of

the elliptic free boundary problems (2.6) and (2.14). For this reason, we settle for the definitions (3.7)

and (3.8), which are well defined without having to prove any regularity property for the macroscopic

profiles. See also Section 3.2 below.

Remark 3.6. In fact, Assumption 3.1 is not a priori required for Lemma 3.4 to hold, except to

guarantee that an empty site exists in the exclusion configuration. However, this ensures that the

initial value for χt is χ0 = 0, and since Assumption 3.1 will be required throughout anyway, we make

it here as well.

Proof of Lemma 3.4. We first assume that {ηN , N ⩾ 1} is a deterministic sequence of configurations

such that

lim
N→∞

1

N

∑
x∈TN

ηNx δx/N (du) = ρini(u)du
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under the weak topology (where δa(du) is the Dirac measure concentrated at a ∈ T), we are going to

prove that, for any ε > 0,

lim
N→∞

PηN

(∣∣∣∣X1(t)−X1(0)

N
− χt

∣∣∣∣ > ε

)
= 0. (3.10)

Recall that we denote by M = MηN the number of empty sites in ηN . Let us couple as described

in Section 2.2 the microscopic exclusion process starting from ηN with a zero-range process ω with

generator N2L FZR
M . Let Jω

y,y+1(t) be the net number of particles crossing the bond (y, y + 1) up to

time t throughout the evolution of ω, which means

ωy(t)− ωy(0) = Jω
y−1,y(t)− Jω

y,y+1(t). (3.11)

Under the microscopic mapping between exclusion and zero-range process, one can see that

X1(t)−X1(0) = −Jω
0,1(t).

Therefore, we only need to prove that for any ε > 0,

lim
N→∞

PηN

(∣∣∣∣Jω
0,1(t)

M
+
χt

θ

∣∣∣∣ > ε

)
= 0.

Let G(v) = v, for v ∈ (0, 1], from (3.11) we have

− Jω
0,1(t) = − 1

M

M∑
x=1

Jω
y,y+1(t) +

M∑
y=1

G( y
M )
(
ωy(t)− ωy(0)

)
. (3.12)

The first term in the right hand side is a martingale, whose quadratic variation is given by M−2Nt,

Nt being the total number of jumps occurring in the system before time t, and whose expectation is

therefore bounded by CM for some positive constant C, because jumps occur at most at rate 2M2 at

each site. In particular, we can write

1

M

M∑
y=1

G( y
M )
(
ωy(t)− ωy(0)

)
+
Jω
0,1(t)

M
= MM

t , (3.13)

where MM
t is a martingale with quadratic variation bounded by 1/M .

Since the function G is not a smooth function on the torus, in order to use the hydrodynamic limit

for the zero-range process, we approximate it by Gε such that for any ε > 0, Gε ∈ C2(T) and the

following holds:

Gε(v) ∈ [0, 1], for any v ∈ T, and Gε(v) = v, for any v ∈ [ε, 1− ε].

We can now write∣∣∣Jω
0,1(t)

M
+

1

M

M∑
y=1

Gε(
y
M )
(
ωy(t)− ωy(0)

)∣∣∣ ⩽ |MM
t |+ 2

M

[εM ]∑
y=[(1−ε)M ]

(
ωy(t) + ωy(0)

)
.

The zero-range process being stochastically dominated by an equilibrium zero-range process with

constant density 1 + α⋆ = (1 − ρ⋆)
−1 by attractiveness, the second term in the right hand side is of

order Cε. Thanks to the bound on the quadratic variation of the martingale MM
t , we can therefore

write

lim sup
ε→0

lim sup
N→∞

PηN

(∣∣∣Jω
0,1(t)

M
+

1

M

M∑
y=1

Gε(
y
M )
(
ωy(t)− ωy(0)

)∣∣∣ > δ
)
= 0.
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By maximum principle, for any 0 ⩽ ε < δ(1 + α⋆)/6, we have
〈
|Gε −G|, αtθ−2 − αini

〉
⩽ δ/3. We can

therefore write for any such ε,

PηN

(∣∣∣Jω
0,1(t)

M
+
〈
G,αtθ−2 − αini

〉∣∣∣ > δ
)
⩽ PηN

(∣∣∣Jω
0,1(t)

M
+

1

M

M∑
y=1

Gε(
y
M )
(
ωy(t)− ωy(0)

)∣∣∣ > δ/3
)

+ PηN

(∣∣∣ 1
M

M∑
y=1

Gε(
y
M )
(
ωy(t)− ωy(0)

)
−
〈
Gε, αtθ−2 − αini

〉∣∣∣ > δ/3
)
.

By Theorem 2.6, for any fixed ε > 0, the second term in the right hand side vanishes as N → ∞. As

ε then goes to 0, the other two terms vanish as well by the dominated convergence Theorem, which

concludes the proof of (3.10). The time factor θ−2 is a consequence of the fact that the zero-range

process is accelerated by a factor N2 = θ−2M2 + o(N2) and not M2.

We now extend (3.10) to random initial configuration distributed under νN , N ⩾ 1 (cf. (2.4)) by

using Skorohod’s representation Theorem – see [6, Theorem 1.6.7]. Indeed, since

lim
N→∞

1

N

∑
x∈TN

ηxδx/N (du) = ρini(u)du in νN – probability

under the weak topology, we can construct a sequence of random elements {ηN , N ⩾ 1} on a common

probability space (Σ,F , ν⋆) such that ηN (σ) has distribution νN , and such that

lim
N→∞

1

N

∑
x∈TN

ηNx (·)δx/N (du) = ρini(u)du, ν⋆ – a.s.

under the weak topology. Then for any ε > 0,

lim
N→∞

PνN

(∣∣∣X1(t)−X1(0)

N
− χt

∣∣∣ > ε
)
= lim

N→∞

∫
νN (dη)Pη

(∣∣∣X1(t)−X1(0)

N
− χt

∣∣∣ > ε
)

= lim
N→∞

Eν⋆

[
PηN (·)

(∣∣∣X1(t)−X1(0)

N
− χt

∣∣∣ > ε
)]

= 0,

where we denote by Eν⋆ the expectation with respect to ν⋆. Above, the last equality comes from (3.10)

and the dominated convergence Theorem. We conclude the proof by noting that limN→∞X1(0)/N = 0

in νN – probability. □

Before concluding this section we settle for a very crude bound on the zero-range density.

Lemma 3.7 (Bound on the zero-range density). Under Assumption 3.1

lim
N→∞

PνN

 max
y∈TM

t⩽TM2

ωy(t) ⩾ log2M

 = 0.

Proof. This result can be proved using the same steps as in [8, Lemma 4.4]. We therefore omit the proof

and simply sketch the main idea, and refer the interested reader to the latter for the full implementation.

First, one can use attractiveness and the boundedness of αini to bound the probability of the event

above by the same under the equilibrium distribution (see (2.10)) µ⋆
α⋆+1, where α⋆ is defined in (3.6)

as an arbitrary uniform upper bound on αini. The continuous-time process at equilibrium can then

be coupled with a discrete-time Markov chain at equilibrium which is the discrete skeleton of the

continuous-time one. A union bound then concludes the proof. □

3.2. Macroscopic mapping.
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3.2.1. Construction. We now want to build a macroscopic mapping between weak solutions to (2.14)

and (2.6). We already did it for the initial profiles ρini, αini in (3.3). With some regularity on the initial

profiles, one can proceed as follows: fix some measurable function ρt : [0, T ]× T → [0, 1], satisfying

0 ⩽ ρt(u) ⩽ ρ⋆ < 1, for any u ∈ T, t ⩽ T,

as well as a measurable time-trajectory χt : [0, T ] → T satisfying χ0 = 0. Let us then define

θt :=

∫
T
(1− ρt(u))du, and vt(u) := θ−1

t

∫ u

χt

(1− ρt(u
′))du′, for any u ∈ T. (3.14)

For any fixed t > 0, the mapping vt : T → T is strictly increasing and can be inverted, so that at a

given time t > 0, there is a one-to-one mapping between the two variables u and v := vt(u). Now,

define

αt(v) =
ρt

1− ρt
(v−1

t (v)), (3.15)

then one can check that

ut(v) := v−1
t (v) = χt + θt

∫ v

0

(1 + αt)(v
′)dv′,

is the inverse mapping of vt. In the same way, given αt and χt, one can build the corresponding ρt by

inverting all relationships above.

The problem is that the mapping vt defined in (3.14) linking ρ to α is not smooth, and neither

are the functions G and H. This issue can be overcome if the supercritical and subcritical phases

are composed of a finite number of segments, and the critical phase is composed of a finite number of

pointwise interfaces. In this case, weak solutions are in fact strong solutions, smooth in the supercritical

set, and with smooth interface trajectories except at the initial time. In that case, the interfaces are

the only points where G(ρ) and H(α) are not smooth. However, this strategy restricts significantly

the choices of initial profile, we therefore prove a regularization estimate that will allow us to use the

mapping between weak solutions for general profiles ρini and αini.

3.2.2. Smoothing out solutions to the Stefan problems. We first apply this mapping to smooth approx-

imations of the weak solutions of the Stefan problem. To that aim, we consider smooth modifications

of the functions G and H which are bounded away from 0. More precisely, consider an approximation

Hε of H on [0, 1], which satisfies Hε ∈ C∞([0, 1]) for any ε > 0 and which is such that

lim
ε→0

||Hε −H||∞ = 0, (i)

for any r ∈ [0, 1], ε ⩽ Hε(r) ⩽ 1, and 0 ⩽
d

dr
Hε(r) ⩽ 4. (ii)

Further define on [0,+∞] the function Gε(r) = Hε( r
1+r ) (recall (2.18)), which satisfies analogous

properties.

Since all considered functions are then smooth for any positive t > 0, tedious but straightforward

computations yield the following result.

Proposition 3.8 (Mapping between strong solutions). Fix ε > 0.

(ρ→ α) Let ρini be a measurable function which satisfies Assumption 3.1 and define αini through (3.3).

Assume that ρεt is the unique classical solution to

∂tρ
ε
t = ∂2uHε(ρεt ), ρε0 = ρini, (3.16)
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and define χε
t implicitely by∫ χε

t

0

(1− ρεt (u)) du =

∫ t

0

∂uHε(ρεs)(0) ds. (3.17)

Then, the function α̂ε
t := αε

θ2t built through the mapping (3.15) is the unique classical solution

of the parabolic equation

∂tα̂
ε
t = ∂2vGε(α̂ε

t ), α̂ε
0 = αini. (3.18)

(α→ ρ) Let αini be a measurable function which satisfies (3.6), and define ρini by inverting (3.3).

Assume that α̂ε
t is the unique classical solution of the parabolic equation

∂tα̂
ε
t = ∂2vGε(α̂ε

t ), α̂ε
0 = αini, (3.19)

and define χε
t explicitely by

χt = θ−1

∫ t

0

∂vGε(α̂sθ−2)(0)ds = θ
〈
v, α̂tθ−2 − α̂0

〉
.

Then, the function ρεt built through the mapping (3.15) with αε
t := α̂tθ−2 is the unique classical

solution to

∂tρ
ε
t = ∂2uHε(ρεt ), ρε0 = ρini. (3.20)

Following Proposition 3.8, for an initial profile ρini bounded away from 1 as in Assumption 3.1, and

for any ε > 0, we denote by ρε and αε the classical solutions to (3.16) and (3.18) respectively, with

initial conditions ρini and the corresponding αini. We now state and prove the following convergence

result.

Proposition 3.9. Fix T > 0. Then, uniformly in t ∈ [0, T ]

ρεt
L2(T)−−−−→
ε→0

ρt, Hε(ρεt )
L2(T)−−−−→
ε→0

H(ρt) (3.21)

as well as

αε
t

L2(T)−−−−→
ε→0

αt, Gε(αε
t )

L2(T)−−−−→
ε→0

G(αt), (3.22)

where ρt, αt are the unique weak solutions to (2.6) and (2.14) in the sense of Definition 2.1.

Proof. We will only prove the first two convergences in (3.21), the other ones are proved analogously.

Further note that the second one in (3.21) follows straightforwardly from the first one, together with

the boundedness of the derivative of Hε (condition (ii) above). Indeed, for any t,∫ 1

0

[Hε(ρεt )−H(ρt)]
2
(u)du ⩽ 2

∫ 1

0

[Hε(ρεt )−Hε(ρt)]
2
(u)du+ 2

∫ 1

0

[Hε(ρt)−H(ρt)]
2
(u)du

⩽ 32

∫ 1

0

[ρεt − ρt]
2
(u)du+ 2 ||Hε −H||2∞ .

Both terms in the right hand side vanish, according to (i) and the first convergence result (3.21).

We now prove that ρεt → ρt in L
2(T) by adapting arguments given e.g. in [20, Theorem 4.4, Appendix

2], to prove uniqueness of weak solutions of a nonlinear parabolic equation. For any k ∈ Z, define on

T the functions ψk(u) = e2iπku. Define also

δεt := ρεt − ρt, δHε
t := Hε(ρεt )−H(ρt).
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For any L > 0, further introduce the function

RL(t) :=
∑
k∈Z

L

(k2 + 1)(k2 + L)

〈
ψk, δ

ε
t

〉2
,

which converges as L→ ∞ to

R(t) :=
∑
k∈Z

〈
ψk, δ

ε
t

〉2
(k2 + 1)

because δεt is bounded. Furthermore, for any L > 0, since ρε and ρ are weak solutions to (3.16) and

(2.6) respectively,

d

dt
RL(t) = −8π2

∑
k∈Z

k2L

(k2 + 1)(k2 + L)

〈
ψk, δ

ε
t

〉〈
ψk, δHε

t

〉
⩽ −8π2

〈
δεt , δHε

t

〉
+ 8π2

∑
k∈Z

L

(k2 + 1)(k2 + L)

〈
ψk, δ

ε
t

〉〈
ψk, δHε

t

〉
+ 8π2

∑
k∈Z

k2

k2 + L

〈
ψk, δ

ε
t

〉〈
ψk, δHε

t

〉
.

We now bound the second term by the Cauchy-Schwarz inequality and we get

8π2
∑
k∈Z

L

(k2 + 1)(k2 + L)

〈
ψk, δ

ε
t

〉〈
ψk, δHε

t

〉
⩽ 16π2RL(t) + π2

∑
k∈Z

L

(k2 + 1)(k2 + L)

〈
ψk, δHε

t

〉2
⩽ 16π2RL(t) + 2π2

∑
k∈Z

〈
ψk,Hε(ρεt )−Hε(ρt)

〉2
+ 2π2

∑
k∈Z

1

k2 + 1

〈
ψk,Hε(ρt)−H(ρt)

〉2
⩽ 16π2RL(t) + 2π2

∫ 1

0

(
Hε(ρεt )−Hε(ρt)

)2
(u)du+ 2π2ε2

∑
k∈Z

1

(k2 + 1)
.

Regarding the second term, we can use (ii) to obtain∫ 1

0

(Hε
(
ρεt )−Hε(ρt)

)2
(u)du ⩽ 4

∫ 1

0

δεt
(
Hε(ρεt )−Hε(ρt)

)
(u)du ⩽ 8ε+ 4

∫ 1

0

δεt δHε
t (u)du

Putting together those bounds, we obtain for a constant C > 0 and ε ⩽ 1

RL(t) ⩽ 16π2

∫ t

0

RL(s)ds+ Ctε+ 8π2

∫ t

0

∑
k∈Z

k2

k2 + L
⟨ψk, δ

ε
t ⟩⟨ψk, δHε

t ⟩.

Since both δεt and δHε
t are in L2(T × [0, T ]),

∑
k⟨ψk, δ

ε
t ⟩2 and

∑
k

〈
ψk, δHε

t

〉2
are both finite, and

therefore the last term above vanishes as L → ∞. Hence, by Gronwall’s inequality, as L → ∞, we

obtain

R(t) ⩽ Cεe16π
2t

which vanishes as ε → 0 uniformly in t ∈ [0, T ]. This shows that for any k ∈ N, ⟨ψk, δ
ε
t ⟩ vanishes as

ε→ 0, which in turn, by the dominated convergence Theorem, yields that

lim
ε→0

⟨δεt , δεt ⟩ = lim
ε→0

∑
k∈Z

⟨ψk, δ
ε
t ⟩2 = 0

as wanted. □
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3.2.3. Mapping between weak solutions to (2.6) and (2.14). We are now ready to state the final general

result about the one-to-one correspondence between weak solutions:

Proposition 3.10 (Mapping between weak solutions). The result of Proposition 3.8 holds if one

replaces Hε by H, Gε by G and “classical” by “weak” in the sense of Definition 2.1.

Proof. This result is a direct consequence of Propositions 3.8 and 3.9. Assume for example that ρt

is the unique weak solution of (2.6) in the sense of Definition 2.1. Then, the classical solution ρε to

(3.16) converges in L2 to ρ according to Proposition 3.9. Then, define α̂ε
t (resp. α̂t) the functions

obtained applying the mapping (3.15) to ρεt (resp. ρt), according to Proposition 3.8, α̂ε
t is the unique

classical solution to (3.18), and according to Proposition 3.9, ρεt converges in L2(T) to ρt as ε→ 0. To

conclude the proof, still according to Proposition 3.9, it remains to show that αε
t converges in L2(T)

to αt as ε → 0, which will identify it as the weak solution of (2.14). Fix t > 0, we denote by vεt , χ
ε
t

the quantities relative to ρε defined by (3.14) and (3.17), which yields∫ 1

0

(αε
t − αt)

2(v)dv =

∫ 1

0

(
ρεt

1− ρεt
◦ (vεt )−1 − ρt

1− ρt
◦ v−1

t

)2

(v)dv.

First note that since χt = θ
〈
v, α̂tθ−2 − α0

〉
and that the same identity holds for χε

t and α̂ε, we can

write for any T > 0, as a consequence of Proposition 3.9

lim sup
ε→0

sup
t∈[0,T ]

|χt − χε
t | = 0.

In particular, still as a consequence of Proposition 3.9 and identity (3.14),

lim sup
ε→0

sup
u∈T, t∈[0,T ]

|vt(u)− vεt (u)| = 0.

so that since the mappings vt, v
ε
t are strictly increasing,

lim sup
ε→0

sup
v∈T, t∈[0,T ]

|v−1
t (v)− (vεt )

−1(v)| = 0.

This, together with the L2–convergence of ρεt to ρt and the fact that ρt, ρ
ε
t are bounded away from 1

uniformly, proves the result. □

3.3. Proof of Theorem 2.3 in the symmetric case. We can now provide an alternative proof

of Theorem 2.3 in the symmetric case, using the hydrodynamic limit for the symmetric facilitated

zero-range process provided by Theorem 2.6 (which will be proved independently in Section 5).

Proof of Theorem 2.3 in the symmetric case. As in the proof of Lemma 3.4, we construct a sequence

of random elements {ηN , N ⩾ 1} on a common probability space (Σ,F , ν⋆) such that ηN (σ) has

distribution νN , and such that

lim
N→∞

1

N

∑
x∈TN

ηNx (·)δx/N (du) = ρini(u)du, ν⋆ – a.s.

under the weak topology. We start from the observation that for every φ ∈ C(T),

1

N

N∑
x=1

ηx(t)φ(
x
N ) =

1

N

M∑
y=1

Xy+1(t)−1∑
x=Xy(t)+1

φ( x
N ) =

1

N

M∑
y=1

ωy(t)φ
(Xy(t)

N

)
+O

( 1

N
sup
y
ωy(t)

)
.
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By Lemma 3.7, the error term above converges to zero in probability as N → ∞. Since

Xy(t) =

y−1∑
y′=1

ωy′(t) +X1(t) + y − 1,

by Lemma 3.4 and Theorem 2.6, the first term on the right hand side converges in PηN –probability to

θ

∫
T
αtθ−2(v)φ

(
χt + θ

∫ v

0

(
1 + αtθ−2(v′)

)
dv′
)
dv,

where αt(v) is the unique weak solution to (2.14) with initial condition αini defined in (3.3). Let

ut(v) = χt + θ

∫ v

0

(1 + αtθ−2)(v′)dv′.

Since the function ut is strictly increasing, it has an inverse denoted by vt(u). Let

ρt(u) =
αtθ−2

1 + αtθ−2

(vt(u)),

then, by Proposition 3.10, ρt is the unique weak solution to (2.6) and

lim
N→∞

1

N

N∑
x=1

ηx(t)φ(
x
N ) =

∫
T
ρt(u)φ(u) du

in PηN –probability. Moreover, the above convergence also holds in PνN
–probability by the dominated

convergence Theorem. This concludes the proof. □

4. The asymmetric case

4.1. Microscopic mapping. The microscopic mapping in the asymmetric case is the same as in the

symmetric case except that we do not have the extra factor θ since the system is defined on the infinite

lattice. As in the symmetric case, let us label the empty sites from left to right in the exclusion process

{η(t)} on LM = Z, as follows: let X0(t) be the position of the first empty site to the right of (or at)

the origin. Then, for any k > 0 (resp. k < 0), Xk(t) is the position of the (k + 1)-th empty site to the

right (resp. the k-th empty site to the left) of the origin. Since the jumps are nearest neighbor, the

orders of the empty sites are preserved along the evolution of the process, i.e. for any t ⩾ 0,

. . . < X−1(t) < X0(t) < X1(t) < . . .

For y ∈ Z, let
ωy(t) := Xy+1(t)−Xy(t)− 1.

Then, as in Lemma 3.1, {ω(t)}t⩾0 is a Markov process on ΓM = NZ which evolves according to

the generator NL FZR
M defined in (2.9). On the infinite line, both processes have the same scaling,

i.e. throughout this section, we choose M = N .

As stated in Theorem 2.3, we need the following assumption on the initial profile:

Assumption 4.1. The initial density profile ρini : R → [0, 1] is integrable on R, and bounded away

from 1:

ρini(u) ⩽ ρ⋆ < 1, for any u ∈ R.

Similar to Lemma 3.2, the initial zero-range density profile in this case is given by

αini(v) =
ρini(u)

1− ρini(u)
, u ∈ R, (4.1)
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where

v = v(u) =

∫ u

0

(1− ρini(u′))du′.

More precisely, for any continuous test function φ : R → R with compact support and for any δ > 0,

lim
N→∞

PνN

(∣∣∣∣ 1N ∑
y∈Z

φ
( y
M

)
ωy(0)−

∫
R
φ(v)αini(v)dv

∣∣∣∣ > δ

)
= 0.

Since the proof is exactly the same as that of Lemma 3.2, we do not repeat it here.

Lemma 4.1 (Law of large numbers). Let ρini : R → [0, 1] satisfy Assumption 4.1 and αini be defined

as in (4.1). Consider the entropy solution αt(v) of the hyperbolic equation (2.16) with initial condition

αini (see Definition 2.2). Then, for any t ⩾ 0, and any ε > 0,

lim
N→∞

PνN

(∣∣∣∣X0(t)

N
− σt

∣∣∣∣ > ε

)
= 0, where σt =

∫ ∞

0

(αini(v)− αt(v)) dv.

Proof of Lemma 4.1. As in the proof of Lemma 3.4, let Jω
y,y+1(t) be the net current across the bond

(y, y + 1) up to time t throughout the evolution of ω. Then

X0(t)−X0(0) = −Jω
0,1(t).

Since X0(0)/N → 0 in probability as N → ∞, we only need to prove for every ε > 0,

lim
N→∞

PνN

(∣∣∣∣Jω
0,1(t)

N
+ σt

∣∣∣∣ > ε

)
= 0.

By the conservation of the number of particles,

N−1Jω
0,1(t) = N−1

( ∑
1⩽y⩽KN

+
∑

y>KN

)
{ωy(t)− ωy(0)}.

The first sum above converges in probability, as N → ∞ followed by K → ∞, to −σt. For the second

sum, it is bounded by

2N−1
∑

y>(K−C)N

ωy(0)

for some finite constant C, which vanishes in the limit by the integrability of αini. This concludes the

proof. □

4.2. Macroscopic mapping. In the section, we mainly prove the following result.

Lemma 4.2 (α 7→ ρ). Let αt(v) be the unique entropy solution to (2.16) with initial data αini, and

for any t ⩾ 0, u ∈ R, let vt(u) be the unique point such that

u = σt +

∫ vt(u)

0

(1 + αt(v
′))dv′,

with σt defined as in Lemma 4.1. Then ρt(u) defined as

ρt(u) =
αt ◦ vt(u)

1 + αt ◦ vt(u)

is the entropy solution to (2.8) with initial data ρini, where ρini is defined by inverting (4.1), i.e.

ρini(u) =
αini(v0(u))

1 + αini(v0(u))
.
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As in the symmetric case, before proving Lemma 4.2, we first smooth out solutions to the hyperbolic

equations. Let ϕ ∈ C∞
c (R) be a symmetric mollifier, i.e. which satisfies

ϕ(u) ⩾ 0, ϕ(u) = ϕ(−u), supp(ϕ) ⊂ (0, 1),

∫
R
ϕ(u)du = 1.

For any ε > 0, take ϕε(u) = ε−1ϕ(u/ε). Let αini
ε = αini ∗ ϕε and

Hε(r) = (H ∗ ϕε)(r) :=
∫
R
H(r − r′)ϕε(r

′)dr′, Gε(r) = (1 + r)Hε
(

r
1+r

)
.

Note that we define Gε in the above way (recall also (2.18)) instead of convoluting the function G with

the mollifier ϕε, in order to prove Lemma 4.4 below.

Lemma 4.3. Let αini ∈ L1(R) ∩ L∞(R) ∩BV (R). Then there exists a unique smooth solution αε to∂tα
ε
t + (2p− 1)∂vGε(αε

t ) = ε ∂2v

(
αε
t

1 + αε
t

)
, t > 0, v ∈ R,

αε
0 = αini

ε .

(4.2)

Moreover, there exists a subsequence still denoted by αε such that

lim
ε→0

αε = α in L1
loc(R+ × R) and a.e. in R+ × R, (4.3)

where α is the unique entropy solution to (2.16) with initial distribution αini.

Proof. We only sketch the proof and refer the readers to [23, Section 2.4] for details. The existence

and uniqueness of the smooth solution follow immediately from [23, Lemma 2.4.13]. Moreover, for all

t ⩾ 0 we have

||αε
t ||L∞(R) ⩽ ||αini||L∞(R), (4.4)

||∂vαε
t ||L1(R) ⩽ TV (αini), (4.5)

||∂tαε
t ||L1(R) ⩽ C TV (αini). (4.6)

In particular, the sequence {αε : ε > 0} is bounded in the space L∞((0,∞)×R)∩W 1,1
loc ((0,∞)×R),

where W 1,1
loc ((0,∞) × R) is the local version of the standard Sobolev space, i.e. the set of functions

f ∈ L1((0,∞)×R) such that the restriction of f to any compact set is in L1, as well as the restriction

of ∇f , cf. [23] for example. By a diagonalization argument, there exists a subsequence, still denoted

by αε, and a function α such that (4.3) holds. Moreover, the almost everywhere convergence in (4.3)

is uniform over compacts sets in R+ × R.
Next we show the limit α is the entropy solution to (2.16) with initial condition αini. Let (E,F ε) be

a convex entropy-entropy flux pair, i.e.: take E ∈ C2(R) any convex function, and define F ε through

the relation E′(Gε)′ = (F ε)′. Multiplying (4.2) by E′(αε), a straightforward computation gives

∂tE(αε
t ) + (2p− 1)∂vF

ε(αε
t ) = εE′(αε

t )∂
2
v

(
αε
t

1 + αε
t

)
= ε∂2vẼ(αε

t )− εE′′(αε
t )(1 + αε

t )
−2(∂vα

ε
t )

2 ⩽ ε∂2vẼ(αε
t ),

where Ẽ(α) is the primitive function of (1 + α)−2E′(α), and the last inequality comes from the fact

that E is convex. Recall that we denote by ⟨·, ·⟩ the standard L2(R) scalar product, the weak formula
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of the above inequality for 0 ⩽ φ ∈ C2
c (R× R) reads

⟨E(αε
0), φ0⟩+

∫ ∞

0

⟨E(αε
t ), ∂tφt⟩+ (2p− 1)⟨F ε(αε

t ), ∂vφt⟩ dt ⩾ −ε
∫ ∞

0

⟨Ẽ(αε
t )∂

2
vφt⟩ dt. (4.7)

It can be easily checked that the right hand side of the above inequality converges to zero as ε → 0

and that

lim
ε→0

E(αε) = E(α) in L1
loc(R+ × R).

Moreover,

lim
ε→0

F ε(αε) = F (α) in L1
loc(R+ × R), (4.8)

where F satisfies E′G′ = F ′. To prove the last equation, first note that

|F ε(αε
t )− F (αt)| =

∣∣∣ ∫ αε
t

0

E′(β)(Gε)′(β)dβ −
∫ αt

0

E′(β)G′(β)dβ
∣∣∣

⩽
∫ K

−K

∣∣E′(β)
∣∣∣∣(Gε)′(β)− G′(β)

∣∣dβ +
∣∣∣ ∫ αε

t

αt

E′(β)G′(β)dβ
∣∣∣,

where K = ||αini||L∞(R). This yields

lim
ε→0

F ε(αε) = F (α)

uniformly over compact sets in R+×R, which proves (4.8) by dominated convergence theorem. Letting

ε → 0 in (4.7), we have that α is the unique entropy solution to (2.16) with initial distribution αini.

This completes the proof. □

Let us define

σε
t =

∫ ∞

0

(αini
ε (v)− αε

t (v)) dv,

and for any t ⩾ 0, u ∈ R, let vεt (u) be the unique point such that

u = σε
t +

∫ vε
t (u)

0

(1 + αε
t (v

′))dv′.

Finally, define

ρεt (u) =
αε
t ◦ vεt (u)

1 + αε
t ◦ vεt (u)

. (4.9)

After a tedious but elementary calculation, we get the following

Lemma 4.4 (αε 7→ ρε). The function ρε defined by (4.9) is the unique weak solution to the following

perturbation of the hyperbolic equation (2.8)∂tρεt + (2p− 1)∂uH
ε(ρεt ) = ε∂2uρ

ε
t , t > 0, u ∈ R,

ρε0 = ρiniε ,
(4.10)

where

ρiniε (u) =
αini
ε (vε0(u))

1 + αini
ε (vε0(u))

.

In the same spirit as in Lemma 4.3, there exists a subsequence still denoted by ρε such that

lim
ε→0

ρε = ρ̃ in L1
loc(R+ × R) and a.e. in R+ × R, (4.11)
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where ρ̃ is the unique entropy solution to (2.8) with initial condition ρini as defined in Lemma 4.2. We

are now ready to prove Lemma 4.2.

Proof of Lemma 4.2. We only need to prove

lim
ε→0

ρε = ρ in L1
loc(R+ × R)

or equivalently,

lim
ε→0

αε
t ◦ vεt = αt ◦ vt in L1

loc(R+ × R). (4.12)

Indeed, this implies ρ = ρ̃ and whence concludes the proof.

We claim that

lim
ε→0

σε
t = σt for a.e. t ∈ R+.

Indeed, we have limε→0 ||αini
ε − αini||L1(R) = 0 and for every K > 0,

lim sup
ε→0

∣∣∣ ∫ ∞

0

αε
t (v)− αt(v)dv

∣∣∣ ⩽ lim sup
ε→0

∣∣∣ ∫ K

0

αε
t (v)− αt(v)dv

∣∣∣
+ lim sup

ε→0

∫ ∞

K

αε
t (v)dv +

∫ ∞

K

αt(v)dv.

The first term on the right-hand side is zero by Lemma 4.3, and the last term converges to zero as

K → ∞ by the integrability of αt. For the second term, we have∫ ∞

K

αε
t (v)dv ⩽

∫
|v|>K

αε
t (v)dv =

∫
R
αt(v)dv −

∫
|v|⩽K

αε
t (v)dv

⩽
∫
|v|>K

αt(v)dv +

∫
|v|⩽K

∣∣αε
t (v)− αt(v)

∣∣dv,
which vanishes as ε→ 0, K → ∞. This proves the claim. Together with (4.3), we have

lim
ε→0

uεt (v) = ut(v)

uniformly over compact intervals in the space variable for a.e. t ∈ R+. Since uεt and ut are strictly

increasing, we have

lim
ε→0

vεt (u) = vt(u) (4.13)

uniformly over compact intervals in the space variable for a.e. t ∈ R+. We now write, for any K > 0,∫ K

−K

|αε
t ◦ vεt (u)− αt ◦ vt(u)|du ⩽

∫ K

−K

|αε
t ◦ vεt (u)− αε

t ◦ vt(u)|du

+

∫ K

−K

|αε
t ◦ vt(u)− αt ◦ vt(u)|du. (4.14)

By (4.5) and (4.13), the first term on the right-hand side converges to zero as ε→ 0. The second term

on the right-hand side of (4.14) also vanishes in the limit by (4.3). Therefore, we have proved

lim
ε→0

αε
t ◦ vεt = αt ◦ vt in L1

loc(R)

for a.e. t ∈ R. Since ∥αε∥L∞(R+×R) ⩽ ∥αini∥L∞(R+×R), (4.12) follows from the dominated convergence

Theorem. This concludes the proof. □

4.3. Proof of Theorem 2.3 in the asymmetric case.
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Proof of Theorem 2.3 in the asymmetric case. Observe that for every continuous function φ : R → R
with compact support,

1

N

∑
x∈Z

φ( x
N )ηx(t) =

1

N

∑
x∈Z

φ( x
N )− 1

N

∑
y∈Z

φ(Xy(t)/N). (4.15)

Following the same argument in Subsection 3.3,

lim
N→∞

1

N

∑
x∈Z

φ( x
N )ηx(t) =

∫
R
φ(u)du−

∫
R
φ
(
σt+

∫ v

0

(1+αt(v
′))dv′

)
dv in PνN

– probability. (4.16)

Making the change of variables v 7→ vt(u) in (4.16), where vt(u) is defined in Lemma 4.2, we have

lim
N→∞

1

N

∑
x∈Z

φ( x
N )ηx(t) =

∫
R
φ(u)

αt ◦ vt(u)
1 + αt ◦ vt(u)

du in PνN
– probability. (4.17)

We conclude the proof by Lemma 4.2. □

5. Proof of Theorem 2.6: the hydrodynamic limits for the zero-range process

5.1. Basic coupling and initial distribution. The proof of the hydrodynamic limits in both the

symmetric and asymmetric cases for the zero-range process strongly relies on its attractiveness property.

The latter allows to couple two processes (ω(t), ζ(t)), each one evolving according to the generator

L FZR
M , in a way that preserves their order. The generator of the coupled process (ω(t), ζ(t)) is L̃ FZR

M

which is defined by making a particle jump from site x to x+ 1 (resp. x− 1) at rate p (resp. p′)

• in both processes ω and ζ if both ωx ⩾ 2 and ζx ⩾ 2,

• only in ω and not in ζ if ωx ⩾ 2 and ζx < 2,

• only in ζ and not in ω if ζx ⩾ 2 and ωx < 2.

This dynamics is usually referred to as the basic coupling, we will not give the explicit form of the

coupled generator L̃ FZR
M , since it would require burdensome notations, and the dynamics description

above is fairly straightforward.

Denote by I (resp. Ĩ ) the set of invariant measures for the zero-range process ω(t) (resp. the

coupled process (ω(t), ζ(t))), and by S (resp. S̃ ) the set of translation-invariant measures on ΓM

(resp. on ΓM × ΓM ).

Lemma 5.1. (i) If µ ∈ I ∩ S , then µ has the following decomposition

µ = λµ1 + (1− λ)µ2,

for some λ ∈ [0, 1], where µ1 ∈ S is concentrated on the set of frozen configurations

µ1{ω : ωy ⩽ 1, ∀y} = 1

and µ2 is concentrated on the set of ergodic configurations and satisfies

µ2 =

∫ ∞

1

µ⋆
α β(dα) for some probability measure β on [1,∞),

where µ⋆
α is the equilibrium measure for the zero-range process defined in (2.10).

(ii) If µ̃ ∈ Ĩ ∪ S̃ , then µ̃ has the following decomposition

µ̃ = λµ̃1 + (1− λ)µ̃2,
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for some λ ∈ [0, 1], where µ̃1 is concentrated on the set of configurations whose two components

are both frozen, and µ̃2 satisfies

µ̃2{(ω, ζ) : ω ⩽ ζ or ζ ⩽ ω} = 1. (5.1)

Proof of Lemma 5.1. To sketch the proof of (i), we follow the strategy of [12]. The main hurdle is to

show that if µ ∈ I ∩S , then µ is concentrated on the union of frozen and ergodic configurations, i.e.

µ(ωy = 0, ωy′ ⩾ 2 for some y, y′) = 0. (5.2)

To show the latter, since µ is invariant for the evolution of the process ω(t), first note that

µ
(
L FZR

M 1{ωy=0}
)
= 0.

Direct calculations show that if 1
2 ⩽ p < 1, then

µ(ωy = 0, ωy±1 ⩾ 2) = 0.

If p = 1, we only have

µ(ωy = 0, ωy−1 ⩾ 2) = 0.

However, by further considering

µ
(
L FZR

M 1{ωy=0,ωy+1=k}
)
= 0, k ⩾ 1,

we get

µ(ωy = 0, ωy+1 ⩾ 2) = 0.

Using the same induction argument as in the proof of [12, Lemma 4.1], it is not hard to prove (5.2).

Now we decompose µ by respectively restricting it to the set of frozen configurations and to that of

ergodic configurations. It is well known from [1] that the invariant and translation invariant measures

of the zero-range process ω(t) restricted to the set of ergodic configurations are a linear combination

of the measures {µ⋆
α, α ⩾ 1}. This proves (i).

We now consider (ii). By (5.2), µ̃ is concentrated on the set of configurations{
(ω, ζ) : ωy ⩽ 1 and ζy ⩽ 1 for all y

}
∪
{
(ω, ζ) : ωy ⩾ 1 and ζy ⩾ 1 for all y

}
∪
{
(ω, ζ) : ωy ⩽ 1 and ζy ⩾ 1 for all y or ωy ⩾ 1 and ζy ⩽ 1 for all y

}
.

Decompose µ̃ by restricting it to the above three sets respectively. Obviously, µ̃ restricted to the first

set is concentrated on the set of configurations whose two components are both frozen, and µ̃ restricted

to the last set satisfies (5.1). By [1, Proposition 5.1], µ̃ restricted to the second set above satisfies (5.1).

This completes the proof of Lemma 5.1. □

Because we used the hydrodynamic limit of the zero-range process through a mapping to prove

Theorem 2.3, and because the image through the mapping of Bernoulli product measures fitting ρini

is not a geometric product measure, (although it does satisfy (2.11), see Lemma 3.2) we need to

prove Theorem 2.6 for fairly general initial distributions. However, because of the degeneracy of the

process, entropy tools cannot be used to prove Theorem 2.6, both in the symmetric or asymmetric

case. Because of this, the fact that the initial distribution is a product one is fundamental to our proof

in both cases. Indeed, it is used to dominate by an equilibrium state and prove the two blocks-estimate

in the symmetric case, and to prove the initial condition (2.17) in the asymmetric case. We therefore
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first use attractiveness to prove the following result, which states that if two initial distributions fit

the same initial profile αini, they have the same hydrodynamic limit.

Lemma 5.2. Consider two zero-range processes ω and ζ on LM with respective initial distributions

µM , µ′
M , we denote by µ̃M = µM ⊗ µ′

M the product measure for the pair (ω, ζ). Assume that for any

compactly supported test function φ ∈ C2
c (L), any ε > 0

lim
M→∞

µ̃M

(∣∣∣∣ 1M ∑
y∈LM

(ωy − ζy)φ(
y
M )

∣∣∣∣ > ε

)
= 0. (5.3)

Then, in both symmetric (I) and asymmetric (II) cases, if Theorem 2.6 holds for ω, then it also holds

for ζ.

Proof of Lemma 5.2. To prove this result, we adapt ideas from [3]. We start with the symmetric case,

which takes place on the finite ring LM = TM and will allow us to illustrate the main argument. We

couple the two processes {ω(t), ζ(t)}t⩾0 by the basic coupling described in the beginning of the section,

and we assume that ω admits a hydrodynamic limit, so that in particular we must have, for any

C0 > 2 sup
v
αini(v) (5.4)

and using φ ≡ 1 in (2.11) and (5.3) that

lim
M→∞

µ̃M

(
1

M

∑
y∈TM

(ωy + ζy) > C0

)
= 0. (5.5)

We claim that, denoting by ∆y,y′(t) the particle difference between the two processes in the segment

[y, y′] at time t,

max
y,y′∈TM

∆y,y′(t) := max
y,y′∈TM

∣∣∣∣ y′∑
z=y

(
ωz(t)− ζz(t)

)∣∣∣∣ ⩽ max
y,y′∈TM

∆y,y′(0). (5.6)

This identity is clear, because the left-hand side is decreasing in time under the basic coupling: consider

a segment [y, y′] which realizes the maximum of ∆y,y′(t), and assume for example that in this segment

ω(t) contains more particles than ζ(t). Since jumps occur a.s. one at a time, the only way for the

maximum to increase in time is for an ω–particle to jump in [y, y′] without a ζ–particle. But since

particle jumps are nearest-neighbor, the only way this can happen is if ∆y,y′ is less than either ∆y−1,y′

or ∆y,y′+1.

Now, thanks to (5.3), we claim that maxy,y′∈TM
∆y,y′(0)/M vanishes in probability. To prove it,

consider a sequence of functions (φk)k∈N which is dense (for the supremum norm ||·||L∞) in the set

B := {φ ∈ C(T), ||φ||L∞ ⩽ 1}. Fix ε > 0 and define ε′ = ε/2C0, (where C0 was given in (5.4)).

Since it is compact, B is covered by a finite number of ε′-neighborhoods of φ1, . . . , φkε , so that for any

M =M(kε) large enough, and any δ > 0, (5.3) applied to the φk’s yields

µ̃M

(
∃ φ ∈ B s.t.

∣∣∣∣ 1M ∑
y∈LM

(ωy − ζy)φ(
y
M )

∣∣∣∣ > ε

)
⩽ kεδ + µ̃M

(
1

M

∑
y∈LM

ωy + ζy > C0

)
.

Since this is true for any δ, and that the last term vanishes as M → ∞ according to (5.5), we obtain

that

sup
y,y′∈TM

∣∣∣∣ 1M
y′∑

z=y

(ωz − ζz)

∣∣∣∣ = sup
v,v′∈T

∣∣∣∣ 1M ∑
y∈[vM,v′M ]

(ωy − ζy)

∣∣∣∣ ⩽ sup
φ∈B

∣∣∣∣ 1M ∑
y∈LM

(ωy − ζy)φ(
y
M )

∣∣∣∣
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vanishes in probability as M → ∞. This, together with (5.6), yields that maxy,y′∈TM
∆y,y′(t)/M also

vanishes in probability for any t > 0. Fix a smooth test function φ ∈ C2(T), which we approximate,

for any n ∈ N, by φn :=
∑n

k=1 φ(k/n)1((k−1)/n,k/n] which is in supremum norm O(1/n) close to φ.

We can now write∣∣∣∣ 1M ∑
y∈TM

ζy(t)φ(
y
M )− 1

M

∑
y∈TM

ωy(t)φ(
y
M )

∣∣∣∣
⩽

∣∣∣∣ 1M ∑
y∈TM

(ζy − ωy)(t)φn(
y
M )

∣∣∣∣+ 1

M

∑
y∈TM

(ζy + ωy)(t)
∣∣φ− φn

∣∣( y
M ). (5.7)

For any n, the first term in the right hand side vanishes in probability as M → ∞ because φn is

bounded and piecewise constant, and maxy,y′∈TM
∆y,y′(t)/M vanishes in probability. For any fixed

ε > 0, and for any n large enough (n > C0 ||φ′||∞ /ε), we can write according to (5.5), and by

conservation of the number of particles that

Pµ̃M

(∣∣∣∣ 1M ∑
y∈TM

(ζy + ωy)(t)
∣∣φ− φn

∣∣( y
M )

)
> ε

)
vanishes as M → ∞, where Pµ̃M

denotes the distribution of the coupled zero-range process started

from µ̃M . In particular, since the left-hand side of (5.7) does not depend on n, it vanishes in probability

as M → ∞. This proves that if ω admits a hydrodynamic limit, ζ also does.

We now turn to the asymmetric case on the full line. We claim that analogously to the symmetric

case, regardless of µM , µ′
M , for any v < v′,

sup
vM<y<y′<v′M

∣∣∣∣ y′∑
z=y

(
ωz(t)− ζz(t)

)∣∣∣∣ ⩽ sup
(v−2t)M<y<y′<(v′+2t)M

∣∣∣∣ y′∑
z=y

(
ωz(0)− ζz(0)

)∣∣∣∣+ εM , (5.8)

where the remainder term εM vanishes in probability as M → ∞. To prove this claim, let {ξ(t)} be a

third process, coupled with the other two, but with initial configuration given by

ξy(0) = ωy(0)1y∈[(v−2t)M,(v′+2t)M ] + ζy(0)1y/∈[(v−2t)M,(v′+2t)M ].

Then, the left hand side of (5.8) is less than

sup
vM<y<y′<v′M

∣∣∣∣ y′∑
z=y

(
ωz(t)− ξz(t)

)∣∣∣∣+ sup
vM<y<y′<v′M

∣∣∣∣ y′∑
z=y

(
ξz(t)− ζz(t)

)∣∣∣∣.
For the first term on the right-hand side of the above, since the displacement of a particle is stochasti-

cally bounded by a Poisson process with parameter one, with very high probability, ω(t) = ξ(t) in the

interval [(v − t)M, (v′ + t)M ], cf. [24] for example. In particular the first term vanishes in probability

as M → ∞. For the second term, note as in the symmetric case that thanks to the coupling, the

quantity

sup
y<y′

∣∣∣∣ y′∑
z=y

(
ξz(t)− ζz(t)

)∣∣∣∣
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is non-increasing in time, and is a.s. finite because ξ and ζ only differ initially in the finite segment

[(v − 2t)M, (v′ + 2t)M ]. This permits us to bound the second term by

sup
y<y′

∣∣∣∣ y′∑
z=y

(
ξz(0)− ζz(0)

)∣∣∣∣ = sup
(v−2t)M<y<y′<(v′+2t)M

∣∣∣∣ y′∑
z=y

(
ωz(0)− ζz(0)

)∣∣∣∣.
This proves (5.8). Repeating then the same arguments as in the symmetric case, it is straightforward

to show thanks to (5.3) that the right-hand side vanishes in probability as M → ∞ for any fixed

v, v′ and t. It then follows that for any compactly supported test function φ, the discrete integrals
1
M

∑
y∈Z ωy(t)φ(

y
M ) and 1

M

∑
y∈Z ζy(t)φ(

y
M ) converge in probability to the same limit, which concludes

the proof of Lemma 5.2. □

Thanks to the previous lemma, and throughout the rest of the section, we can now, without loss

of generality, assume that the zero-range process is started from a product initial distribution. More

precisely, we now assume that the initial distriution for the process is given by (2.12), namely its

marginals satisfy

µM (ωy = k) = 1{k∈N}
1

1 + αini( y
M )

(
1− 1

1 + αini( y
M )

)k

, for any y ∈ LM .

Denote by µα the corresponding (fixed parameter) geometric product measure with density α, taking

values in N at each site,

µα(ωy = k) = 1{k∈N}
1

1 + α

(
1− 1

1 + α

)k

, for any y ∈ LM . (5.9)

As previously noted in Section 2.2, µα is not an equilibrium distribution for the zero-range process,

since its equilibrium distributions are given by geometric product measures µ⋆
α taking values at each

site in N∗ := N \ {0}, and only defined for densities α ⩾ 1,

µ⋆
α(ω0 = k) = µα−1(ωy = k − 1) = 1{k∈N∗}

1

α

(
1− 1

α

)k−1

, for any y ∈ LM . (5.10)

For this reason, the process is not initially in a state of local equilibrium, and cannot be locally coupled

at time 0 with equilibrium distributions. Further note that even with Lemma 5.2, we cannot start the

process from a local equilibrium state, since the latter is only defined (see (5.10)) for densities α ⩾ 1,

and our initial profile can a priori take any non-negative values.

However, both distributions µα and µ⋆
α are parametrized by the particle density, Eµ⋆

α
[ωy(0)] =

Eµα
[ωy(0)] = α. Note that because it is not the equilibrium distribution for the facilitated zero-

range process, the measure µα given by (5.9) is not a particularly natural choice of initial product

measure. However, taking a geometric distribution is a natural choice through the mapping, because

it translates in the exclusion process as a product Bernoulli measure. This is the reason behind the

initial distributions (2.12) and (5.9).

We now give a technical lemma, which allows us to bound from above the zero-range process by

an equilibrium state with slightly larger density. Recall that the initial profile αini for the zero-range

process is assumed to be bounded, we denote by

α = sup
v∈L

αini(v) + 1. (5.11)
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Lemma 5.3. There exists a coupling µM between the initial configuration ω whose distribution is

µM (ω = ·) =
⊗
y∈LM

µαini(y/M)(ωy = ·),

given by (2.12) and the equilibrium configuration ζ with distribution µ⋆
α, such that

µM (ω ⩽ ζ) = 1. (5.12)

In particular, the zero-range process started from µM is at all times stochastically dominated by µ⋆
α, in

the sense that

PµM
(ω(t) ⩽ ζ(t)) = 1, (5.13)

where PµM
denotes the coupled distribution of the processes {ω(t), ζ(t)} started from µM and driven

by the coupled dynamics introduced at the beginning of the section.

Proof of Lemma 5.3. Thanks to the coupling, if (5.13) holds at the initial time, it holds for any time

t > 0. We therefore only need to build the initial coupling µM . Denote by µM the distribution of M

i.i.d. variables (Uy)y∈LM
, and define for any k ∈ N

ωy = k iff µM (ωy < k) ⩽ Uy < µM (ωy < k + 1),

ζy = k iff µα+1(ωy < k) ⩽ Uy < µα+1(ωy < k + 1).

Since αini + 1 ⩽ α, we have for any k and any y ∈ LM(
αini(y/M)

1 + αini(y/M)

)k

= µM (ωy ⩾ k) ⩽ µα(ωy ⩾ k) =

(
α− 1

α

)k−1

,

so that (5.12) holds. □

5.2. Symmetric case. We now prove Theorem 2.6. Even though in the symmetric case, one can

prove that the transience time to reach a frozen/ergodic state is subdiffusive (see e.g. [8, Theorem

2.6]), the two-phased nature of our zero-range process, unfortunately, precludes the use of any entropy

tool. Indeed, both the entropy method [18] and the relative entropy method [29] require the existence

of a one-parameter family of stationary states, which for our model only exists in the supercritical case

α ⩾ 1 (see (5.10)). In the subcritical regions, any δ–Dirac measure on a frozen state is by definition

stationary, and entropy arguments no longer apply.

However, thanks to the attractiveness of the process, we are able to provide a simple proof based

• on Funaki’s one-block estimate (see [12, Theorem 4.1], [8, Proposition 3.8]) in the context of

Stefan problems, based on the decomposition of translation invariant stationary states for the

infinite volume dynamics. This is the content of Lemma 5.4 below;

• on Rezakhanlou’s two-blocks estimate (see [24, Lemma 6.2]), which he proved for attractive

asymmetric particle systems, adapted in Lemma 5.5 below.

Unfortunately, Rezakhanlou’s argument does not work verbatim in our case, because as mentioned

in the previous subsection, the process is not started from a state of local equilibrium, and cannot be

locally coupled with equilibrium distributions.

A strategy to overcome this issue is the following : instead of coupling with equilibrium distributions,

we couple with pseudo-equilibrium distributions, that is with distributions Pµα
of the zero-range

process started from a constant density α > 1. According to [7], for this process with α > 1, the
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hydrodynamic limit holds, and in particular one can show the one and two-blocks estimates by the

classical entropy estimates, starting from the time where the ergodic component is reached.

5.2.1. A one-block estimate. We start by a local law of large numbers for the zero-range process, given

by the following lemma.

Lemma 5.4. Define Bℓ(y) = {y − ℓ, . . . , y + ℓ}, and

ωℓ
y(t) =

1

2ℓ+ 1

∑
y′∈Bℓ(y)

ωy′(t),

then we have

lim sup
ℓ→∞

lim sup
M→∞

EµM

[ ∫ T

0

1

M

∑
y∈TM

∣∣∣∣ 1

2ℓ+ 1

∑
y′∈Bℓ(y)

g(ωy′(t))− G(ωℓ
y(t))

∣∣∣∣dt] = 0. (5.14)

Proof of Lemma 5.4. The proof is analogous to Funaki’s [12, Theorem 4.1], we simply sketch it. Denote

by τx the translation by x of a configuration, (τxω)y = ωx+y, and consider the space-time average of

the process’s distribution on [0, T ]× TM ,

µT
M (·) = 1

TM

∫ T

0

∑
x∈TM

µM (τxω(t) = ·)dt.

The sequence (µT
M )M⩾1 is tight, and any of its limit point µ is translation-invariant and stationary for

the infinite volume zero-range generator L FZR
M obtained from (2.9) with p = 1

2 and LM = Z.

In particular, by Lemma 5.1, we have an explicit decomposition for the zero-range translation-

invariant stationary measures, so that there must exist λ ∈ [0, 1] and a probability measure β on

[1,+∞) such that

µ(·) = λµF (·) + (1− λ)

∫
[1,+∞)

β(dα)µ⋆
α(·). (5.15)

In this identity, µF is a measure supported on the frozen states F = {0, 1}Z. For any α ⩾ 1, under

the equilibrium measure,

lim sup
ℓ→∞

Eµ⋆
α

[∣∣∣∣ 1

2ℓ+ 1

ℓ∑
y=−ℓ

g(ωy)− G
(
ωℓ
y

) ∣∣∣∣] = 0

by the strong law of large numbers, whereas for any ω ∈ F both terms inside the absolute value vanish.

This, together with (5.15), yields

lim sup
ℓ→∞

Eµ

[∣∣∣∣ 1

2ℓ+ 1

ℓ∑
y=−ℓ

g(ωy)− G
(
ωℓ
y

) ∣∣∣∣] = 0,

which proves Lemma 5.4. □

5.2.2. Two-blocks estimate. We now prove a two-blocks estimate in the supercritical region, since the

contribution of the subcritical one to the hydrodynamic limit vanishes.

Lemma 5.5. Using the same notations as before, for any T ⩾ 0 and any positive δ,

lim sup
ℓ→∞

lim sup
ε→0

lim sup
M→∞

∫ T

0

1

M

∑
y∈TM

PµM

(∣∣ωℓ
y(t)−ωεM

y (t)
∣∣ > δ, ωℓ

y(t), ω
εM
y (t) > 1+ δ

)
dt = 0, (5.16)
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and for any T ⩾ 0

lim sup
ℓ→∞

lim sup
ε→0

lim sup
M→∞

EµM

[ ∫ T

0

1

M

∑
y∈TM

∣∣∣G(ωℓ
y(t)

)
− G

(
ωεM
y (t)

)∣∣∣dt] = 0. (5.17)

To prove the two-blocks estimate, we adapt Rezankhalou’s coupling argument to our pseudo-

equilibrium measures, together with the following result, that states that the two-blocks estimate

holds starting from a uniform supercritical density.

Lemma 5.6. For any α > 1, T > 0

lim sup
ℓ→∞

lim sup
ε→0

lim sup
M→∞

Eµα

[ ∫ T

0

∣∣ωℓ
0(t)− ωεM

0 (t)
∣∣dt] = 0. (5.18)

Furthermore,

lim sup
ε→0

lim sup
M→∞

Eµα

[ ∫ T

0

∣∣ωεM
0 (t)− α

∣∣dt] = 0. (5.19)

Equation (5.19) also holds for the microscopic local density, i.e. with εM replaced by ℓ that goes to

infinity after M .

Note that if µα is replaced by the equilibrium measure µ⋆
α, this result would be a direct consequence

of the strong law of large numbers.

Proof of Lemma 5.6. The strategy to prove this result is the following:

• First, choosing β > 0 large enough, letting ℓ = (logM)β , for any δ > 0, the probability

under µα for the configuration to be δ-regular (in the sense of [7, Equation (4.6)] is of order

1− oN (1). It therefore follows from [7, Proposition 4.1] that for any fixed α > 1, denoting by

tM = (logM)4β/M2,

lim inf
M→∞

Pµα

(
ωy (tM ) ⩾ 1, ∀y ∈ TM

)
= 1.

• We then define for any positive time t the measure

µ̃t(·) = Pµα

(
ω(tM + t) = ·

∣∣ ωy (tM ) ⩾ 1, ∀y ∈ TM

)
,

of the process at time tM + t conditioned to have reached the ergodic component before

time tM , and define the density ft = dµ̃t/dµ
⋆
α. We can then define the relative entropy

H(µ̃t | µ⋆
α) :=

∫
ft log(ft)dµ

⋆
α.

• Starting from the distribution µ̃0, the process is ergodic, and assuming that H(µ̃0 | µ⋆
α) ⩽ CM ,

Lemma 5.6 follows from the standard two-blocks estimate for the zero-range process (see

e.g. [20, Lemma 3.2, p.83]). To estimate the initial entropy, we write by direct calculations

H(µ̃0 | µ⋆
α) ⩽ −

∫
log(µ⋆

α(ω))dµ̃0(ω) =M log(α− 1) + log

(
α− 1

α

)
Eµ̃0

[ ∑
y∈TM

ωy

]
.

Since the number of particles is conserved by the zero-range dynamics, recalling that α is an

upper bound on αini + 1, the second integral above is less than Mα/Pµα
(ωx (tM ) ⩾ 1, ∀x ∈

TM ), so that for M large enough,

H(µ̃0 | µ⋆
α) ⩽ αC(α)M. (5.20)

We do not detail the proof of the hydrodynamic limit for the ergodic zero-range process, since it is

detailed in [20, Chapter 5], under condition (5.20). The only hurdle is that assumption (FEM) in [20,
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Chapter 5] does not hold, however it is only used to cut off large densities, which can be done in our

case using attractiveness (cf. (5.13)). This proves in particular the two-blocks estimate (5.18).

Since for fixed ε > 0, ωεM
0 (t) can be directly expressed (up to a small error term) as a function of

the empirical measure of the process, the second identity (5.19) is a consequence of the hydrodynamic

limit in the case of a constant supercritical initial density, together with the dominated convergence

Theorem as ε→ 0.

The last statement of the lemma readily follows from the first two. □

We now prove the two-blocks estimate.

Proof of Lemma 5.5. Thanks to the pseudo-equilibrium two-blocks estimate (Lemma 5.6), the proof

of (5.16) is straightforwardly adapted from Rezankhalou’s proof of [24, Lemma 6.2]. Recall that α is

a uniform bound on αini + 1. We first assume that αini has only finite cross values, in the sense that

the function αini(·) − c strictly changes sign at most a finite number of times (depending on c) in T.
For any c ⩾ 0, we denote by Nc the number of times αini − c strictly changes sign, and denote by ζc a

zero-range process started from the pseudo-equilibrium uniform profile with density c,

ζc(0) ∼ µc,

where µc is the non-stationary initial distribution given by (5.9). For any c ⩾ 0, we couple ζc with ω

by the basic coupling described in Section 5.1. Given two zero-range configurations ω, ω′, denote by

N (ω, ω′) the number of times ω − ω′ strictly changes sign. Since we start both ω and the ζc’s from

product measures with marginals given by (5.9), the initial configurations can be chosen in such a way

that for any c ⩾ 0, and any y ∈ TM

ωy(0)− ζcy(0) has same sign as αini(y/N)− c,

so that N (ω(0), ζc(0)) ⩽ Nc. Furthermore, since ω and the ζc’s evolution are coupled, the function

t 7→ N (ω(t), ζc(t)) is non-increasing for any c, so that in particular, for any c, t ⩾ 0,

N (ω(t), ζc(t)) ⩽ Nc. (5.21)

We do not prove this last statement, it is [24, Lemma 6.5].

We now prove the two-blocks estimate in the case where αini has only finite cross-values. Define for

any c, t ⩾ 0, and any integer ℓ ⩾ 0, the set

Γc
ℓ(t) := {y ∈ TM , ω(t) and ζ

c(t) are not ordered in Bℓ(y)} ⊂ TM ,

where as before Bℓ(y) = {y− ℓ, . . . , y+ ℓ} is the box of size ℓ around y. Thanks to (5.21), we have for

any M ∈ N, and any ε > 0,

|Γc
εM (t)| ⩽ (2εM + 3)Nc. (5.22)

Further note that for any y /∈ Γc
εM (t), and any ℓ ⩽ εM , ω(t) and ζc(t) are also ordered in Bℓ(y).

Fix an integer n > 0. For 1 ⩽ k ⩽ n+ 1, shorten ck = 1 + (k + 1)α/n, and define

ΓM (t) = TM \
n+1⋃
k=1

Γck
εM (t),
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which is the set of points around which ω(t) and ζck(t) are ordered for each k. Note that for any

y /∈ Γc
εM (t), assuming that ∣∣ζc,ℓy (t)− c

∣∣ ⩽ δ and
∣∣ζc,εMy (t)− c

∣∣ ⩽ δ,

we must have

ωℓ
y(t), ω

εM
y (t) ⩾ c− δ or ωℓ

y(t), ω
εM
y (t) ⩽ c+ δ.

In particular, choosing δ = α/n, for any y ∈ ΓM (t), we must have:

(i) either there exists 1 ⩽ k ⩽ n+ 1 such that∣∣ζck,ℓy (t)− ck
∣∣ > δ or

∣∣ζck,εMy (t)− ck
∣∣ > δ,

(ii) or ωℓ
y(t), ω

εM
y (t) ⩾ cn+1 − δ = 1 + α+ δ

(iii) or ωℓ
y(t), ω

εM
y (t) ⩽ c1 + δ = 1 + 3δ

(iv) or for any 1 ⩽ k ⩽ n+ 1

ωℓ
y(t), ω

εM
y (t) ⩾ ck − δ or ωℓ

y(t), ω
εM
y (t) ⩽ ck + δ,

and ωℓ
y(t), ω

εM
y (t) ∈ (c1 + δ, cn+1 − δ). Since the ck’s are distant of δ, this last case implies in

particular that |ωℓ
y(t)− ωεM

y (t)| ⩽ 3δ.

Further note that according to (5.22), for any t ⩾ 0,

card
(
TM \ ΓM (t)

)
⩽ (2εM + 3)

n+1∑
k=1

Nck .

As before, we denote by PµM
and EµM

the distribution of the coupled processes started from µM ,

(µc)c⩾0 and the corresponding expectation. We can now write

EµM

[ ∫ T

0

1

M

∑
y∈TM

1{|ωℓ
y(t)− ωεM

y (t)| > 3δ, ωℓ
y(t), ω

εM
y (t) > 1 + 3δ}dt

]

⩽ T

(
2ε+

3

M

) n+1∑
k=0

Nck

+EµM

[ ∫ T

0

1

M

∑
y∈ΓM (t)

1{|ωℓ
y(t)− ωεM

y (t)| > 3δ, ωℓ
y(t), ω

εM
y (t) > 1 + 3δ}dt

]
.

Recall that n is fixed, the first term on the right-hand side vanishes as M → ∞ then ε → 0. Because

of the indicator function, and because the y’s are in ΓM (t), only remain cases (i) and (ii) above. By

union bound, the expectation in the right-hand side is therefore bounded from above by∫ T

0

1

M

∑
y∈ΓM

n+1∑
k=0

Pµck

(
|ζℓy(t)− ck| > δ

)
+Pµck

(
|ζεMy (t)− ck| > δ

)
dt

+

∫ T

0

1

M

∑
y∈ΓM

PµM

(
ωℓ
y(t) > 1 + α+ δ

)
+PµM

(
ωεM
y (t) > 1 + α+ δ

)
dt.

Because the ck’s are all strictly larger than 1, according to Lemma 5.6, the first line vanishes in the

limit M → ∞, ε → 0, ℓ → ∞. The second line also vanishes according to Lemma 5.3 and the law of
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large number, because ω(t) is stochastically bounded by an equilibrium process with density α. Since

α and n can be chosen arbitrarily large, δ can be chosen arbitrarily small, which proves (5.16).

We now prove (5.17). Note that ||G′||∞ = ||G||∞ = 1. We distinguish five cases for the quantity

Qy(t) :=
∣∣G(ωℓ

y(t))− G(ωεM
y (t))

∣∣
inside the absolute values.

(i) If y ∈ Γc1
εM (t), we have a priori only a crude bound over |Qy(t)| ⩽ 2, however the number of such

y’s is less than (2εM + 3)Nc1 , so that the contribution of the y ∈ Γc1
εM (t) vanishes in the limit

M → ∞ then ε→ 0.

(ii) If |ζc1,ℓy (t)− c1| > δ or |ζc1,εMy (t)− c1| > δ, we also only have Qy(t) ⩽ 2, however the probability

that this occurs is small, so that according to (5.19) this contribution also vanishes as M → ∞
then ε→ 0 then ℓ→ ∞.

(iii) If |ωℓ
y(t)− ωεM

y (t)| ⩽ δ, then Qy(t) ⩽ δ.

(iv) If |ωℓ
y(t)− ωεM

y (t)| > δ, and both ωℓ
y(t), ω

εM
y (t) are larger than 1 + δ, the contribution vanishes

in the triple limit according to (5.16).

(v) Because we eliminated cases (i) and (ii), only remains the case where both ωℓ
y(t) and ω

εM
y (t) are

smaller than 1 + 3δ, in which case both G(ωℓ
y(t)) and G(ωεM

y (t)) are less than 3δ.

All three contributions (i), (ii) and (iv) vanish in the limit, therefore the left-hand side in (5.17) is less

than 4Tδ, and since δ is arbitrarily small we obtain (5.17). □

5.2.3. Conclusion in the symmetric case. With the one and two-blocks estimates stated in Lemmas

5.4 and 5.5 respectively, the proof of the hydrodynamic limit is straightforward, we simply sketch it.

We start by writing Dynkin’s formula and performing summations by parts, and for any smooth test

function φ : T → R, since L FZR
M ωy = g(ωy+1) + g(ωy+1)− 2g(ωy), we obtain

1

M

∑
y∈TM

φ( y
M )ωy(t) =

1

M

∑
y∈TM

φ( y
M )ωy(0) +

∫ t

0

1

M

∑
y∈TM

g(ωy(s))M
2∆Mφ(

y
M )ds+ M φ

t,M ,

where ∆Mφ(
y
M ) = φ(y+1

M ) + φ(y−1
M )− 2φ( y

M ) is the discrete Laplace operator. In the identity above,

M φ
t,M is a martingale whose quadratic variation is of order O( 1

M ) and vanishes as M → ∞ (see e.g.

[20, Appendix 1, Lemma 5.1, p. 330]). Since φ is a smooth function, in the identity above, g(ωy(s))

can be replaced by its average over a small microscopic box,

1

2ℓ+ 1

∑
y′∈Bℓ(y)

g(ωy′(s)),

which in turn, thanks to the one-block estimate (Lemma 5.4) can be replaced in the limit by G(ωℓ
y(t)).

According to (5.17), G(ωℓ
y(t)) can in turn be replaced by G(ωεM

y (t)). Letting M → ∞ and ε → 0,

and because the microscopic configuration is stochastically dominated by an equilibrium configuration

distributed as µ⋆
α, we obtain that any limit point Q∗ of the distribution QM of the empirical measure

πM
t :=

1

M

∑
y∈TM

ωy(t)δy/M



38 CLÉMENT ERIGNOUX, MARIELLE SIMON, AND LINJIE ZHAO

is concentrated on trajectories πt = αt(u)du which are at any time t absolutely continuous w.r.t. the

Lebesgue measure, and which satisfy∫
T
φ(v)αt(v)dv =

∫
T
φ(v)α0(v)dv +

∫ t

0

∫
T
G(αs(v))∂

2
vφ(v)ds.

It is straightforward to show that (2.15) holds if φ also depends on the time variable, which proves the

hydrodynamic limit in the symmetric case, since the solution is unique.

5.3. Asymmetric case. In this subsection, we prove Theorem 2.6 in the asymmetric case. By Lemma

5.2, we only need to prove the result for product initial measures with a slowly varying density profile

αini. We first prove a microscopic version of the entropy inequality, cf. Lemma 5.7. The main ingredient

for the proof is the characterization of invariant and translation invariant measures for the original and

coupled processes, which is already proved in Lemma 5.1. Then we prove that the initial condition

holds for product measures with a slowly varying density profile αini. The main problem here is that

the initial measure is not in local equilibrium and it is impossible to couple it with invariant measures

of the process. Instead, we couple with the process starting from pseudo-equilibrium distributions as

in the symmetric case. At last, we conclude the proof following the steps presented in [24].

5.3.1. Microscopic entropy inequality. We first prove the following microscopic entropy inequality.

Lemma 5.7 (Microscopic entropy inequality). For every non-negative smooth function φ : R+×R → R
with compact support in (0,∞)× R, for every c ⩾ 0 and for every ε > 0,

lim
ℓ→∞

lim inf
M→∞

PµM

(∫ ∞

0

1

M

∑
y∈Z

{∣∣ωℓ
y(t)− c

∣∣∂tφt(
y
M )

+ (2p− 1)
∣∣G(ωℓ

y(t))− G(c)
∣∣∂vφt(

y
M )
}
ds ⩾ −ε

)
= 1. (5.23)

Proof. We adapt the ideas from [24, Theorem 3.1]. For this reason we only sketch the proof. We

consider the coupled process (ω(t), ζ(t)) with generator ML̃ FZR
M and initial distribution µ̃M := µM ⊗

µ⋆
c . In the subcritical region c ⩽ 1 where the equilibrium distribution µ⋆

c is not defined, we choose

arbitrarily µ⋆
c to be a Bernoulli product measure on Z, which is concentrated on frozen configurations,

and satisfies

lim
ℓ→∞

ωℓ
y = c in µ⋆

c – probability.

Step 1. We first prove that

lim inf
M→∞

Pµ̃M

(∫ ∞

0

1

M

∑
y∈Z

{∣∣ωy(t)− ζy(t)
∣∣∂tφt(

y
M )

+ (2p− 1)
∣∣1{ωy(t)⩾2} − 1{ζy(t)⩾2}

∣∣∂vφt(
y
M )
}
dt ⩾ −ε

)
= 1. (5.24)

By Dynkin’s formula,

Mφ
t :=

1

M

∑
y∈Z

{∣∣ωy(t)− ζy(t)
∣∣φt(

y
M )

−
∫ t

0

1

M

∑
y∈Z

{
ML̃ FZR

M

∣∣ωy(s)− ζy(s)
∣∣φ(s, y

M ) +
∣∣ωy(s)− ζy(s)

∣∣∂sφ(s, y
M )
}
ds (5.25)
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is a martingale, and a simple calculation (cf. [24, Lemma 3.2] for details) yields that for every T > 0,

lim
M→∞

Eµ̃M

[
sup

0⩽t⩽T
(Mφ

t )
2
]
= 0.

Whence,

lim inf
M→∞

Pµ̃M

(∫ ∞

0

1

M

∑
y∈Z

{
ML̃ FZR

M

∣∣ωy(t)− ζy(t)
∣∣φt(

y
M ) +

∣∣ωy(t)− ζy(t)
∣∣∂tφt(

y
M )
}
dt ⩾ −ε

)
= 1.

(5.26)

Since∑
y∈Z

φt(
y
M )L̃ FZR

M |ωy(t)− ζy(t)| ⩽
∑
y∈Z

φt(
y
M )
(
p
∣∣1{ωy−1(t)⩾2} − 1{ζy−1(t)⩾2}

∣∣
+ (1− p)

∣∣1{ωy+1(t)⩾2} − 1{ζy+1(t)⩾2}
∣∣− ∣∣1{ωy(t)⩾2} − 1{ζy(t)⩾2}

∣∣)
=

2p− 1

M

∑
y∈Z

∂vφt(
y
M )
∣∣1{ωy(t)⩾2} − 1{ζy(t)⩾2}

∣∣+ oM (1),

together with (5.26), we have proved (5.24).

Step 2. Since φ is smooth, we can introduce the block averages into (5.24) and obtain that

lim
ℓ→∞

lim inf
M→∞

Pµ̃M

(∫ ∞

0

1

M

∑
y∈Z

{
(2ℓ+ 1)−1

∑
|y′−y|⩽ℓ

∣∣ωy′(t)− ζy′(t)
∣∣∂tφt(

y
M )

+ (2p− 1)(2ℓ+ 1)−1
∑

|y′−y|⩽ℓ

∣∣1{ωy′ (t)⩾2} − 1{ζy′ (t)⩾2}
∣∣∂vφt(

y
M )
}
dt ⩾ −ε

)
= 1. (5.27)

To go from (5.27) to (5.23), we only need to prove that for every integer k > 0 and every T > 0,

lim
ℓ→∞

lim sup
M→∞

Eµ̃M

[ ∫ T

0

1

2kM + 1

∑
|y|⩽kM

∣∣∣(2ℓ+1)−1
∑

|y′−y|⩽ℓ

∣∣ωy′(t)− ζy′(t)
∣∣− ∣∣ωℓ

y(t)− c
∣∣ ∣∣∣] = 0, (5.28)

and

lim
ℓ→∞

lim sup
M→∞

Eµ̃M

[ ∫ T

0

1

2kM + 1

∑
|y|⩽kM

∣∣∣(2ℓ+ 1)−1
∑

|y′−y|⩽ℓ

∣∣1{ωy′ (t)⩾2} − 1{ζy′ (t)⩾2}
∣∣

−
∣∣G(ωℓ

y(t))− G(c)
∣∣ ∣∣∣] = 0. (5.29)

We only prove (5.29), (5.28) can be handled in the same way. Let S̃t be the semigroup associated to

L̃ FZR
M and let

µM
T =

1

TM

∫ TM

0

1

2kM + 1

∑
|y|⩽kM

τyµ̃M S̃tdt.

Then we can rewrite (5.29) as

lim
ℓ→∞

lim sup
M→∞

∫ ∣∣∣ 1

2ℓ+ 1

∑
|y′−y|⩽ℓ

∣∣1{ωy′⩾2} − 1{ζy′⩾2}
∣∣− ∣∣G(ωℓ

y)− G(c)
∣∣∣∣∣µM

T (dω, dζ) = 0. (5.30)

Recall α = supαini(v)+1. Observe that the first marginal of µM
T is stochastically bounded by µ⋆

α, and

the second marginal is µ⋆
c . Therefore, the sequence of the measures {µM

T , M ⩾ 1} is tight. Denote by

A the set of all possible limit points. Then we have that
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(a) each marginal of any µ̃ ∈ A is stochastically bounded by µ⋆
α+c,

(b) A ⊂ Ĩ ∪ S̃ (where both sets were defined just before Lemma 5.1),

(c) the second marginal of any µ̃ ∈ A is µ⋆
c .

It therefore suffices to prove

lim
ℓ→∞

sup
µ̃∈A

∫ ∣∣∣ 1

2ℓ+ 1

∑
|y′−y|⩽ℓ

∣∣1{ωy′⩾2} − 1{ζy′⩾2}
∣∣− ∣∣G(ωℓ

y)− G(c)
∣∣∣∣∣µ̃(dω, dζ) = 0. (5.31)

By Lemma 5.1, we need to consider two cases: either µ̃ is supported on {0, 1}Z × {0, 1}Z or µ̃ satisfies

µ̃(ω ⩽ ζ or ζ ⩽ ω) = 1.

The second case follows exactly from the strategy of [24, Theorem 3.1]. The main idea is to replace

the average of absolute value in (5.31) by the absolute value of average, and then to use the law of

large numbers. For the first case we must have c ⩽ 1. In particular, every term inside the integral is

equal to zero. This proves (5.31) and concludes the proof of the lemma. □

5.3.2. Initial condition. In this subsection, we assume that the initial distribution is a product measure

on ΓM with marginals given by (2.12). We now prove a microscopic version of the initial condition for

the asymmetric zero-range process.

Lemma 5.8. For every A > 0,

lim
t→0

lim sup
ℓ→∞

lim sup
M→∞

EµM

[
1

M

∑
|y|⩽AM

∣∣ωℓ
y(t)− αini( y

M )
∣∣] = 0. (5.32)

The proof of [24, Lemma 5.6] cannot be adapted to our case directly because the initial distribution

is not a local equilibrium state, so it is impossible to couple the original process with the stationary

process. To overcome this difficulty, we couple the process with the one with initial value µα instead

of µ⋆
α. Following the proof of [24, Lemma 5.6] step by step, it is enough to prove for every A > 0 and

for every t > 0,

lim sup
ℓ→∞

lim sup
M→∞

1

M

∑
|y|⩽AM

Eµαini(y/M)

[∣∣ωℓ
0(t)− αini( y

M )
∣∣] = 0.

By attractiveness, the mapping

α 7→ Eµα

[∣∣ωℓ
0(t)− α

∣∣]
is uniformly continuous in ℓ and M . By the dominated convergence Theorem, we only need to prove

that for every α > 0 and for every t > 0,

lim sup
ℓ→∞

lim sup
M→∞

Eµα

[
|ωℓ

0(t)− α|
]
= 0. (5.33)

We first prove (5.33) for α > 1. Let S(t) be the semigroup associated to the infinitesimal generator

L FZR
M . Recall that ω(t) is the rescaled zero-range process with generatorML FZR

M . In the supercritical

case, it is easy to see that (5.33) is a direct consequence of the following result, which has its own

interest. Indeed, we could rewrite the expectation in (5.33) as EµαS(Mt)[|ωℓ
0 − α|]. Then the result

follows from law of large numbers.

Proposition 5.9. If α > 1, then

lim
t→∞

µαS(t) = µ⋆
α.
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Proof of Proposition 5.9. We follow the ergodicity argument of [26, Theorem 7.1], where a similar

result is proved for asymmetric K-exclusion process in one dimension. Only throughout the proof

of Proposition 5.9 and without confusion, we use ω(t) to denote the original zero-range process with

unaccelerated generator L FZR
M .

Let (ω(t), ζ(t)) be the coupled process evolving according to the generator L̃ FZR
M (see section 5.1)

and with initial distribution µ̃α,ε := µα ⊗ µ⋆
α−ε, where ε > 0 is fixed and small enough such that

α − ε > 1. Denote by µ̃t the distribution of the coupled process at time t. To finish the proof, it is

enough to show that

lim
t→∞

Eµ̃t

[
(ωy − ζy)

−] = 0, for any y ∈ Z. (5.34)

Indeed, this implies that any limit point of µ̃t is concentrated on the set of configurations {(ω, ζ) :

ω ⩾ ζ}. As a consequence, any limit point of µαS(t) as t → ∞ is bounded below by µ⋆
α−ε. Since ε is

arbitrarily small, any limit point of µαS(t) is stochastically bounded below by µ⋆
α. By taking the initial

distribution of the coupled process (ω(t), ζ(t)) as µα ⊗ µ⋆
α+ε, ε > 0 and using a similar argument as

above, we prove that any limit point of µαS(t) is stochastically bounded above by µ⋆
α. This is enough

to prove Proposition 5.9.

We now prove (5.34). Since the initial measure of the coupled process is spatially translation

invariant and ergodic, and the process could be constructed by using a family of independent Poisson

processes, µ̃t is also spatially translation invariant and ergodic for every t ⩾ 0, cf. [26, Lemma 7.4] for

details. Moreover, it is easy to see that Eµ̃t
[ω0] and Eµ̃t

[ζ0] are constant in time, and that Eµ̃t
[(ω0−ζ0)±]

and Eµ̃t
[|ω0 − ζ0|] are non-increasing in time.

Assume that (5.34) does not hold. We must then have for some δ > 0, and for any t ⩾ 0

Eµ̃t
[(ω0 − ζ0)

−] ⩾ δ, and Eµ̃t
[(ω0 − ζ0)

+] = ε+ Eµ̃t
[(ω0 − ζ0)

−] ⩾ δ.

We claim that µ̃t(ω0 − ζ0 > 0) and µ̃t(ω0 − ζ0 < 0) are both larger than some δ′ > 0 for any time

t ⩾ 0. Indeed, since (ω0 − ζ0)
+ is nonnegative and integer-valued, by Cauchy-Schwarz inequality and

attractiveness,

µ̃t(ω0 − ζ0 > 0) = µ̃t((ω0 − ζ0)
+ ⩾ 1) ⩾

Eµ̃t
[(ω0 − ζ0)

+]√
Eµ̃t

[(
(ω0 − ζ0)+

)2] ⩾ C(α)δ =: δ′.

The same argument works for µ̃t(ω0 − ζ0 < 0) and this proves the claim. In particular, by ergodicity,

any limit point of µαS(t) is concentrated on configurations with densities of -both positive and negative-

discrepancies which are larger than δ′ (see [26, Proposition 7.8] for a more detailed argument). Let I

be a finite interval, and B(I) the set of configurations such that I contains discrepancies of opposite

sign, namely

B(I) = {(ω, ζ) ; ∃y, y′ ∈ I such that ωy − ζy > 0 and ωy′ − ζy′ < 0}.

If a limit point of µαS(t) is concentrated on configurations with both positive and negative discrepancy

densities, we have

lim
ℓ→∞

lim
t→∞

µ̃t(B({−ℓ, . . . , ℓ})) = 1. (5.35)

We now claim that for any finite interval I,

lim
t→∞

µ̃t(B(I)) = 0, (5.36)

which disproves (5.35) and proves (5.34).
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It remains to prove (5.36), for which Seppäläinen’s argument needs to be refined, because of the

degeneracy of the dynamics. By translation invariance, we may take I = {0, 1, . . . ,m − 1} for some

positive integer m. Fix T > 0 and K > 0. For any time t > 0, let At := At(I) be the following event:

during time [t, t + T ), there are no jumps involving the sites in the interval I except the following

jumps: first, there are K jumps from site m− 2 to m− 1; then, K jumps from m− 3 to m− 2 followed

by K jumps from m− 2 to m− 1; this continues until K jumps from 0 to 1 followed by K jumps from

1 to 2 . . . followed by K jumps from m− 2 to m− 1. Note that

pK,T := Pµ̃α,ε
(At(I)) > 0,

and is independent of the initial distribution µ̃α,ε of the two configurations. Let zℓ ↑ ∞ be an increasing

sequence of points such that there are no interactions of the system in the interval {−zℓ, . . . , zℓ} with

the outside Z \ {−zℓ, . . . , zℓ} during time interval [t, t + T ). Denote by Bt(I) the event that there

exist discrepancies of opposite sign at time t in the interval I. For any j ∈ Z, define Ij = I + jm. If

1 ⩽ ωy(t), ζy(t) ⩽ K for every y ∈ Ij , and the events Bt(Ij) and At(Ij) happen, then at least two

discrepancies are annihilated in the interval Ij during the time interval [t, t+T ). In particular, defining

jℓ := max{j ∈ N; jℓm < zℓ},

1

zℓ

zℓ∑
y=−zℓ

|ωy(t+ T )− ζy(t+ T )| ⩽ 1

zℓ

zℓ∑
y=−zℓ

|ωy(t)− ζy(t)|

− 2

zℓ

jℓ∑
j=−jℓ

1{At(Ij)} × 1
{
{1 ⩽ ωy(t), ζy(t) ⩽ K for every y ∈ Ij} ∩Bt(Ij)

}
.

We remark that the two indicator functions above are independent, since the first one only de-

pends on the Poisson clocks between times t and t + T , whereas the second one only depends on the

configuration at time t. Letting zℓ ↑ ∞, by ergodicity, we obtain

Eµ̃α,ε
[|ω0(t+ T )− ζ0(t+ T )|]

⩽ Eµ̃α,ε
[|ω0(t)− ζ0(t)|]− 2m−1pK,TPµ̃α,ε

(
Bt(I) ∩ {1 ⩽ ωy(t), ζy(t) ⩽ K, ∀ y ∈ I}

)
.

Since Eµ̃α,ε
[|ω0(t)− ζ0(t)|] only decreases in time and remains non-negative, we must have

lim sup
t→∞

Pµ̃α,ε

(
Bt(I) ∩ {1 ⩽ ωy(t), ζy(t) ⩽ K for every y ∈ I}

)
= 0.

Therefore,

lim sup
t→∞

µ̃t(B) ⩽ lim sup
t→∞

∑
y∈I

{
Pµ̃α,ε

(ωy(t) = 0) +Pµ̃α,ε
(ωy(t) > K) +Pµ̃α,ε

(ζy(t) > K)
}

⩽ lim sup
t→∞

∑
y∈I

Pµα
(ωy(t) = 0) +

2mα

K
.

Since K is arbitrary, and by translation invariance, it suffices to prove that

lim
t→∞

Pµα
(ω0(t) = 0) = 0. (5.37)
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Since 1{ωy(t) = 0} is non-negative and decreasing in time t, it has a limit denoted by ay as t → ∞.

Furthermore, a.s. there cannot exist y < y′ ∈ Z such that ay = a′y = 1 and

y′−1∑
z=y+1

ωy(0) > y′ − y − 1. (5.38)

Indeed, if the latter holds, then at some point a particle must have left the interval {y, . . . , y′} and

therefore we cannot have ay = a′y = 1. Since the density α > 1 is larger than one, by ergodicity a.s.

there cannot exist an infinite sequence (yk) of sites such that ayk
= 1 ∀k ∈ N. By ergodicity we must

have in particular that Pµα
(a0 = 0) = 1. This yields

Eµα
[a0] = lim

t→∞
Pµα

(ω0(t) = 0) = 0

which proves (5.37) and concludes the proof. □

We now prove (5.33) for α < 1. By ergodicity,

Pµα
(ω0(t) = 0) = lim

n→∞

1

n

n∑
y=1

1{ωy(t) = 0} ⩾ lim
n→∞

1

n

n∑
x=1

(1− ωy(t)) = 1− α > 0, Pµα
− a.s.

Recall that ay is the limit of 1{ωy(t) = 0} as t→ ∞, which satisfies

Eµα [a0] ⩾ 1− α.

Let Aℓ be the event that there exist points y ∈ {−ℓ−
√
ℓ, . . . ,−ℓ} and y′ ∈ {ℓ, . . . , ℓ+

√
ℓ} such that

ay = ay′ = 1. Note that on the event Aℓ, the total number of particles in the interval {y, . . . , y′}
remains constant in time, therefore

ωℓ
0(t) = ωℓ

0(0) +O(ℓ−1/2).

Moreover, following the same argument as in the case α > 1, since α < 1 we must have by ergodicity

Pµα(A
c
ℓ) → 0 as ℓ→ ∞. Therefore, for any ε > 0,

Pµα

(
|ωℓ

0(t)− α| > ε
)
⩽ Pµα

(
|ωℓ

0(t)− ωℓ
0(0)| > ε/2, Aℓ

)
+Pµα

(
|ωℓ

0(0)− α| > ε/2
)
+Pµα

(Ac
ℓ).

This proves convergence in probability. By attractiveness, it is easy to see that |ωℓ
0(t)− ρ| is uniformly

integrable in t and ℓ, therefore L1-convergence follows.

For α = 1, denote by ωα(t) the process with initial distribution µα. For any ε > 0, by attractiveness,

P(|ω1,ℓ
0 (t)− 1| > ε) ⩽ P(ω

1+ε/2,ℓ
0 (t) > 1 + ε) +P(ω

1−ε/2,ℓ
0 (t) < 1− ε).

The above two probabilities on the right-hand side converge to zero as we have proved. By uniform

integrability, we conclude the proof.

5.3.3. Conclusion in the asymmetric case. We now conclude the proof for the asymmetric case. The

steps are quite standard and we refer the readers to [24] or [20, Chapter 8] for details of the proof.

The main idea is to introduce the notions of measure-valued entropy solutions to (2.16) and of Young

measures, cf. [11] and [20, Chapter 8] for such notions. Let P(R+) be the set of positive Radon measures

on R+. A measurable map µ : (0,∞)×R → P(R+) is said to be a measure-valued entropy solution to

(2.16) if
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(i) for any non-negative test function φ ∈ C1,1(R+ × R) with compact support in (0,∞) × R, for
any c ⩾ 0,∫ ∞

0

∫
R

{
⟨µ(t, v),

∣∣α− c
∣∣⟩∂tφt(v) + (2p− 1)⟨µ(t, v), q

(
α; c
)
⟩∂vφt(v)

}
dv dt ⩾ 0,

recall q(α; c) = sign(α− c)
(
G(α)− G(c)

)
;

(ii) and for any A > 0,

lim
t→0

∫ A

−A

⟨µ(t, v), |α− αini(v)|⟩ dv = 0.

Above, for a measurable function f : R+ → R,

⟨µ(t, v), f⟩ =
∫
R+

f(α)µ(t, v)(dα).

For positive integers M and ℓ and for each t ⩾ 0, define the Young measure πM,ℓ
t (dv, dα) as

πM,ℓ
t (dv, dα) =

1

M

∑
y∈Z

δy/M (dv)δωℓ
y(t)

(dα).

By Lemmas 5.7 and 5.8, we could show that any weak limit of πM,ℓ
t is concentrated on measure-valued

entropy solutions to (2.16) with initial value αini. Moreover, since the process is attractive, it is easy

to see that the limiting measure-valued entropy solutions are of Dirac type, cf. [20, Theorem 8.1.1] for

example. For every smooth test function φ with compact support in R, note that

1

M

∑
y∈Z

ωy(t)φ(
y
M ) = ⟨πM,ℓ

t , φα⟩+O(ℓ/M).

This permits us to show that any weak limit of πM
t (dv) is concentrated on entropy solutions to (2.16)

with initial value αini. We conclude the proof since the entropy solution is unique.
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