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We study the moving phase of two-dimensional (2D) incompressible polar active fluids in the presence of
both quenched and annealed disorder. We show that long-range polar order persists even in this defect-ridden

two-dimensional system. We obtain the large-distance, long-time scaling laws of the velocity fluctuations using
three distinct dynamic renormalization group schemes. These are an uncontrolled one-loop calculation in exactly
two dimensions, and two d = (d. — €) expansions to O(e), obtained by two different analytic continuations of
our 2D model to higher spatial dimensions: a “hard” continuation which has d, = %, and a “soft” continuation

with d. = % Surprisingly, the quenched and annealed parts of the velocity correlation function have the same
anisotropy exponent and the relaxational and propagating parts of the dispersion relation have the same dynamic
exponent in the nonlinear theory even though they are distinct in the linearized theory. This is due to anomalous
hydrodynamics. Furthermore, all three renormalization schemes yield very similar values for the universal
exponents, and therefore we expect the numerical values that we predict for them to be highly accurate.

DOI: 10.1103/PhysRevE.106.044608

I. INTRODUCTION

The competition between order and disorder is one of the
central themes of statistical mechanics and condensed matter
physics. It is well known that below a certain lower criti-
cal dimension, it is impossible to have ordered phases; i.e.,
disorder always wins. The “Mermin-Wagner-Hohenberg” the-
orem [1] proves this for equilibrium systems trying to break
a continuous symmetry at finite temperature in two or fewer
dimensions.

Once out of equilibrium, however, the Mermin-Wagner
theorem no longer applies. It has been demonstrated for one
particular class of nonequilibrium systems, namely active
systems, that long-range order is possible in two dimen-
sions even in the presence of noise [2—4]. In particular, polar
self-propelled particles moving over a frictional substrate (a
system often described as a “dry polar active fluid”) can
“flock,” that is, form a state with a nonzero average velocity
(v), even when perturbed by noise.

The aforementioned results all describe systems in which
the “noise”—that is, the random force trying to disorder the
system—is “annealed,” that is, time-dependent with only short
ranged in time temporal correlations. Thermal “Brownian”
noise is “annealed” in this sense.
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In equilibrium systems, it is known that quenched dis-
order [5-8]—that is, disorder that is time-independent—is
even more destructive of order than “annealed” thermal noise.
This is because quenched noise induces much greater fluc-
tuations than annealed noise does. Indeed, even arbitrarily
small quenched disorder destroys long-range ferromagnetic
and crystalline order in all spatial dimensions d < 4 [5-8].

It is natural, therefore, to wonder what the effect of
quenched disorder on active systems is. This question has
received much attention in recent years [9—19]. In particular,
it has been shown [9,10] that for three-dimensional dry po-
lar active systems with quenched disorder, long-range polar
order (i.e., a nonzero average velocity (v)) can survive such
quenched disorder. But in two dimensions, only quasi-long-
range polar order (i.e., (v) decaying to zero as a power of the
system size) was found in [9,10,18].

In this paper, we report that it is possible to achieve
true long-range order in two dimensions in dry polar active
systems with quenched disorder, if those systems are incom-
pressible. A brief summary of our key results was given in the
companion paper [20].

In the following, we will first present a hydrodynamic
theory of incompressible polar active fluids on a frictional
substrate [21-23] with both annealed disorder (i.e., time-
dependent noise arising from endogenous fluctuations due to,
e.g., the errors made by a motile agent attempting to follow its
neighbors [2]) and quenched disorder (caused by, e.g., static
random impurities on the frictional substrate). We then study
the system in the linear regime, and subsequently use three
different dynamic renormalization group (DRG) schemes to

©2022 American Physical Society
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uncover a novel universality class, whose associated scaling
exponents fully characterize the scaling behavior of the sys-
tem in the moving phase. Specifically, in this moving phase,
these exponents characterize the fluctuations u(r, ¢) of the lo-
cal active fluid velocity about its mean value (v) = voX, where
we have defined our coordinate system so that X is along
the mean velocity spontaneously chosen by the system. That
is, u(r, t) = v(r, t) — voX. In particular, the overall real-space
velocity autocorrelation (u(r, ¢) - u(0, 0)) is given by

(u(r,7) - u(0,0))

= |y|2xgg<|'yi|'§> + |y|2X’GA(|'yi|', |'yL|') (1)

where G, , are scaling functions that are each universal up
to an overall multiplicative factor (a different overall multi-
plicative factor for each), corresponding to the annealed and
quenched parts of the correlations, respectively.

One of the unusual features of our result is that the an-
nealed part G, (%, %) of the correlations has such a simple
scaling form. This is quite different from, e.g., a simple
compressible fluid, in which the density fluctuations are as-
sociated with dispersionless propagating sound waves, which
corresponds to a dynamic exponent z = 1 (i.e., distance pro-
portional to time), while the decay of those modes is diffusive,
which corresponds to a dynamic exponent z = 2. As we will
see, a linear theory of our system also predicts such a “dou-
ble scaling” character—i.e., propagating and diffusive parts
with different dynamic exponents—but the full, nonlinear
theory has the simpler, “single scaling” form given in (1).
Thus, this simplicity is an unusual feature of the anomalous
hydrodynamics—i.e., the fact that the hydrodynamic fluctua-
tions of the system (and, therefore, the scaling exponents) are
divergently modified from those predicted by the linearized
theory, due to nonlinearities, whatever the magnitude of those
nonlinearities.

Another consequence of the anomalous hydrodynamics is
that the anisotropy exponent ¢ takes on the same value in
both QA(%, %) and gQ(|lyLi‘() in the full, nonlinear theory.
In contrast, the linear theory predicts different values of ¢’s

for the annealed part of the correlations C, ( ‘)j;lgyl" , I‘y’—‘lz) and the

quenched part CQ(%).

We have obtained the exponents in (1) using three dif-
ferent DRG schemes: an uncontrolled calculation in exactly
two dimensions, and two different € = (d. — d) expansions,
obtained from two different analytic continuations of our 2D
model to higher spatial dimensions d. We call these contin-
uations the “hard continuation” and “soft continuation,” and
they lead respectively to d" = 7/3 and d*°" = 5/2.

In the uncontrolled calculation in exactly two dimensions,
we find

7= 8 ~048, (2a)
¢ =13~0.78, (2b)
X =—-3~-022, (2¢)
X' =-2~-035. (2d)

The fact that both y and x’ are negative implies that the
fluctuations remain finite as the system size goes to infinity.

This means that the system has long-range polar order for
sufficiently weak disorder. The same statement is true of the
other two schemes.

In the “hard” continuation, d, = 7/3, and a first order in €
expansion gives

z=2-3e+ 0~ B ~04s, (3a)
t=2+letroE)~1~078, (3b)
Y = _% + %6 +0(e?) ~ —% ~ —0.22, (3c)

X' =-t+e+0EH~-2~-035  (3d

with € = 7/3 — d and the numerical values are evaluated to
O(¢) for d = 2. Coincidentally, these results are exactly the
same as the (d = 2)-uncontrolled-calculation results (2).

In the “soft” continuation, d. = 5/2, and, defining € =
5/2 —d, we find

z=3-Le1 0@, (4a)
=34 £e+0@), (4b)
X =—3%+3&+ 0@, (4c)
X' =—1+35e+0@). (4d)
Ford =2, & = 1/2, and the above results give
2~ B ~0.52, (5a)
¢~ 2~ 0.74, (5b)
X~ —% ~ —0.26, (5¢)
X'~ =3~ —044, (5d)

which are very close to the values obtained from both the
uncontrolled calculation and the hard continuation.

We estimate the actual values of these scaling exponents
as an equally weighted average of these three results. We
can estimate the likely errors in these numerical values as
the difference between these averaged results and the equal
hard-continuation and uncontrolled-calculation results. This
gives

7 =0.49 £0.01, (6a)
¢ =0.7740.01, (6b)
x =—0.23£0.01, (6¢)
x' = —0.37+£0.02. (6d)

Note that compared to having annealed disorder alone [21],
the anisotropic exponent ¢ is closer to 1, thus suggesting
that the system becomes less anisotropic due to the quenched
disorder.

One way to experimentally test these exponents is by mea-
suring the equal-time velocity correlation function. This is
dominated by the quenched part, and goes like

2
|y,

if [y[¢ > |x],
(u(r, ) -u(0, 1)) ~ {IXIZX/C, Iyl |x]

. 7
it <, @

and for equal positions, the change in the correlation function
with time is dominated by the annealed part:

(u,r+T) u(,T)) — (u(r,T) -u(r, T))  [t|**7%. (8)
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Our best estimate of the numerical value of 2’/z, using (6),
is

!/

2x
Z

=—-1.51+£0.11. 9

II. HYDRODYNAMIC DESCRIPTION

We start with a hydrodynamic model of a generic 2D
incompressible polar active fluid, moving on a disordered sub-
strate, in the presence of both quenched (time-independent)
and annealed (time-dependent) noise. As for incompressible
passive fluids [24,25] described by the Navier-Stokes equa-
tion, the only hydrodynamic variable for our system is the
velocity field v. However, in contrast to the Navier-Stokes
equation, v is hydrodynamic not because it is conserved—it
is not, because the substrate is a momentum sink—but be-
cause it is a broken symmetry variable (more precisely, certain
components of it are). Furthermore, because our nonequilib-
rium system breaks detailed balance, and therefore, is not
constrained by Onsager symmetry, this equation contains
additional terms which would have been absent both from
the Navier-Stokes equation and from the equation of mo-
tion (EOM) of passive fluid films on substrates. That is, the
EOM of v is only constrained by the spatial symmetries of
our system, in particular, rotation and translation invariance.
This reasoning implies that the EOM for v takes the form
[3,4,21,22,26]

oV + A(v-V)v
= —VII— (v-VII)v+ U(v)V + u Vv
+ (v - VIV + £, (1) + £, (r, 1), (10)

where the “pressure” IT acts as a Lagrange multiplier to en-
force the incompressibility constraint: V - v = 0. The U(|v|)
term in Eq. (10) makes the local v have a nonzero mag-
nitude vy in the ordered phase, by the simple expedient of
having U(|v|) > 0 for |v| < vy, U(|v]) = 0 for |v| = vy, and
U(|v]) < 0 for |v| > vy. Aside from this, and the assumption
that U(|v|) is a smooth, analytic function of |v|, we will
make no assumptions about U (|v|). Similarly, the “anisotropic
pressure” I1; is also a generic analytic function of |v|. Finally,
f,(r) and f, (r, t) are respectively the quenched and annealed
noise terms, which have zero means, and correlations:

(A i) =2D,8;8x — '),
(flae, 0 fi(, 1)) = 2D,8,;8%(c —r')8(t —1'), (11b)

(11a)

where the indices i, j enumerate the spatial coordinates. Since
our hydrodynamic theory focuses on time and distance scales
that are long compared to those of the underlying microscopic
dynamics, the temporal and spatial correlations in the noises
are taken to be delta correlated. Also, the noise f,(r) is time-
independent; this is what we mean by “quenched.” Note that
we do not assume any correlation between the annealed and
quenched fluctuations as they stem from distinct origins, e.g.,
annealed noise may originate from the random mistakes that
an active crawler makes as it moves, while the quenched noise
comes from the random defects on the surface, which skew
the crawler to move in a particular direction. However, study-

ing the potential effects of correlated annealed and quenched
noises is an interesting possible future project.

In the EOM (10), we have only included terms that are
relevant to the universal behavior based on the DRG analysis
that follows, by which we mean terms that can change the
long-distance, long-time behavior of the system. This equa-
tion differs from the EOM introduced in [21] only through
the presence of the quenched noise f,(r). As we will see,
however, this quenched noise radically changes the behavior
of the system.

In the moving phase, we focus on the velocity deviation
field u, from the mean flow vpX: u = v — vpX. We will expand
(10) in powers of the fluctuation u, keeping only relevant
terms, by which we mean all terms, both linear and nonlinear,
which control the long-distance, large-time behavior of the
model. These terms do not vanish upon recursively applying
the RG transformation we will describe below. Doing so, we
find that the EOM governing u is, in Einstein component
notation,

8,u,» = —8,1'[ — Vaxl/t[ — b8,-x8xux

< u; ) iy o
— O Uy + — (&‘x + _81')') +fl +flf (12)
21)0 Vo ¢ A

where y = Avg, o = —Uo(%)\ﬂ:w b= U%(%)M:vw n, =
i, and puy = g + o v(z). We have dropped some terms irrele-
vant to the long-wavelength behavior of the system from (12).

We first focus on the linear regime of the above EOM,
which we expect to capture the hydrodynamic behavior over
a large range of length scales if the noise is sufficiently small.

III. LINEAR REGIME

To study the system’s behavior in the linear regime, we first
spatiotemporally Fourier transform the linearized version of
the EOM (12). The convention we use here is the following:

u@.o)= [ S ur), (13)
t,r
where [} = [ = and [, = &1 We will continue to use this

shorthand notation for integration throughout the paper. We
will also use the same convention in Fourier space; i.e., fw =

dw _ d?
f \/77 and fq = 2—:
The linearized version of EOM (12) in Fourier space is

[—i(w — yq.) + T(@Jui(@) + (@ + ibg.)dixuc(q)
= —igill+ f + [/, (14)

where we have introduced the composite vector 4 = (q, w),
and the q-dependent damping coefficient I'(q) = y,qu +
2
Mxq -
Acting on both sides with the transverse projection opera-
tor

Puq) = & — ‘Z—f (15)

which projects orthogonal to the spatial wave vector ¢, elim-
inates the pressure (IT) term. Using Pj;u; = u;, which follows
from the incompressibility condition g.u, + g,u, = 0, setting
! =y, and using the replacement u, = —%uy that follows

044608-3



CHEN, LEE, MAITRA, AND TONER

PHYSICAL REVIEW E 106, 044608 (2022)

from the same incompressibility condition gives us a simple
algebraic equation for u,(q, w):

[G@]'uy (@ = Pu(f] + £), (16)
where the “propagator” G(q) is as follows:

q q? -
6w = {0~ +55 Jo| + (e ) |
(17

The poles in this propagator in the complex w plane are
the eigenfrequencies of our problem. In the limit ¢, < gy,
which we will show in a moment is the regime of wave vector
space that dominates the fluctuations, those eigenfrequencies
are given by

2
. q,
w(q) = yq, — z(uxqi +aq—;). (18)

X

These eigenfrequencies have a rather complicated multiple
scaling form. That is, they cannot be written in a simple scal-
ing form, but require the introduction of two distinct scaling
functions frea and fimaginary:

9x . |G|
w(q) = |Qy|z1freal<W> - l|CIy|ZZfimaginary(W> (19)
with
Srea(m) = ym, (20

whose form unfortunately makes it impossible to fix ¢; and z;
for the linear problem, but does require

2 =14, (21a)
=1, (21b)
fimaginary (M) = m* (py + am™), (21c)
& =1/2. (21d)

Note that, although the individual values of z; and ¢; cannot
be determined, we cannot possibly have z; =z = 1 and §; =
& = 1/2, since this violates (21a). Hence, we are forced to
use the double scaling form (19).

We will show in Secs. V and VI that this complexity dis-
appears in two dimensions once the effects of nonlinearities
are taken into account. These nonlinear effects replace the
multiple scaling form (19) with the simple scaling form

(@) = |qy|1fw< = ) (22)
|‘1,v|;

with the unique universal exponents z and ¢ given by Eqgs. (3),

and a single, albeit complex, scaling function f,,.

This simplification of the eigenfrequencies carries through
to all of the correlation functions as well. Indeed, every long-
wavelength, long-time property of the system exhibits simple
scaling with the single dynamic exponent z, and the single
anisotropy exponent ¢, given by (3).

Solving Eq. (16) for u,, autocorrelating the result with
itself, and using our expressions (11a) and (11b) for the auto-
correlations of the noises gives the autocorrelation of u,(q, ).
Using u, = —%uy, which follows from the incompressibility

condition, then gives the autocorrelations of u,(q, @), and the
cross-correlations of u,(q, ) and u,(q, ). We find

(ui(@u;(@)) = C/(@d(w + )d(q +q))
+C/(@3(@)8(@)s(q+4q),  (23)

where
I
@ = 5C,@. (24a)
Co(@) = —";Z)’ C,@ =C"@), (24b)
2
() = %CA @). (24c)
womr D
= C@. (24d)
@) = -2 @) = @ (24e)
0 qz o 0 ’
@=L, 24
2@ = 56, (24f)
with
2D
CA(q) = b 2 zA o 2 29 (253)
[~ (For)a] -[Fora)
47 D
C,(q = il _, (25b)

b2, N\ 2 2
(% +r) @+ +r@)

and the subscripts A and Q denoting the contributions from
the annealed and quenched noises, respectively.

The equal-time correlations of u can now be obtained by
inverse Fourier transformation. We find in the hydrodynamic
limit (i.e., ¢ — 0) the annealed and quenched parts of these
correlations are given by

D 2
/ ~ Aqy /
(ux(q, Dux(q’, 1)), # ————8(q +q), (262)
aqy_'_u“qu
D 2
(uy (g, Dy (g, 1)), X — 5 _5(q+q)).  (26b)
aqy + gy
2D q2q2
’ oty /
(g, Du(q', 1), ~ —————68(q+q'), (26¢
(ue(q, Dux(q', 1)), 2+ (q+4q), (26c)
!/ ~ 2DQq)%q2 /
(uy(q, Duy(q', 1)), ~ s(q+q). (26d)

a’qt +y2q8

We see that as g — 0, (u.(q, H)u.(q’, 1)), is always fi-
nite. In contrast, (u,(q,?)u,(q’, 1)), diverges in the regime

g 2 q\/* as 1/¢*. The correlations (u.(q, 1)u.(q’, 1)), and
2/3

(uy(q, 1)uy(q', 1)), diverge in the regime ¢, 2 g,

they scale as 1/¢ and 1/4, respectively. Note that g, > q}z,/ 3

, where

covers a much larger area in q space than ¢, > ¢l/? does.
In spite of these divergences, it is easy to show that the in-
tegrals of (u.(q, t)u.(q', 1)), and (u,(q, t)u,(q’, 1)), , over
q and ¢ both converge in the infrared, which implies that
the corresponding real-space fluctuations remain finite in the
infinite system size limit. This demonstrates that long-range
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polar order persists in these systems, at least according to this
linear theory.

These observations imply that (i) the u, fluctuations domi-
nate in the hydrodynamic limit, which is not a surprise since u,
is the “Goldstone mode,” (ii) the quenched fluctuations dom-
inate, again in the hydrodynamic limit, (iii) the long-range
polar order is robust against the quenched disorder, and (iv)
the quenched and annealed anisotropy exponents {quenched =
2/3 and Canneated = 1/2, respectively. All of these conclusions
except the last continue to hold even when the nonlinearities
are taken into account, as we will show in the next section.

Note that it is the term y2¢® appearing in the denominator
in (26d) that stabilizes long-range order in the presence of
quenched disorder. If that term were absent—as it is in equi-
librium “divergence-free magnets” (that is, magnets subject
to the constraint V - M = 0, where M is the magnetization),
whose hydrodynamic properties in the presence of annealed
noise are equivalent to incompressible flocks [21]—its place
would be taken by 12¢®. Such a strong divergence of angular
fluctuations for g, = 0 would destroy long-range, and even
quasi-long-range polar order, which is exactly what happens
in equilibrium divergence-free magnets with quenched disor-
der.

The physical mechanism of this stabilization of order is
suggested by the origin of the y?¢® term in the correla-
tion functions: the propagation term y(d,u) in the EOM
(12). This term causes fluctuations along X to propagate
with speed y. Thus, in a frame of reference comoving with
the fluctuations, the quenched disorder looks time-dependent,
and, so, more like annealed disorder. Indeed, for g, =0
both (u,(q, )u,(q’, 1)), and (u,(q, t)u,(q’, 1)), scale in the
same way as q — 0: both are o 1/¢>. This “annealization”
effect reduces the quenched fluctuations. Nevertheless, the
quenched disorder is not completely “annealized” as overall
the quenched fluctuations are still larger than the annealed.

Now we turn to the general real-space u-u correlation func-
tion (u(r, t) - u(0, 0)), which is the inverse Fourier transform

of (u(q) - u(@")):

(u(r,1) - u(0,0)) = / (u(@) - u(@)) @

,0',q,q
= C,(r.1) +C,(r), @7)

where

2D ei(q-r—a)r)
A

C.(r.1) = / . @8
0.q (0 —yq.)? +(%+M§)
2D,q* .
C,(r) = / o, (28b)
q QQy + y qX

In the above expressions, we have simplified the denomina-
tors inside the integrals by keeping only the dominant terms
[see (24)] in the limit g, < g,, which we have shown is the
regime of wave vector space that dominates the fluctuations.
The scaling behavior of C,(r,?) and C,(r) can now be
worked out by changing the variables of integration: We first

rewrite C, (r, t) as

2D,
C/(r,t)= 5 . >
w0 | (50) +(%4 11.q?)

x e*i[Swt*qx(X*Vt)*qu] , (29)

where §w = w — Y ¢q,, and then introduce the new variables 2
and Q as follows:

O Oy Q
4= —7, qyz—), Sw = —. 30)
[yl Iyl ¥l
Now, rewriting the integral in (29) in terms of  and Q, we
get
1 |x —yt| |t
C,(r,t) =yl 2CA(—,,— , (3D
ylz Dl
where

lx —yt| t| 2D,
CA T | = 202 P
2 bl 20 [ Q2+ (G + m0?)

exp |:_l<% _ Qy _ O.(x _1 Vt)>:|
Il lyl2
(32)

Likewise changing variables of integration on C,(r) we get

C,(r) = |y|%cg( 'XL), (33)
lyl3

x| ) B / ( 2D, 0} ) i(0,+19)
C = — W30 (34
Q<|y|§ o\0i ) .

Finally, the overall correlation of (u(r, ¢) - u(0, 0)) is given

by
o x| 1 |x —yt| |t
Iyl 369( 2)+|yl C( 3/’_). 35)
|y|3 |y|2 [yl

Therefore, the linear theory recovers a form similar to (1),
with the quenched and the annealed anisotropy exponent
given by Zguenched = 2/3 and annealed = 1/2, respectively, the
quenched and annealed roughness exponents given by y =
—1/6and x' = —1/4, respectively, and the dynamic exponent
z=1. We will now show that these exponents are modified
by the nonlinearities in the EOM, and in particular, the two
anisotropy exponents become equal.

where

IV. NONLINEAR REGIME AND DRG ANALYSIS

We turn now to the full EOM of u (12). Fourier trans-
forming this, and acting on both sides with the transverse
projection operator P;;(q) (15), we obtain

W2
—iwu, = Py (q)Fq |:—oz (ux + ?y>:|

+ Fy |:—y8Xuy + /anfuy — Aty dyty

2
—a(ux + %)u} +f7 —i—fgi|, (36)
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where Fy represents the qth Fourier component. In writing
this equation, we have rescaled the fields (u — uvg) and the
noise terms (f, , — f, ;vp) to eliminate the vy’s. We have
also neglected many terms which are irrelevant due to the
fact that the dominant regime of wave vector is g, < gy, as
we discovered in our treatment of the linear theory. We will
assume, and verify a posteriori, that this continues to hold
true for the nonlinear theory.

First, this assumption implies that the noise terms Py, f} o
are irrelevant in comparison to Py, fy ,. Second, due to the
incompressibility constraint, Py, du, is as relevant as P, 0,u,,
and the latter, again due to the anisotropic scaling, is less
relevant than P,,d.u,. Therefore, P, d.u, is also irrelevant
in comparison to P,,d,u,. Similarly, Py, By uy is irrelevant in
comparison to P,,d2u,. Naively P,,d2u, is also irrelevant in
comparison to P,,d.u,. However, because P,,d,u, only leads
to propagation, not damping, we need to keep the P, W dZu,
term. This is very similar to keeping the viscous term in the
dynamics of a simple fluid, even though it is formally less
relevant than the pressure term, since the pressure only leads
to sound propagation, while it is the viscosity which controls
sound damping.

Finally, in the limit of interest g, < ¢, we can approxi-
mate P, (q) ~ 1.

To evaluate the importance of the nonlinear terms in (36),
we first power count (which can be thought of as a zeroth order
renormalization group analysis). We rescale time, lengths, and
fields as

¢, (37a)

(37b)

y — ye',
(x+¢—1)¢

t —tet, x — xe

Uy — uyee)(, Uy — Ue

and keep the form of the resultant EOM unchanged by ab-
sorbing the rescaling factors into the coefficients. Specifically,
the coefficients of the linear terms P,u,, d,u,, and the noise
strength are rescaled respectively as

o — ae(z+2;—2)e’

y = ye Ny = e, (38a)
D, —» D,V D — D el (38b)

and the coefficients of the nonlinear terms Pyxu%, Uy Oylty, Uylly,

and u; as
o o
E - = e(Z+X+{_1)Z’ A= )\’e(Zﬂ'X—l)Z’ (393)
. —_ a a
o = q FHxHDE 575 PEary ol (39b)

We choose z, ¢, and x to fix «, y, and D,, which control
the size of the dominant fluctuations (i.e., those coming from
the quenched noise). Note that we need not keep w, fixed,
since it only affects the subdominant, annealed part of the
fluctuations.

This choice leads to the following values of the scaling
exponents:

t=2 x=-1L (40)
Note that, as expected, these values of ¢ and y are identical
to those for the quenched part of the velocity correlations
obtained from our linear theory [e.g., see (35)]. Technically,

the z we get here is the dynamic exponent for the quenched

2
=3

correlations, which, however, are purely static. As a result, its
value is different from z = 1, which is the dynamic exponent
for the annealed part of the correlations in (35).

Substituting these values into (39), we find the coefficients
of the nonlinear terms Pyxug, Uiy, and u; all diverge as £ —
oo; specifically
(e X Y

, - B e,
which implies these nonlinear terms are relevant in the hy-
drodynamic limit, while A vanishes, which implies u,dyu, is
irrelevant and hence can be neglected.

We will deal with the relevant nonlinearities using the DRG
approach of Refs. [24,25]. This begins by formally “solving”
the hydrodynamic EOM (36) for u, by Fourier transforming
in space and time to get

(41a)

oa—>oae

0y (@) = G(q)[fv(q) + 1@~ (3)P@
x fk uy(K)uy (@ — k) — /k (@ — K)uy (K)

-(3) /k CE S k’)u;(k)uy(ks] “2)

where G(q) is given by (17), and we have defined ff( =

[ dQd?k/(v/2)*. In the limits of small q and g, < ¢, G(§)

can be simplified to
2 —1

G@) = | —i(w— i 2
Q=|—ilw—yq)+ an + 1xq; (43)
To “regularize” our theory, we must introduce a short-
distance (i.e., large wave vector) cutoff. We do so by
restricting the wave vectors in (42) to lie within a Brillouin
zone whose shape is a strip, infinite in the g, direction, and of
width 2A in the g, direction. That is, our allowed wave vectors
q lie in the range —00 < g, < 00, —A < q, < A, where A is
the ultraviolet cutoff.

Next we decompose u,(q) into “slow” components u; (q)

and “fast” components u; (q), where uf (q) is supported in the

wave vector space —o0 < gy < 00, |g,| < Aedt

, and uy> in
the “momentum shell” —oco < g, < 00, Ae™ < |gq,| < A,
where df < 1 is an arbitrary rescaling factor. We likewise
decompose the noises ny into fast and slow components
fy>(q) and f‘<(q) respectively. Next we solve (42) itera-
tlvely for u>(q) in terms of u<(q) and the noises fV>(q)
We then substltute the solution into the EOM (36) for u<(q)
and average over the short wavelength noises fy: (q). This
renormalizes the various coefficients in the EOM for u<(q)
Following this averaging step, we perform a rescaling step in
which we rescale time, lengths, and fields

zd Z

t— te x — xebi,

(44a)
(44b)

y— yedi

(x+¢—1)de

u, — uyexdz, Uy —> Upe

to bring the cutoff back to A. Upon repeating this process
recursively with the definition £ = nd¥{, where n is the number
of iterations of this renormalization process, we obtain a set of
recursion relations. The values of the parameters after these n
steps are denoted as «(£), etc., with £ treated as a continuous
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variable. This enables us to write the recursion relations as
differential equations.

In obtaining the recursion relations we also make use of an
important symmetry property: due to the rotation invariance of
the hydrodynamic EOM, all the “«”’s in that equation should
remain equal upon renormalization and we choose values of
x and ¢ that ensure this; i.e.,

x=¢—-1L (45)
With this, the recursion relations can be written exactly as
dlno
=27+4+2¢ =2+ 14, (462)
de
dlny
=z-— , 46b
o, z—8¢+ny ( )
d1n 20 + (46¢)
=z , c
o Z C+nu
dlnD,
=27 -3¢+ 1+n,, (46d)
det
dInD,
d( ZZ_3§+1+77A7 (468)

where 4., 4.,., denote the corrections arising from averaging
the nonlinear terms in the EOM over the short wavelength
noises. We calculate 14, ,.,, perturbatively using three
different schemes. These are an uncontrolled one-loop calcu-
lation in exactly d = 2, an € = 7/3 — d expansion to O(e),
and an € = 5/2 — d expansion to O(€). The details of these
calculations are given in Appendix A. We now describe DRG
analysis for each of these three schemes in turn.

A. Uncontrolled calculation in exactly d = 2

We first present the DRG for the one-loop uncontrolled
calculation in exactly d = 2. The reason we refer to this calcu-
lation as “uncontrolled” is that, in contrast to the € expansions
we will describe in the next two sections, which become
asymptotically exact as we approach the critical dimension
[i.e., in the limit € (or €) — 0], this uncontrolled calculation
has no such limit in which it becomes exact, since the dimen-
sion of our system (i.e., 2) differs always from the critical
dimension by an amount of order 1.

The detailed calculation of the graphical corrections for
this scheme is presented in Appendix A, and obtains, to one-
loop order,

e = —28"", (47a)
ny = 58", (47b)
N, = 38", A7¢)
n, = 528", 47d)
M = g+ Zg), @7e)
where the two dimensionless couplings are given by
g0 = 2oy Tala-l, (48a)
bid
gW" o D,y AT (48b)

g (unc)

1=
1

(unc)
u

FIG. 1. Renormalization group flows in d =2 in the plane of
g™ and g{*" (50). There are three unstable fixed points (indicated
by the triangle, square, and diamond symbols), and one stable fixed
point at (g™, gi") = (1, 1) (indicated by the red circle), which is
our focus here.

In writing these expressions (47) for the graphical correc-
tions, we have ignored all corrections to all parameters from
the annealed noise strength D, other than D, itself; that is,
we have set D, = 0 for all corrections except that to D, itself.
And even that correction is evaluated only to linear order in
D,. This will be justified a posteriori by showing that the
effective coupling gg‘mc) associated with the annealed noise
(which we will calculate below) flows to zero under the DRG
transformation.

Because of this, it is possible to show, to all orders in
perturbation theory, that n,, 7,,, and My all depend only on
the coupling g defined in (48a) at the fixed point. This ob-
servation, together with the fact that g(”m) flows to a nonzero
stable fixed point, which we will show below, implies an exact
relation, which does not depend on perturbation theory, be-
tween the graphical corrections 1, 4,,. Since 1, also depends
on g(lt‘“c), which we will show also flows to a nonzero stable
fixed point, we further obtain a second exact relation which is
again independent of the perturbation theory.

Using the definitions of ¢"** and g{"* and recursion re-
lations (46), we can construct the following formally exact
recursion relations:

dIng®me 1 o o)

£ ___ Ny , a
e 37 3 T3l e

d 1n g(mm)

d—e"=1—ny—nu+ng. (49b)

Next, inserting (47) into (49) we get two closed recursion
relations for g™ and g

d (unc) 1

S = (1 =g, (50a)
dg(unc)
(1 g, (500)

The associated DRG flow diagram is depicted in Fig. 1, which
shows that the flows have one stable fixed point and three
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unstable fixed points in the g™"*-g!i" plane. The stable fixed
point, which generically describes the universal behavior of
the system, is at

g(unc)* = gg_mc)* =1. (29

At this nonzero stable fixed point, dg®®/d¢ and
dgif“c) /dt are both 0; Egs. (49) imply two exact relations
between the n’s:

(52a)
(52b)

Ty —3n, =1 =14,
L—n,+n,=n

To get quantitative results for n’s, we insert (51) into (47a)—
(47d), which gives

Na = —35 (53a)
Ny = 35 (53b)
N =3 (53¢)
n, = 2. (53d)

Inserting (53b) and (53c¢) into the exact relation (52b), we get
M= 5. (54)

We will choose the scaling exponents x, ¢, and z to keep
the coefficients y, «, and D, fixed under renormalization. We
will show in Sec. V that, as usual in the DRG [24,25], this
choice makes these values of x, ¢, and z those that appear
in the scaling laws (1). Since these coefficients determine the
coupling coefficient g™, which goes to a nonzero constant
at the fixed point, keeping any two of these coefficients fixed
automatically fixes the remaining one. For instance, by keep-
ing o and y fixed [i.e., setting the right-hand side of (46a) and
(46b) to be zero], we get

241, — N 2-2n, —nq
= = 55
¢ 3 Z 3 (55)
Inserting (55) into (45), we obtain x:
—1+n, —n
Xx=—"T—" (56)

3

The exponent x ' is also derived in Sec. V. Here we only quote
the result:
s My 1

X = (57)

Using the values (53a)—(53d) of the n’s, we then obtain the
exponents’ values explicitly:

w

2=, (58a)
¢ =73 (58b)
X =-3 (58¢)
x'=-2. (58d)

Coincidentally, these scaling exponents will turn out to be
exactly equal to those obtained by the € = (7/3 — d) expan-
sion in the “hard” continuation approach to be discussed next,
when € is taken to be 1/3.

The above analysis ignored most of the graphical correc-
tions induced by the annealed noise. The only such correction
we included was in the correction 7, to the annealed noise
variance D, itself, and even for that correction, we left out
one-loop corrections that involve two annealed noises. In Ap-
pendix B, we show that those two annealed noise corrections
to D, itself are controlled by the “annealed coupling coeffi-
cient”

(unc) a]_/4DA (59)
A 5/4 4 1°

wy A2
Corrections to all other coefficients, such as o, stemming from
the annealed noise, are also controlled by the same coupling
coefficient.

We will now show that g flows to zero at the fixed
point we have just found, thereby justifying our neglect of the
graphical corrections arising from the annealed noise. From its
definition (59) and the recursion relations (46), we can derive
the formally exact recursion relations for g"":

dlng™  ldlna L dinD, S5dinp,
ae 4 de dat 4 de
1 (e +4n, —5n,)
=4+ ——". 60
5t 1 (60)
Inserting (53a), (53d), and (54) into (60) gives
dln (unc) 7
ahs - = ——. 61)
de 27

Since this eigenvalue is less than zero, we can conclude that
the annealed noise is irrelevant at the quenched fixed point.
This justifies our neglect of corrections coming from the an-
nealed noise in (47).

B. “Hard” continuation

In this section, we will obtain DRG recursion relations us-
ing an e-expansion method. This presents a problem since the
model we described is defined precisely in two dimensions.
We circumvent this issue by only analytically continuing the
integrals in Fourier space required for the averaging over the
large wave number modes in the nonlinear terms, and making
the trivial (but important) changes in the power counting on
the rescaling step of the DRG. In this section, we generalize
our calculation to dimensions d > 2 by treating the “soft”
direction (x direction) as one-dimensional, while treating the
other spatial component y (the “hard” direction) as (d — 1)-
dimensional. That is, we replace y — r;, and, in Fourier
space, g, — (. In particular, the integrals of Fourier variables
become /1‘1 = [dQd?'qudq,/(v/27)?+!. Of course, this ex-
tension also changes the recursion relations for D, and D,
from (46d) and (46e), since these explicitly depend on the
dimensionality d. For clarity, we rewrite all the recursion
relations again:

dlnoa

=742 — 24 g, 62a
1 =z—¢+n (62b)
de v
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dlnp

7"=z—2c+nw (62c)
dInD

d£Q=2z—3§+3—d+nQ, (62d)
dlnD

;EAzz—3§+3—d+nw (62¢)

Note the power counting of D, , is changed due to the fact that
we are notind = 2.

The n’s for this hard-continuation € expansion are calcu-
lated in Appendix A and, to one-loop order, are identical to
our uncontrolled-calculation results (47), i.e.,

hm =R n =B (@
n, = ™Y, n, =5, (63b)
Ny = gglal’d) + %g(hard). (63C)

The only difference between these graphical corrections and
those of the uncontrolled calculation is the generalization of
the dimensionless couplings g“"* and g™ to higher dimen-
sions. These new dimensionless couplings g9 and gg““d)
are given by

(hard) = Sd—l
(27-[ )d—l

gglard) I |y|71M;IDQAd73.

_1 1 3d-7
|)/| 33 A 3 DQ’

(64a)

(64b)

In writing (63), we have, as in the uncontrolled calculation,
ignored all corrections to any parameters from the annealed
noise strength D, other than D, itself; that is, we have set
D, = 0 for all corrections except that to D, itself. And even
that correction is evaluated only to linear order in D, . This will
again be justified a posteriori by showing that the effective
coupling ggh“d) associated with the annealed noise actually
flows to zero under the DRG transformation. As in the last sec-
tion, we can construct an exact relation between the graphical
corrections 7, ., . Using the definition of g (64a) and (62)
we construct a formally exact recursion relation for gha®:

d1n g(hard) |: 1

7 1
—(7—-3d)— = - . 65
T 3( ) 3ny+3na+ng] (65)

At the fixed point, since dg:zm = 0, Eq. (65) clearly implies
that either g"*¥ = 0 or
7—3d —Tny, + 14 +3n,=0. (66)

It is easy to see by inspection that the g"*¥ = 0 fixed point
is unstable (with eigenvalue 7/3 — d) ford < 7/3, and, hence,
in the physical case d = 2. Therefore, in d = 2, and formally
in all spatial dimensions d < 7/3, the graphical corrections
Ny Na» and 1, must obey (66) exactly, at the nonzero stable
fixed point, as expected from our previous calculation in the
uncontrolled-calculation scheme (52a).

Likewise, we can construct a formally exact recursion re-
lation for gg‘a‘d):

d Tn g

det

Reasoning as we just did for g this recursion relation
implies that the g™ =0 fixed point is unstable for any

=3—d—-n, —nu+n,. ©67)

d < 3. Hence, in all d < 3 and, in particular, in the physical

. . . d (hard)
case d = 2, we obtain a second exact relation since b= = 0
at the nonzero stable fixed point:
3—d+n,—n —nu=0. (68)

Note that this reduces to (52b) for d = 2.
Subtracting 1/3 of Eq. (66) from (68), we obtain an exact
relation between n,,, n,, and n,:

N 2+ 477)/ — Na
Nu = —3 ,
which will prove useful later.
To proceed further and obtain quantitative predictions for
the exponents, we use the perturbation theory results (63) for

the graphical corrections in the recursion relations (65) and
(67). This gives

(69)

d (hard) 1

gdZ — g(7 —3d — g(hard) )g(hard)’ (703)
d (hard)

g;g _ (3 —d— gglard))gglard). (70b)

The associated DRG flow diagram for d = 2 is identical to
that in the uncontrolled calculation, as shown in Fig. 1, which
shows that the flows have one stable fixed point and three
unstable fixed points. The stable fixed point, which generically
describes the universal behavior of the system, is at

g = 3¢ + 0(?), (71a)

where € = 7/3 — d. Inserting the definition of € in (70b), we
can also obtain an expression for the stable fixed point of
g ford < 7/3:

g =3 te. (72)

Note that, unlike our result (71) for g"9* this result is not,

strictly speaking, asymptotically valid in the limit of small €.
This is because this value of g"9* does not become small
for € « 1; hence, there is no formal justification for dropping
terms higher order in g from the recursion relation for
gi{"“‘d). However, this is not a problem, since our results for
all of the other n’s (except 7,,) are asymptotically correct in
the limit € < 1. We can therefore obtain quantitatively valid
results for € < 1 for those other n’s, and then use the exact
scaling relation (69) to determine 7,,.

Inserting this result for the fixed point value of the dimen-
sionless coupling g™ into our earlier expressions (63a) and
(63b) for the graphical corrections 1,y,,., gives their fixed
point values explicitly as a functions of €:

€ 8¢
Na = _57 ny = 35 (733.)
10e 16¢
=79 Mm=g- (73b)

Inserting these into the exact relation (69) gives our e-
expansion result for 7,

2 11e

= -+ —. 74
um 3+9 (74
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The O(e?) corrections can in principle be obtained
through higher-loop calculations. We have not attempted this
formidable calculation, because we expect our one-loop DRG
results to be very quantitatively accurate. This is because, in
d =2, e = 1/3, which is extremely small for € expansions.

As in the last section, we have ignored the graphi-
cal corrections induced by the annealed noise, which are
controlled by the coupling coefficient g"*®. We show in
Appendix B that, for this hard continuation, this coupling is
given by

. o 1/4 DA
gih ¢ 54,3 4" (75
Hy' A2
As we did for the uncontrolled approximation, here too we can
justify our neglect of the corrections arising from the annealed
noise by demonstrating that the coupling gf‘ha‘d) just defined is
irrelevant in the dimension of physical interest d = 2.

We do this by using the definition (75) and the recursion
relations (62) to derive the formally exact recursion relation
for g(hard):

dln (hard) 3 4 -5
8, A (Mo + UR 77/1). (76)
de 2 4

Inserting the fixed point values of n’s (73), (74) into (76) gives

ding™® 59 _ 334

de 21

(77)

where we have inserted € = % —d.

Since the eigenvalue 59;733‘1 is less than zero both near the

critical dimension d = 7/3, where it is —2 and in d = 2,
where it is —%, we can conclude that the annealed noise
is irrelevant at the quenched fixed point. This justifies our
neglect of the corrections to the 1’s coming from the annealed
noise in (63).

Finally, to obtain the scaling exponents, we substitute the
fixed point values of the n’s (73) into Egs. (55), (56), and (57).
This gives

z=3%-3e+0(), (78a)
¢ =2%+1e+0(), (78b)
X =—1+1e+0(), (78¢)
X '=—1+3e+0(). (784d)

C. “Soft” continuation

In this section we obtain the DRG recursion relations using
a “soft” continuation to higher dimensions. In this approach,
we treat the “hard” direction y as one-dimensional, while
the “soft” direction x is extended to (d — 1) dimensions. In
practice, this means we will simply replace g, in Fourier
space with a (d — 1)-dimensional vector g, orthogonal to the
y direction.

As in the last section, this modifies the form of
the recursion relations for D, and D,. Rewriting the
full set of recursion relations for completeness, we

have

dlIna

T =z+2—241n,, (792)
d:;y =z—¢+n, (79b)
dln
7 :Z—2§'+77p,, (79c¢)
dInD,

T, =2z—(d+ 1) +1+n,, (794d)
dInD,

a0 =z—Wd+ D¢+ 1+n,. (79e)

The 7n’s for the soft continuation are obtained in Appendix A
and are

e =0, (802)
ny = 38", (80D)
n, = 38", (80c)
n, = g>", (80d)
= 40 + L, (300)
where the two dimensionless couplings are given by
g — \rii;;?i-n'y"(w”w’)’ (81a)
gl O(DQM;IO((%)WV(%)A(@). (81b)

Inserting (80a)—(80c) into (79a), (79b), and (79d) and using
the definitions of g™ and g™ (81), we get two closed
recursion relations for g®° and g(lj"f‘):

ding™" _(5-2d\ (2444 20)
dl 3 9 ’
soft
d In g™ _ 7—2d n 5—4d g0 _ gGsoi)
de 3 18 re
(82b)

As in the uncontrolled -calculation and the hard-
continuation scheme, the trivial g*°" = 0 and g{°" = 0 fixed
points are obviously unstable at the physically relevant dimen-
sion d = 2. In fact, here the g*°™ = 0 fixed point is unstable
for all d < 5/2, and the g*°" = 0 fixed point is unstable for
all d <7/2. Below d =5/2, the stable fixed point which
generically describes hydrodynamics of the system is at

g5 = 2z 4+ 0@, (83)

where € = 5/2 — d. We can now insert the fixed point value
of g®°™ (83) into (82b) to obtain the fixed point value of g(lf"ﬁ)
ford < 5/2:

ghot =2 4 Bz, (84)

As for the hard continuation, unlike our result (83) for g®°®*,

this result is not, strictly speaking, asymptotically valid in the
limit of small €. This is because this value of g(lj"f‘)* does not
become small for € < 1; hence, there is no formal justification
for dropping terms higher order in gij"ft) from the recursion

relation for gﬁj"m. However, again, this is not a problem, since
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our results for all of the other n’s (except n,) are exact to
linear order in € < 1. We can therefore obtain quantitatively
valid results for € <« 1 for those other n’s, and then use the
exact scaling relation (85b), which we will derive below, to
determine 7,,.

Again, the fact that both g™ and g flow to a nonzero
stable fixed point for d < 5/2 implies a pair of exact relations
between 7’s:

5—2d d+5 d—1
)t ()t (5 ) =0

(85a)
7-2d d-2 d+1
N — 3 - 3 Ne + T T)y—le=0-
(85b)
Inserting (83) into (80a)—(80d) yields
Ne =0, (86a)
ny = 3€ + O(&), (86b)
N, = 3€ + 0(&), (86¢)
n, = 3&+ 0(&). (86d)

Then inserting (86a), (86b), and (86¢) into the exact relation
(85b), we get

=24 82 + 0. (87)

Using these values in Egs. (55), (56), and (57) yields the
O(€) values for the scaling exponents:

1=3%—5E+0@), (88a)
¢ =24 e+ 0@, (88b)
X =-1+2te+0@, (88¢c)
X' = -1+ 5+ 0@. (88d)

It is easy to check that the numerical values of these exponents
ind=2to O = %) are very close to those obtained in the
uncontrolled calculation and the hard continuation.

As in the other two schemes, we have ignored the graphical
corrections induced by the annealed fluctuations. We will now
show that these graphical corrections are also irrelevant in the
soft-continuation scheme. In Appendix B, we show that these
graphical corrections are controlled by the dimensionless cou-

pling

g(“’ft) & Dya dil)ux o AT (89)
Using (89) and (79) we get the recursion relation for g(”f‘) at
the fixed point controlled by the quenched fluctuations:
gﬂgﬂi:——+5¢+0@% (90)
de 327
This eigenvalue is —ﬁ ind=2to O = 2) which is less

than O, and thus again shows the irrelevance of graphical
corrections coming from the annealed noises.

An equally weighted average of the values of the exponents
obtained using the three schemes described above yields the
values listed in (6).

V. SCALING BEHAVIOR

Now we utilize the DRG to calculate the real time—
real space correlation functions (u(r,t)-u(0,0)). Let us
first focus on the quenched part C,(r) = (u(r, ¢) - u(0, 0)),
[see (28b)], which is purely static. Keeping track of the rescal-
ings done on each step of the DRG enables us to relate the
correlation functions in the renormalized theory to those in
the original (unrenormalized) model. This relation, known as
a “trajectory integral matching” formula, reads, for the real-
space correlations [27],

C(Ol(),)/(), 0.0 )
= C,[a(L), y(£), D,y (£), Ixle™", yle™*]. (91)

We have explicitly displayed the renormalized parameters «,
¥, and D, because they are the parameters that determine
C,(r), as we saw in the linear theory. In (91) the subscript
“0” denotes the bare values of the parameters. Note that C, (r)
only depends on the absolute values of x and y.

Let us now choose the exponents z, ¢, and y, to be the
values given by (55) and (56), which keep «, y, and D,
fixed, and also choose ¢ = In(A|y|). Equation (91) can then
be rewritten as

C, (@0, 0. Do) = Iy |2XQQ(' ') ©2)

lyl¢
x|
gQ(W = AzXCQ oo, Y0, D

We have found the quenched part of the correlation func-
tion shown in (1). Now we turn to the annealed part of the
correlations, for which there is a relation similar to (91):

where

x| 1
b e

CA((XO’ I'LXU’ DA(]’ ra t)
= &C,[a(0), (), D, (0), xle™ ", [yle™, [t]e™],
(94)

where C,(r,t) = (u(r, t) - u(0, 0)), [see (28a)], whose value
is determined by «, p, and D,, as we saw in the linear theory.

Next we make the same choice of ¢, z, x, and £ as we did in
deriving the quenched part of the correlations. In addition to
a,y,and D, this choice also fixes u, due to the exact scaling
relation (52b), or equivalently (68) or (85a). The three exact
scaling relations become identical in d = 2.

On the other hand, with our choice of the rescaling expo-
nents, D, (£) is not fixed. Instead, it is straightforward to show
that, in all three of our approaches,

dlnD, dInD,
— =n,—-n,—2z 95
de de. T T ©3)
. . dInD
With our choice of exponents, TQ = 0, so we have
dInD
MA=m—%—a (96)

which we can immediately solve for the renormalized an-
nealed noise strength D, (£):

DA (E) = DA() exp[(’h - T’IQ - Z)g] (97)
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We can therefore rewrite (94) as

C, (oo, pxo, Dy, 1, 1)
= *C, [, px0, D, (0), Ixle™, [yle™", [tle™],  (98)

with D, (€) given by (97).

To proceed, we recall the result from the linear theory that
C, is proportional to D,. The linear theory should be valid
on the right-hand side of (98) if we choose £ so that the y
argument of C, on that side is of order a microscopic length
(i.e., A~', where A is the ultraviolet cutoff). That is, we will
choose

£=0(y) =In(Aly]) 99)

again. Doing so, and using the fact that, with this choice of
£, the linear theory works, and making further use of the fact
that, in the linear theory, the annealed correlation function is
proportional to D,, we have

C,(@0. 0. Dy ¥.1) = ([y|AVD, (€% (y ))®(||x||f ||t||f>

(100)

where we have defined

|x] 1 Jt]
< x| 7] ) = G (O{o, Hx0, D, (€7), (Mx/\)“ A’ (\yIA)Z)
Iyl Iyl? D, (L)

(101)
Note that ® is actually independent of D, (£*), since we have
canceled off its linear dependence on D, (£*). Indeed, ® de-
pends only on the ratios l“x“[ and ‘l}%‘,
constants.
Inserting our result (97) for D, (£) into (100), and evaluat-
ing it at £*(y), gives

since o, 40, and A are

Nk

x| Iz] 2y Il el
g (— — ) =A*D O
“\yle7 Iyl O\ yE

X' '=x+3m, —n,—2).

x| ¢l
C(ao,mo,DAo,rt)—||2Xg( ) (102)
where
(103)

and
(104)

Insert (55) and (56) into (104) and use the exact scaling
relation (52a) to eliminate 7,. This leads to

/_nA_nV_l

5 , (105)

X

which is the value of x’ that we quoted in (57).

Alternatively, the correlations can be derived by perform-
ing the inverse Fourier transform of the correlation function
obtained in the linear theory (24), albeit now with wave-
number-dependent coefficients due to the renormalization.
The Fourier transformed correlations are also of interest
in their own right. Again using trajectory matching, we

have

A (e g1s € gy, € )

(106)

(uy(@uy (@) = e

x (e'q,. e*'qy. e 0)),

where u,(§) and u}(e'qy, ¢*“qy, ¢*‘w) represent the velocity
field before and after rescaling, respectively.

Since the nonlinear corrections become more important as
we go to longer wavelengths (i.e., smaller q), it conversely
follows that we can best approximate the right-hand side of
(106) using the linear theory if we make (eq,, e”qy) on the
right-hand side as large as possible. We will therefore choose
£ so that this rescaled momentum lies near the Brillouin zone
(BZ) boundary. This allows us to evaluate the correlation
function on the right-hand side of Eq. (106) using the linear
theory (24). To determine the value £* of £ that is sufficiently
near the BZ boundary to allow this, we use the criterion

v2la:l® + &?lgy|* = o’ A%, (107)
Our motivation for this choice is that it makes the denominator
of the quenched part of the u,-u, correlation function given in
Eq. (26d) as large as its smallest value on the BZ boundary.
For the rescaled momentum to satisfy this condition, we must
have

YA€) (lgele’ )’ + () (Igyle” )t = * (€AY, (108)
where the £* dependencies of «(£*) and y (£*) are obtained by
solving the recursion relations (62a) and (62b), respectively.
These are most easily solved by choosing the rescaling expo-
nents z and ¢ to keep y and « fixed at their bare values. (This
leads to the values of z and ¢ quoted in (55).) Making this
choice and dividing (108) by o gives

a*(1g:1e¥)° + (Igyle ) = A*

where we have defined the m1croscoplc length a= VZ.

(109)
We will seek a scaling solution for e*" of (109) of the form
_ f ( lqxl/ A )

Igy| (|%’|/A);

where A’ = ASa~3, and ¢ is given by (55).
Inserting this scaling ansatz (110) into our condition (109)

gives
(azA"’ﬂqu)[f( gl /2 )]6‘
1
|qy1%¢ (lgyl/ A
AT
+A4|:f1( lg:1/ €>i| — A
(Igyl/ )
Dividing both sides of this expression by A* and reorganizing
a bit yields
(aZAﬁfﬂqm)[ f< g1/ A’ )T‘
1
|gy1¢ (Igyl/ A

gzl /A )T _
+[f 1<<|qy|/A>f

(110)

(111)

(112)
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; lgx1/A
The coefficient of [ fl(%| NG
reexpressed as

(a2A6§—4|qx|6>
|‘]y|6§

)]% in this expression can be

- 6 _ 6
(a‘/w 2/3|qx|) _ (a‘/SA 2/3|qx|)
|Qy|{ (|%‘|/A)£
( lasl/ A" ><’=w6
(lgy1/0)° ’

(113)

where we have defined the argument of the scaling function
f1 in our ansatz (110) to be w; i.e.,

E( AN )
(lasl/A)°)

(114)
J

2Dp0e" 8(w + 0)8(q + q')

Thus, our condition on the scaling function f; can be rewritten
as

wOL A% + [fiw)]* = 1.

Since this condition only involves the scaling argument w,
defined by (114), and the scaling function f;(w), which also
only depends on w, it is clear that our ansatz has worked, and
that the scaling function f)(w) is determined by the solution
of (115). That solution is easily seen to have the following
limiting behaviors:

(115)

1. 1.
fl(X)Z{ L rs (116)

X %, x> 1.

Inserting (110) into our expression (106) for the correlation
function in Fourier space, and evaluating the correlation func-
tion on the right-hand side using the linear theory (23), we
obtain the velocity correlation function in momentum space:

4r Dgoe’" ¢i8(w)8()8(q + q')

(uy(@uy (@) =

*
aog’)a* l]‘

| (0= nenta)’ + (U

2D, (@)(w + @')é(q +q')

2
o)

(apenat")’ qy + (yoe™* gt

47D, (q)qi8(w)8(w)s(q + q')

= , 117
[0 = 7@ + [“5E + (@] a?(q)q; + 72(@)q? a1
where
_ - |q.|
(@) = wlgl ™" fy i) (118a)
y
_ 0 |G|
a(q) = aolgyl™™ fu k) (118b)
y
Ny |‘1x
wal@) = ol ful 70 ) (118c)
D, (@) = D, 4lgy| ™" fAQ<| |L) (1184d)
and
|qx] ) _ |: ( |CIX|/A/ >:|ny'a'u'A'Q
apng| g | = AT — . 119
Fram ‘Q(qulf WNTRIIN (1

The subscript “0” denotes the bare value of the coefficient.

We Fourier transform the momentum-space correlation function to obtain the real-space one. But first it is convenient to write

(uy(@)uy(q')) in a compact form:

(uy (@)uy (@) = [myr(z”"ﬂﬂ(

where

g 2 )a(w+w)+|qy| (detng - 2”“>F<

)5(60)5(60 )]3(q +4q),  (120)

layl* " lgyl? layl¢
R A ZDAoﬁx(l‘qqﬂ‘f) a1
A(quli’lqylz>: . 2 Taofu(2)) " 2 (1210
[\q‘ V0|q,\ffy< )] + [m“‘xo(m |4) f/t(m‘f)}
4nD,, (1) 1, (1 )s(a + q) o

(i) [ (i) fy(p;;;)]ﬂ

[eose (1)
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In deriving (120) we have used the exact relations (52).

We will next calculate the annealed part of the real-space correlation functions. Using the scaling form (120) we get

uwnmm&mnzf MI@”WF( ”)&w+dmm+q%qu” (122)
) 0,0,q,q |Qy|( lgy|®
Changing variables of integration,
. » Q
%‘Z%, :Q_§’ w=—, (123)
Iyl Iyl yI*
we write (122) as
Il 1zl
(uy(r, )y (0, 0)), = |y|**'G, (| TReE (124)
where
1
X'=5G=¢+n 1D, (123)
g, <ﬂ7 ﬂ) = G / Q7 ( D )e_i(ﬁ_%_%?)» (126)
e Iyl (2m )32 10,67 10y 17
and the values of ¢, z, and x are again given by (55) and (56). Inserting (55) into (125) leads to (57) again.
The quenched part of the correlation is obtained in essentially the same way, and the result is
|x]
(uy(x, Dy (0, 0),, = Iy, <| : (127)
|x| 1 - 1Ok i e
%GW =5 |l e Or, O, (128)

where the values of { and x are again given by (55) and
(56). In deriving (127) we have used the exact relation (52b).

Here, we have focused exclusively on the u,-u, correla-
tion. This is sufficient to calculate (u(r,?)-u(0, 0)), since
the u, correlations—related to the u,-u, correlation by the
incompressibility constraint—are much smaller than the u,-
u, correlations in the dominant regime of wave vector g, ~
Igy|¢ > |gy| and can therefore be ignored.

VI. EQUALIZATION OF THE EXPONENTS z AND ¢

As we discovered in Sec. III, the linear theory leads to two
different dynamic exponents z; », and two different anisotropy
exponents ¢, for the annealed fluctuations, as defined by the
expression

o qx . |gx|
CU(CI) = |q |Z]freal<_) - l|q~|zzfima inar <_> (129)
' gyl TTTEEE gyl

Furthermore, the anisotropy exponent ¢, differs from that
for the quenched fluctuations. However, the DRG analysis
presented in Sec. IV identified a unique ¢ and z. The reason
for this is that once nonlinearities are taken into account, all
three anisotropy exponents, and both z’s, become equal. We
will demonstrate this explicitly in this section and discuss how
this equalization comes about as a function of dimensionality.
This is analogous to the situation in smectics. The linear
hydrodynamic theory of smectics-A predicts a “second sound”
mode [28], which has the dispersion relation
(@),

w = xc(¢)g — (130)

10,[¢

(

where ¢ is the angle between the wave vector and the layer
normal, c;(¢) is a direction-dependent sound speed, and v(¢)
a direction-dependent viscosity. This has different z’s for the
real and the imaginary part: z = 1 for the real part, and z = 2
for the imaginary part.

However, in three dimensions, once nonlinearities are
taken into account, one finds [29]

® = £63($)q — iVrenom (9, #)q”, (131)
with
Venorm (@, ) = L2, (132)
which, when inserted into (133), gives
® =+ (g — if($)q, (133)

which has the same value of z (namely, z = 1) for both the
real and the imaginary part.

How does the smectic go from having two z’s that differ by
an amount of O(1) in high dimensions (where linear theory
works), to equality in d = 3? This is because v becomes
anomalous in a higher dimension than c¢;; the critical dimen-
sion for v is [29] d! =5, while the critical dimension for ¢,
(which is proportional to /B, where B is the smectic layer
compression modulus) is [30] d¢* = 3. And it is between these
two critical dimensions that z, continuously evolves from
7p = 2to zp = 1. In general spatial dimensions betweend = 5
andd = 3,

Vrenorm (¢, 0) q(d_S)/zv (134)
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which, when inserted into (133), gives

(d=1/2

Im(w) o g (135)

which implies

d—1
= —".

5 (136)

This interpolates continuously between the linear value zp = 2
and the d = 3 nonlinear value z = 1 as one lowers the dimen-
sion from 5 to 3.

We now show that an analogous variation of w,, which
plays the role of viscosity in our model, in dimensions higher
than the critical dimension of our model is responsible for the
equalization of the exponents. However, unlike the smectic,
the incompressible flock model we have described here is
strictly only valid in two dimensions. Nevertheless, we for-
mally analytically continue the model, as in Sec. IV, to higher
dimension to understand how the multiple z and ¢ linear
scaling behavior reduces to one with a unique z and ¢ once

J

2
@(@) =y (@ = i(ux(q)qf +a(q) "Z’J )

X

x|
lqnl¢

_ : - |G| _ 1921 lanl?
= Yoldqxl ”ny(—>qx—z{uxolth "“fu< q; + olqnl 7" fu [

nonlinearities are accounted for. Of course, we can use either
hard continuation or soft continuation for this examination.
Here, we choose to use the former. The critical dimension of
the incompressible flock with the hard continuation extension
is 7/3. We first demonstrate that for d < 7/3, there is indeed
a unique z and ¢ and then show that this comes about be-
cause u, starts changing from its linear value for d < 3. An
analogous argument can be constructed for soft continuation
as well, where there is a unique z and ¢ for d < 5/2 which
comes about because , starts changing from its linear value
for d < 7/2, but we will not present it here.

A. Incompressible flocks in d < 7/3 (hard continuation)

We begin by recalling that the result of the DRG analysis
is that all linearized expressions become valid for the non-
linear problem provided that we replace all of the constant
phenomenological parameters y, o, py, and Dy o with the
wave-vector-dependent renormalized quantities y(q), «(q),
1x(q), and D, ,(q) given by Egs. (118). Doing this with our
expression (129) for the eigenfrequencies gives

(137)

lqn ¢ l9nl® / g«

where we have extended the y direction to be (d — 1)-dimensional and replaced g, with q;. The real part of this can be written

Re(w) = Vo|Qh|"yfy< uid )qx

lqnl¢

where the second equality is true for any value of z;. However,
if we choose z; such that
z+n =g, (139)

then the factor —Zo = -  and the entire factor
TR lqnl¢

qx |gx| qx 1gx| h . s
o (L) = which i iousl func-
TFRERAG fy(‘qh‘;) T fV(lthf ), ch is obviously a func

tion only of the scaling ratio L‘; Hence, we can define a new
d

|l
scaling function

Jreal(m) = yomf, (m), (140)
and rewrite Eq. (138) as
u qx
Re() = |qi| freal(—g) (141)
TR

with ¢ = ¢, provided that (139) is satisfied. Using our earlier
expression (55) for ¢ in terms of 5, and 7,, and solving (139)
for z;, we find

:2+77y_77a

: (142)

z7=&¢—ny — Ny =2,
where in the last equality we have used the result (55) for z
found earlier.

= ylqul*!

(75 |q,r| )
, (138)
lqu ] fy(|qh|f

Thus we have established that the real part of w can be
written in the form

Refo(q)] = |qh|1freal<i)
lqnl®
with z and ¢ the exponents we found in our DRG analysis of
Sec. IV, whose values are given by (55).

We will now show that the imaginary part of @ can also be
written in this scaling form, with its dynamic and anisotropy
exponents z, and ¢, respectively, also being given by z, = z
and & =¢.

The proof is quite straightforward. The imaginary part of
(q) can, by factoring out |q,|* and reorganizing (137) a bit,
be rewritten as

o ||
Im[o(q)] = —Ithz{uxoqflth G "fu< a T
|qh|

2—ng—2
+a0<lqh| i )fa( x| >} (144)
qax lqnl¢

Using the relation (55) between z, ¢, and 7, ,, and the exact
scaling relation (69) between n,, and 7, ,, we see that

2440, — 1 2 =21, — g
n,ﬁ—z—( 3 + 3

_4+2n, —2ng
B 3

(

(143)

—2¢, (1452)
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2 -2, —n,
2oz—pg=2- e,
3
4420, —2n,
:#:2;. (145b)

With these results in hand, we can rewrite (144) as

2
z 4x |G|
| () v (i)
(Ith)Z ( 14| )}
+ o0 S (146a)
qx |qh|{

Im[w(q)]

. |G|
= |l fim (q—g) (146b)
g
where we have defined
fim(m) = m® f(m)itsg + m= 2 fu(mag.  (147)

So there is only one z and ¢ for this problem in the non-
linear theory, despite the fact that there are two ¢’s and z’s for
the linear theory.

B. Incompressible flocks for 7/3 < d < 3 (hard continuation)

The reader might reasonably wonder how we get from the
linear result, with its different values of z and ¢ for the real
and imaginary parts of w, to this result in the nonlinear theory
of a single z and a single ¢ for both parts. The answer is that,
as we come down in dimension from d = 3 to d = 7/3, the
exponents z; and ¢, for the imaginary part of w evolve con-
tinuously from their linear values of zp;;, = 1 and &y = 1/2
to become equal to the values zjin = {jin = 2/3 ind = 7/3.
At this point, z, locks onto z;, and ¢, locks onto ¢; as the
dimension is lowered.

To see this, first note, as is clear from the recursion relation
(70b) for gg‘a‘d), that u, becomes anomalous not in d = 7/3,
as « and y do, but, rather, in d = 3. For 7/3 < d < 3, the
nonlinear coupling g"'9 flows to zero, so the scaling relation
(66), which was derived by assuming that g"® renormalized
to a nonzero fixed point value, no longer holds. However,
because w, grows upon renormalization if its bare value is
small (again, as shown by the recursion relation (70b), its
fixed point value must be nonzero. Hence, the exact scaling
relation (68) does hold, even for 7/3 < d < 3. Furthermore,
because g — 0 upon renormalization for 7/3 < d < 3,
the exponents 7,,,,, = 0 for 7/3 < d < 3. Hence, the scaling
relation (68) implies that

ne=3-d (148)
while n4,,,,, = 0.
Hence we can write
. 2 |qh|2
(@) = Yogx — i| mx()g; + o e (149)
with
d—3 gy
H‘x(q)zﬂxdqh' fp. _{ s (150)
lqn]®2

where the anisotropy exponent ¢, remains to be determined.

wiliNOo Il N

FIG. 2. Plot of the exponents z; » and ¢; » versus dimension in the
hard continuation to O(e = % — d). The exponents z, and £, become
anomalous (i.e., depart from the values z, = 1 and ¢, = 2/3 below
d = 3). The two z’s and the two ¢’s lock onto equality below d =
7/3.Atd =7/3,210 = tio = 35atd = 2,2, = 2,45 = . There
are small slope discontinuities in z,(d) and &(d) at d = 7/3; the
slope of z, changes from 1/2 to 5/9, while that of ¢, changes from
—1/4 to —1/3. Both changes are so small as to be invisible to the
naked eye, but are present in this plot.

We can do so by factoring |q;|® out of the imaginary part
of w in (149):

L ||
Im[w(q)] = —|qxl® [quﬁqud 3 f,< 1 )

lqn %
2—2
v g ] ’

" (151)

where z, also remains to be determined. We can do so by
requiring that (151) take the form

Im[w(q)] = |qh|zzflm( 4 ) (152)

|qh|§2
Comparing this with (151), we see that to make these two
forms equal, we must have

d—3—2=-20 (153)

and

2—z =20 (154)

The simultaneous solution of these two equations is trivially
found to be
5—-d d—1

;2 - 4 ’ ZZ - 2 .
Note that, as d is decreased between 3 and 7/3, this smoothly
interpolates between the values in the linearized theory for
the annealed anisotropy and dynamic exponents ¢, = % and
2 =11in d = 3, and the values &, =2 =2/3 ind =7/3.
Once we go below d = 7/3, the analysis given earlier in
this section applies, so the quenched and annealed anisotropy
exponents remain locked together, and both evolve away from
the value in the linearized theory, as described by the 7/3 — €
expansion. The exponents z; » and ¢ » are plotted as functions
of dimension in Fig. 2.

(155)
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VII. SUMMARY AND OUTLOOK

In this article, we have examined the effects of quenched
disorder on the moving phase of an incompressible polar
active fluid in 2D. We show that, surprisingly, the polarized
phase retains long-range order in 2D even in the presence
of quenched disorder. This is all the more surprising since
the closest equilibrium analogs of our system, which are
equilibrium magnets constrained to have a divergenceless
magnetization, whose long-time, large-scale properties are
exactly equivalent to incompressible flocks [21] in the pres-
ence of only annealed disorder, are much more susceptible to
quenched disorder and do not form an ordered phase in 2D.

We have also characterized the hydrodynamic properties
of the polarized phase, uncovering a novel universality class
and calculating the exponents using three distinct DRG anal-
yses. Since the values obtained from all three methods are
very close to each other, we expect them to be quantitatively
accurate. Our results should be readily testable in agent-based
simulations. Further, since quenched disorder is inevitable in
all experiments, our results may also be relevant for interpret-
ing experiments on motile cell layers.

Looking ahead, our work suggests that novel physics may
also emerge from the incompressibility constraint in active

J

2

u; u;
Oruy(q) = Pyx(q)}—ql:_a <ux + ?}>i| + Fq |:_Vax“y + H«xa)?uy - a(“x + %)uy + fAy + fgi|7

which can be rewritten as
uy(@) = G(«i)[f;(q) + @+ (

o

2

o ~ _ o
_<5> /kk uy (K)uy (Kuy (@ — k — k )}

with the bare propagator

2
. 4’
[—t(w —yq.) + (aq—’z + uxqf)}

2
B i(w—yqx)+ (‘XZ_; + :va%zc) (A3)

2 2
(0 — qu)2 + (0[:—; + /’qujzc)

-1

G(q)

We remind the reader that the bare correlation functions
(i.e., those of the linear theory) are given by

(u(@u;(@)) = CY(@d(w + )3(q + q)

+CH@3(@)8(@)s(@+q), (Ad)
where
7
C™({) = q—;CA(ﬁn, (A5a)
XY &Y %r%} ~\ X
G@=-"3C0@=C@. (A5b)
qz
Cr (@) = q—’;CA @, (A5c)

polar suspensions, which are a two-component (swimmers
and solvent) system that is only incompressible as a whole.
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APPENDIX A: CALCULATING THE GRAPHICAL
CORRECTIONS TO THE VARIOUS COEFFICIENTS

In this Appendix, we explicitly calculate the corrections to
the various coefficients in the EOM for u, upon averaging over
the short-distance fluctuations.

The hydrodynamic EOM, retaining only relevant terms,
that we will analyze using DRG is the following:

2

(A1)
)@ [ R @~ 8 o [ aRous(@~ K
k k
(A2)
q
@ =_C@. (A5d)
Cr@) = —";? C,@ = C @ (ASe)
. q>
@ = 75C,@. (ASf)
with
_ 4nDoq}
@ =T a?qy
~ 2DA
C.@ = (A6)

Here the subscripts A and Q denote the contributions from the
annealed and quenched noises, respectively.

Note that we can think of (A2) as a closed equation for
uy(q) with u,(q) simply a shorthand notation for —%uy((]),
which follows from the incompressibility condition.

As usual (see, e.g., [24,25]), our formal solution (A2) can
be represented by Feynman graphs, as illustrated in Fig. 3. The

044608-17



CHEN, LEE, MAITRA, AND TONER

PHYSICAL REVIEW E 106, 044608 (2022)

=>==—>—®+—>—o+4<<++:§=

FIG. 3. Feynman diagram representation of the formal solu-
tion (A2) of (Al). The circle with an interior cross represents the
quenched noise, while the solid circle represents the annealed noise.
The meaning of the various other elements in this figure are given in
Fig. 4.

definition of the various pictorial elements in this diagram are
given in Fig. 4.

The most useful way to derive the DRG recursion relations
for the various parameters is to divide EOM (A2) by G(q),
which gives

o

2 )P@

G @y (@ = [f;(fn + 1@+ (
X ﬁuy(f()uy((] —k)—« / uy (K)u,(q — k)
k k

o 1. 1./ ~ 1. 1./
_(5) /kk wy (K, (K Yy (q — k — K )]
(A7)

Graphically, this amounts to “amputating” the leftmost leg of
each of the Feynman diagrams in Fig. 3, which gives Fig. 5.

Now we decompose u,(q) into “slow” components u;(q)
and “fast” components u; (q), where u;(q) is supported in
the wave vector space |g,| < 00, |g,| < Ae™¢, and uy (q) in
the “momentum shell” |g,| < oo, Ae™?* < |gy| < A, where
A is the ultraviolet cutoff, and d¢ < 1 is an arbitrary rescaling
factor. We likewise decompose the noises 1, into fast and
slow components fj; and f“;, respectively.

The Feynman graphs are useful for the next step, which is
to solve (A2) perturbatively for u; (q) in terms of u; (q) and
the noises /. This perturbative solution can be represented
by the graphs shown in Fig. 6.

We next substitute this solution into the EOM (A7) for
u; (q), that is, the EOM represented in Fig. 5, with the field on
the left-hand side taken to be u; (q). This leads to the series of
graphs shown in Fig. 7.

-1 _
G u, =

® + @ + +

FIG. 5. Feynman diagram representation of the EOM (A7). This
amounts to “amputating” the leftmost leg of each of the Feynman
diagrams in Fig. 3.

Once this is done, one can see at once that the graphs like
Figs. 7(c), 7(d), and 7(e), for which the incoming momentum
q on the left is in the long-wavelength (small q) interior with
every line ending in a short-wavelength noise ]‘/;YZ((”]), can be
thought of as an extra contribution to the long-wavelength
noises fAV< (q). Their correlations, therefore, are renormaliza-
tions of the noise correlations, represented by the Feynman
graphs shown in Figs. 8 and 9.

Next, we must average over the short-wavelength noises
ﬂ;(Q). Since the averages of two noises are only nonzero if
their wave vectors and frequencies are equal and opposite, we
represent this averaging by connecting lines that end in noises.
The result is components of the graphs shown in Figs. 4(d) and
4(e), which simply represent the correlation functions.

Performing this connection for the graphs in Fig. 7 yields
the graphs in Fig. 10.

Note that these graphs are linear in the slow fields u; (q),
as can be seen by the fact that they have precisely one external
line coming off to the right. The terms they represent can
therefore be pulled over to the left-hand side of the equa-
tion schematically represented by Fig. 7, and absorbed into
renormalizations of the inverse propagator G~!(q). From the
form of G~!(§), we see that the part of such correction terms
proportional to ig.u,(q) can be absorbed into renormaliza-
tions of the linear coefficient y. Likewise, terms proportional
to (%)2%((1) renormalize o, and those proportional to g2u,(q)
renormalize w,. This is how we will obtain the graphical
corrections to those parameters.

This averaging process also generates graphs which are
quadratic and cubic in the slow fields u; (q). This leads to the
renormalization of the coefficients of the quadratic and cubic
terms. However, as argued in the main text, these coefficients
are locked to the coefficient « of the linear term (%)zuy((]),

or equivalently, (%)MX(Q). This is because the EOM is

FIG. 4. Definitions of the elements in the Feynman diagrams: (a) = (@), (b) = 222 G@)f @), (©) = “2LG@) @),
(d)= C;’((])S(w), (e) = CY(q), () the circle = —a(1 — 18,08, + P (q)3y], (g) the square = —a/2.
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FIG. 6. A diagrammatic expansion of the “fast” component of u,(q) after partitioning u,(q) into “slow” components u; (q) and “fast”

components u; ().

rotation-invariant, and this symmetry must be preserved un-
der the DRG transformation. In particular, this means the
graphical corrections to these coefficients are all equal to each
other. Therefore, in this problem we only need to consider
the (one-loop) graphs renormalizing the linear terms and the
noise, which does not involve the cubic vertex (i.e., the square-
shaped knot) at all.

Unusually, in this problem we find that there is one addi-
tional correction, which we have not yet described, that affects
the renormalization of all the parameters. This arises from the
fact that the inverse propagator G~'(q) also gets a contribution
from the graphs proportional to —iw. That is, on the right-hand
side of Fig. 7, we also get contributions proportional to —iwu,.
As aresult, our final expression for the renormalized EOM for
the slow modes u; (q) in Fourier space takes the form

(—ia)(l + 10d€) — iy (1 4 n)""dt)q,

2
+a(l+ ngif“‘dz)% + (1 + n;‘l"“tdﬂ)qf)u; (@

= £+ % + NL{uy (@), (A8)

where ynﬁireC‘dﬁ, andicctd e, and nﬁimtdﬁ represent the “di-
rect” corrections to y, «, and u, calculated as described
above, and —iwn,d{ likewise represents the correction to the
inverse propagator proportional to —iw described above. The
renormalized noises féf are calculated as described above.

The expression NL{u; (q)} represents the terms nonlinear
in the slow fields uy<((1); as in the original EOM, these will
couple u5(q) to the us(k)’s at all k in the (slightly smaller)
Brillouin zone.

The coefficient of —iw in the original EOM was 1. To make
our renormalized EOM look as much like the original as pos-
sible, and to avoid having to introduce yet another parameter

(@) (b)

< <
® + @ +

(©)

<

into our EOM (namely, a coefficient of the —iw term that is
not unity, but a free parameter that can also renormalize), we
simply divide the EOM (AS8) by the factor 1 + n,d¥{, which
gives, in the limit d¢ < 1 in which we are working,

2
o q
(—w) —iy(I+n,d)gx + a(l + nadé)q—ﬁ

(1 + mﬂ@qﬁ)u;@

= (A% + 7R+ NL{us @) (1 = nod0),  (A9)
with
n, = n)(iirect — N Na = 77gltirect — N N = niirect — Y-
(A10)

The 7, 74, and n,, defined above are those quoted in the main
text, which give the graphical corrections to the renormaliza-
tions of y, o, and .. Indeed, defining the renormalized values
¥R, o, and u® to be the coefficients of the appropriate terms
in the renormalized EOM (A9), we have

yR =y +n,do),

of = a(l+n4dt), pf =1+ n,de).

Combining these graphical corrections with the effect of the
rescalings leads to the recursion relations presented in the
main text.

Defining the effective fully renormalized noises fgf on the
right-hand side of this equation via

£ =150 = n.d0),

we see that these acquire an extra factor of (1 + n,d{) in
addition to their corrections coming from the graphs in Figs. 8
and 9. Hence, their correlations pick up (for small d¢) an extra

(Al1)

(A12)

> (d > (e =~
+ +
> > >
+ .

FIG. 7. A diagrammatic expansion of G~! (@)u; (q) after partitioning u,(q) into “slow” components u;(q) and “fast” components u; (q).
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(b)

FIG. 8. The graphical representations of the correction to Dy.

factor of (1 — 2n,d¥£) (note the “2”), in addition to the direct
graphical correction from Figs. 8 and 9, whose calculation we
described above. That is,

(RF @R ah) = 2058 = 1),
(a0 f 1)) =2DR*(c — )8t — '), (A13b)

(A13a)

where the renormalized noise strengths are given by

Dlg _ (1 4 (ngirect _

20,)d€)D, = (1 + n,d0)D,, (Alda)

DR = (14 (%™ = 2n,)de)D, = (1 +1,d0)D,, (Al4b)
where we have defined
nQ = ngirect _ 277(4)7 n, = 7]Sirect _ 277(0- (AIS)

These n,,, are those used in the main text.

Having set up the logic of our approach to the perturbative
portion of the DRG, all that remains is to actually do the hard
work of evaluating the graphs. We will do so now.

1. Quenched noise (D,,) renormalization

The graphs in Fig. 8 renormalize the correlations of the
quenched noise ny . For graphs (a) and (b) we set the wave
vector q inside the loop integral to zero to keep only the
relevant contributions to the noise correlations. These two
graphs thus give identical results, and the sum of them
gives a contribution to the correlations of the quenched
noise:

3[(£2(@, ) f3(~q, —w))]
) [ dk dek

C,(k)C,(—k)3(2)8(w — Q)

- Qr) 27w k2

FIG. 9. Two particular graphical corrections to D,. They corre-
spond to the graphs (a) and (b) in Fig. 8 but with one of the quenched
noise averages replaced by the annealed noise average.

d%k kok?
= 16wa’D’ - TV
2. (2m) (yzkg + azk;‘)
= 16m2D§5(w)11, (A16)
where we have defined the integral
d’k k2kS
| = Y , (A17)

- Q1) (246 + a2k2)’

which is calculated in Appendix C 1.
Since (fé'(q, w)ny(—q, —w)) = 4nD,6(w), (A16) implies
a correction to the quenched noise strength D,

8D, = 4’ D21,. (A18)

Graph (c) has a prefactor of ¢’g,/q* and graph (d) has
a prefactor of qﬁqg /q*. Since in the dominant wave vector
regime g, < ¢y, these prefactors < 1 and therefore, these
graphs contribute corrections that are subdominant to the one
in (A18).

Inserting the values of /; in (A18) for the three different
perturbation schemes, we get

uncontrolled d = 2: 5Dg%d£ = %g(unc)DQd& (A19a)

hard continuation: 6D, = %g(hard)DQdﬂ, (A19b)
soft continuation: 8D, = 1D d¢,  (A19¢)
where g = %h’r%a%A*%, ghard) —
Sy _1 1, 37 .
(2711)41*1 ly|73a3A™3 DQ’ and g(mﬂ) =
41D s\ e ie . .
\/522;)5,1 Iy |~5Da SO AT as defined in the main text.

The results (A19a), (A19b), and (A19c_) imply a contribu-
tion to the exponent 7,, which we call ng‘re“ [see (Al4b) for
its definition]:

direct __
Q

g, (A20a)

(hard)

uncontrolled d = 2: n

hard continuation: 7 (A20Db)

g
g, (A20c)

Q
direct __

2

9

direct __ 2
-9

1

0 3

soft continuation: 7

2. Annealed noise (D, ) renormalization

Like the correction to D,, the graphical corrections to D,
consist of the first two diagrams in Fig. 8, albeit with one of
the quenched noise averages in each (indicated by a crossed
circle) replaced by the annealed noise average (indicated by
a black circle). Hence there are four diagrams in total, two of
which are shown in Fig. 9; the other two are simple permuta-
tions of these.

Again setting q to zero inside the loop integrals, the con-
tributions of all four diagrams are identical. The sum of
them gives a contribution to the correlations of the annealed
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(@ (b)
(d) (e)
(8) (h)
FIG. 10. The graphical representations of potential corrections to G~ (§)u, ().
noise: Again, using the values of I; for the various schemes yields
uncontrolled d = 2: 8D, = 3¢""“D,dt, (A23a)
3[(f (@, ) f' (—q, —w))] hard continuation: 8D, = 3¢™%D,d¢, (A23b)
L[ Pk (k) 2D soft continuation: 8D, = 2g“VD d¢.  (A23c)
— 4o 2 < .
. (2m)? (kx> y2U2 + (a% + Mxk)%)Z These imply
( 2D, K ) uncontrolled d = 2: nf“eet = gg(‘mc), (A24a)
X | ————— .
vk + %k} hard continuation: 7™ = 3™~ (A24b)
~ 1602D,D, d’k keks i soft continuation: nl*t = 260, (A24c)
> 1) (y2k8 + a2k?)
’ 3. Renormalization of y
= 16a’D,D,I,. (A21)

To look for renormalizations of y, we seek graphs in
Fig. 10 which have the prefactor ig, and one outgoing u,(q)
leg. Since graphs (e) and (f) both have g, in the prefactor,
and (g) to (i) all have outgoing leg u,(q), none of them can
contribute to the renormalization of y. This leaves us with
graphs (a) to (d) in Fig. 10 to analyze.

Graph (a) represents a contribution to the right-hand side

Since (f7(q, w)f](—q, —w)), = 2D,, (A21) implies a cor-
rection to the annealed noise strength D, :

8D, = 8a°D,D,I,. (A22)  of the EOM (A7):
J
d’k dQ [ k) . -
2x ey x (<5 )@ [ 5557 (—k—’)ak)ax(k)cg(q — K5 — )
_ d’k 1 2D, (qyx — ko) :|<k )2
= o’y 0 = A25
* u)(q)/> (27[)2 |:—l((z)—)/k,\)+0lllz—‘z:||:y2(qx _kx)6+a2(Qy _ky)4 kx ( )

Graph (b) represents a contribution to the right-hand side of the EOM (A7):

2 —
2x oy x (5@ [ 555 <— L ky)G(f«)Pyx(k)c (- k)3 — )
2 - QmP 2 \ g — ke ’

oA | 2D, (qy — ko)’ }(k )(q —k )
_ ) o y ). A26
o My(Q)/; (21 )? |:—i(a) k) +Oli—‘zi| |:7/2(61x _ kx)6 +012(Qy . ky)4 ki qx — ke ( )
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Graph (c) represents a contribution to the right-hand side of the EOM (A7):

d*k dQ

2><(—oz)x - u)( )/ an? o

( —k ) G(K)C,(q — K)3(w — Q)
qx — k

Graph (d) represents a contribution to the right-hand side of the EOM (A7):

2x (—a) x

. d*k 1 2D, (gx — ky)* }(q —k )2
— 2 ! [4 Yy y . A27
: u}(q)‘/> (27[)2 |:—l(w—ykx)+ai—‘§:||:)/2(%c _kx)6+a2(Qy _ky)4 [75% _kX ( )

ay A’k dQ [k ky
(-5)w@ [ (znyE( . _qx)cxk)(——)c (a- K5 -2
f— 4 —

[0 [c=

2 Y2(gx — ko)° + 012(6]y —ky) ky Gx — kx

g @/ &% 1
= U, 3
T @R | i - k) e

which is the same as that of graph (b).

The integrands in the above formulas are functions of w
and ¢ and thus can be expanded in powers of w and q. It is
easy to check that the zeroth order terms do not vanish. In
fact, they lead to a contribution proportional to u, without
any derivatives, which appears to be more relevant than all
other existing linear terms in (A7). However, the generation
of this new term comes from the renormalization of the mean
velocity. It can be canceled off if u, is boosted by a constant,
which corresponds to the correction to the mean velocity. In

J

X

42k kyzk6

iqxuy@)[SyazDQ

= iqxuy @8y’ D, 1y — 12y e’ D, 1),

where I, is calculated in Appendix (C 2).
The linear order piece in g, of (A26) is

42k kk?

- 27 (246 + a2k2)’

iq.,(§) [61/0!2%

= iqxuy(@)(6y e’ D, Iy — 12y e’ Dy by).
The linear order piece in g, of (A27) is
d’k kyzkf

- 27 (246 + a2k2)’

quu)m)[‘w / Q12 (4248 + ak})

= ig,uy(@)(4ya’D, I} — 12y°a’D, D).

The linear order piece in g, of (A28) is the same as that of
(A26).
In summary, the sum of contributions linear both in ¢, and
uy(q) to the right-hand side of (A7) is
iq.uy(@)(24ya®D, I, — 48y°a’D,b). (A32)
Pulling this piece to the left-hand side of (A7), we find the
following correction to y:

8y = —24ya’D I, + 48y a’D, L. (A33)

(

what follows, we will ignore this trivial correction, and focus
on the contributions linear in w and g. Contributions higher
order in q and w lead only to irrelevant contributions, and will
therefore also be dropped.

We will deal with the linear order piece in w in the next
section, which in fact leads a general renormalization of the
temporal derivative of u, in (A7). Here, we will focus on the
linear order piece in g by expanding the integrands to linear
order in g while setting w to 0.

Specifically, the linear order piece in g, of (A25) is

dzk k2k12
3.2 )
— 12y7eD, Q) (12k6 4+ o2k4)’
- (2K} + k)
(A29)
dzk k2k12
_ 32 )
12y°a’D, _(2n)? (V2k6 ~|—052k4)3
x y
(A30)
3 dzk k2k12
5> — 12y°a’D, 5 3
> (277 (2K + a2k2)
(A31)

(

Inserting the values of /; and I, for the various schemes, we
obtain

uncontrolled d = 2: §y = 2"y d¢ (A34a)
hard continuation: §y = 2g™Vyde,  (A34b)
soft continuation: 8y = %g(s"f‘)ydﬂ (A34c¢)
Again, this implies
uncontrolled d = 2: niim‘ = 2gno (A35a)
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direct

hard continuation: 7, = %g (A35b)
585 (A35c¢)

(hard)

soft continuation: nd‘r“t =

4. Renormalization of the temporal derivative

Here we seek one-loop contributions to —iwu,(q), which
amounts to finding graphs in Fig. 10 which have a prefactor

J

iw and one outgoing u,(q) leg. Since graphs (e) to (i) either
have g, in the prefactor or have an outgoing u,(q) leg, none of
them can generate contributions to —iwu,(q). Therefore, only
graphs (a) to (d) can. The contribution of these graphs to the
right-hand side of (A7) has been given in Appendix (A 3). To
find the linear order piece in w, we expand the integrands in
(A25)—(A28) to linear order in @ and set g = 0. Once this is
done, all four graphs become equal. The sum of them gives
the following contribution to the right-hand side of (A7):

da%iou (~)f %k K <
"L e | e +ak?)’

d2k 2DQk§kf,k4 (ak_%

2D,k k)
y2kS + ok} ) \ ke

—iyk3)?

_ 2. ~
=4u za)uy(q)/> an?

3
(VK8 + ak})
d*k 2D KKK ok} —

y2kS)

=4()[21'¢¢)Pyy(q)uy((])/> an?

d’k

(yzk)? + ot2k;,‘)3
kOkO
x My

~ SDQazia)uy((]) |:oz2

=8D,a la)uy(q)(a I — y*h),

where I, 3 are calculated in Appendices (C2) and (C 3), re-
spectively.

Pulling this piece to the left-hand side of (A7) and inserting
the values of 1, 3 for the various schemes, we get the following
contribution to —iwu, (q):

uncontrolled d = 2: §[—iwu,(§)] = —%g(unc)dé[—iwuy((])],

(A37a)
hard continuation: §[—iwu,(§)] = —%g(hard)dﬁ[—iwuy((])],
(A37b)

soft continuation: §[—iwu,(§)] = —%g(s"ﬁ)d@[—iwuy((])].
(A37c¢)

This implies

uncontrolled d = 2: n, = 227 g, (A38a)

hard continuation: 7, = —%g(h‘lrd), (A38b)

soft continuation: 7, = —%g(s"ﬁ). (A38c¢)

5. Renormalization of o

Here we seek one-loop contributions to
‘b%

@
q—-‘zuy(q) or
=2 u,(q), where the latter is equlvalent to the former by the

1ncompr6551b1hty condition u,(q) = -3 uy (q)-. Therefore, we

2
look for graphs in Fig. 10 which either have the prefactor Z—"Z

with an outgoing leg u,(q) or have the prefactor q;Z*‘ with the

outgoing leg u,(q).
Graphs (a) to (d), (g), and (h) have neither the prefactor %

nor qf /4*, and graphs (e) and (f) do have the prefactor ¢,qy,/q>

- Q) (26 + ozzk;.‘)3

, [ d%k kPk: }
2 3
> 27)° (28 + a2k})
(A36)

(

but with the outgoing leg u,(q). Hence these graphs cannot
renormalize «. The only contributing graph is therefore graph
(i), which has exactly the prefactor ¢,q,/q* and the outgoing
leg u,(q). This graph gives the following contribution to the
right-hand side of (A7):

2 x (_%) X (—a)Py (@)1t ()

d*k dQ
. Qu)y 2

_ 2 ()f 4%k 49 1
et e | S~y 4o

[ 4D, (g: — ko)'8(w — Q) }
2ge — k)° + a2 (gy — k)

—azq—V @ [ a% 1
PUL e | i k) ok

4
« |: 2DQ(CIX_kx) i|’

J/z((Ix - kx)6 + 012(%- - ky)4
where in the first equality we have used the incompressibility

condition u,(q) = —q—u‘(q) To keep only the relevant con-
tributions we set w = 0, ¢ = 0 in the integrand, which leads

to
2qy @ / d’k 2D, k’k}
2V @7 (ke + akZ)( 28 + o2kY)
d*k  (—iyk} + ak?)k*k?
=2a’D, —u\( ) / > v )
Cm)* (248 + azk;)

G(k)C,(q — k)d(w — Q)

(A39)
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d*k KKk}

= Q 2“\( )/ 2 - 2
Q7)° (y2kS + a?k?)
d*k kok?

2
= 24D, 1 2 (q
- 0 lqz u}'(q)a

(72K + a2k?)?
(A40)

where in the second equality we have neglected the imaginary
part since it vanishes after the integration, and in the “~” we
have only kept the dominant part (that is, the “k2”” component
of “k*”).

Pulling this to the left-hand side of (A7) and using the ex-
plicit value for /; for the various schemes, we get the following
correction to o:

uncontrolled d = 2: S = —ég(“m)adﬁ, (Adla)
hard continuation: o = —ég(hard)adﬂ, (A41b)
soft continuation: Sa = —ég(”ﬁ)adﬁ. (A41c)
This implies
uncontrolled d = 2: ng™" = —1g""  (A42a)
hard continuation: 5™ = —1¢®®  (A42b)
soft continuation: n{"™ = —1g0°M. (Ad2c)

6. Renormalization of u,

The one-loop graphical correction to i, can also be derived
from the graphs in Fig. 10. However, our purpose here is not
to get the exact result. We only need to know the dependence
of nd“em on y, a, and D, because that is sufficient for us
to derlve an exact relation between 7, , «,, at the DRG fixed
point, which allows us to determine 7, through 5, , ,. There-
fore, for this purpose we only need to analyze one of the first
four graphs in Fig. 10, for instance, graph (a). This graph
represents a contribution to the right-hand side of (A7) given
by (A25). Now we seek a term proportional to q)zcuy(Q). It is
the easiest that we expand the denominator of the integrand to
O(g?) and set w = 0 and q = 0 in the numerator. Doing this

and focusing on the g2 piece we get
K> 12D, k2 ky\ 2
azq)%”}(q)/ 2 3 2 o )\ o)
(2m)* \iyk + ak; yoky + ocky )\ ks
(A43)

By rationalizing the numerator, the imaginary part of (A43)
will vanish during the integration since it is odd in k.. So we
are left with

2 21,4
o, (@) f . kz St 4
Q)" (y2k + o2ky)

~ 12a°D,qiu, (@)1,

(Ad4)
where
dk kiky
2 20
- QY (8 + k)

(A45)

and in the “~” we have kept only the most diverging piece by
approximating k* as k2. The quantity Iy is calculated in Ap-
pendix (C4). Inserting the value of ; for the various schemes
into (A44), we get

D
uncontrolled d = 2: (ﬁA‘W) u, (@), (Ad6a)
Ty :

. . Sd 1 d 3 ]
hard continuation: dl |q;iuy(qQ),
[(h TR
(A46b)
5 S
soft continuation: |:—n d-1 3 |y|d€]
3sin (—Z) (Zﬂ)d

X q 1y (). (Ad6c)

Based on the result from graph (a), we conclude that the
total one-loop graphical contributions to w, can be written as

uncontrolled d = 2: S, = (gﬁmc)dé) Wy, (A47a)
hard continuation: Su, = (gg‘ard)dﬁ) e, (A47b)
soft continuation: 8u, = (g(lf"f‘)dﬁ) Wy, (A47¢)
where

g oD, |y AT, (A48a)
giilard) o [y~ us D, AN, (A48b)
g o Dop e Ty T ANT L (A480)

This implies
uncontrolled d = 2: nd”e“ = gif“c), (A492)
hard continuation: nd”e” = S“‘Id), (A49b)
soft continuation: nd“em = g(i"ﬁ). (A49c¢)

7. Putting it all together

Inserting (A20), (A24), (A35), (A38), (A42), (A49) into
(A10) and (A15), we obtain 7 4,4.,., to one-loop order for
the three schemes, as quoted in the main text. Specifically, for
the uncontrolled calculation in d = 2,

ny = 58" e = — 558" m = " + FgM,
n, = 358" 0, = 38" (A50)
for the hard continuation,
n, = % ghard) % ghard) . (hard) +2 2 ghard)
n, = ;_(;g(hard), n, = 16g(hard)’ (A51)
for the soft continuation,
n, = % PSR- Ny = g(qom +1 1 g(soft)
n, = 385, n, = g*". (A52)

APPENDIX B: DERIVATION OF THE ANNEALED
COUPLINGS

In this section we derive the dimensionless coupling g,
associated with the renormalization coming purely from the
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(b)

FIG. 11. Two particular graphical corrections to D, purely from
the annealed fluctuations. They correspond to the graphs (a) and
(b) in Fig. 8 but with both the quenched noise averages replaced by
the annealed noise averages.

annealed fluctuations. We do this by calculating the purely
D,-dependent contributions to any of the one-loop graphical
corrections to D,, «, and u, (all of these give the same ex-
pression for g,). Here we choose to calculate the one-loop
graphical correction to D,. The Feynman diagrams for this
calculation are given in Fig. 11, which are essentially the same
as those in Fig. 8, albeit with both the quenched noise averages
(indicated by crossed circles) replaced by the annealed noise
averages (indicated by black circles). Setting § = 0 inside
the loops, the sum of two graphs represents the following
contribution to the correlations of the annealed noise:

8[(f)(q, @)’ (—q, )]

20 @k / dQC”(k)CW(k) B
=2«
- 2m)?
which implies a correction to the noise strength D, :
3D, = o’ / k / dQC’”(R)CW(R) (B2)
=« — .
A > QCr)2 ) 274 4

Inserting Egs. (AS) for the annealed correlation functions we

obtain
8D, = 4a*D? / @k
(2m)?

dQk;
2 k2

2
1
X ( ak? 2) : (B3)
(Q = yke? + [T+ mak?]
Shifting frequency from 2 to €’ defined by
Q=Q—yk, (B4)

shows that y drops out, and leaves a simple integral over the
shifted ". Doing that integral gives, up to O(1) multiplicative
factors,

3
,o [ dPk K 1
8D, = o'D} | 5 kZ x 0(1)
a Jruxk2

2D2/dk\ 2/

We can pull the o, p,, and k, dependence of the integral over
k. out by the simple rescaling of the variable of integration
from k, to Q, via

o1 B5
27r ak2+uk4) x O0(1). (B5)

(B6)

ke = (Mi)ﬂﬂky@x,

which gives
"D [ dk, s
éD, = sA/_}kyZXO(l)
i S 27
= [o"*Da/(u/*AD)]D,dE x O(1) = gD, .
(B7)

where we have defined, up to O(1) multiplicative factors,

g oca D/ (11 A7), (BS)
and the O(1) factor also includes
*® dQy 4 54/2
o ST (1+07)

This confirms our claim in the main text that the corrections
to D, coming purely from D, itself are proportional to gf‘“““)
as defined in (B8). Hence, our demonstration in the main text
that g(A‘mc) flows to zero upon renormalization at our fixed point
shows that the purely annealed noise-generated corrections to
the annealed noise can be safely ignored.

Generalizing (B5) to d dimensions via the “hard” continu-
ation gives

8D, = a’D?

Ay, [ dk, K
- x O(1).

- QT 2 (k2 + k)’
(B10)

Asin d = 2, we can pull the «, 1., and k, dependence of
the integral over k, out by the simple rescaling of the variable
of integration from k, to Q, via

ko= <3)4\/15Qx,
i

(B11)

which gives
e R o P
8D, = —2 "k,
i Jo @y ik
i
= [«'*Da/(13* A3~ ]D,dE x O(1)

= gi‘hard)DA de,

x O(1)

B12)
where we have defined, up to O(1) multiplicative factors,

al/
(hard) / Dy

g —
O

(B13)

which again is the expression for gf‘hard) quoted in the main
text.

Generalizing (B5) to higher dimensions via the “soft” con-
tinuation gives

21)2/ dky 2/00 kK
(2 )1 akz—i—,uxk“)
(B14)

As in d = 2, we can pull the o, u,, and k, dependence of
the integral over Kk, out by the simple rescaling of the variables

x O(1).
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of integration from k; to Q; via

a \i
ki=[— k,Q,,
(Mx) \/:Q

(B15)

which gives

d—1
a*D dky 4
8D, = — == Z—yk
net Y

@d-1 @+

:[DAa T YA

x 0(1)

F1D,dt x 0(1) = g%V, de,
(B16)
where we have defined, up to O(1) multiplicative factors,

gisoft)

D A R
9

o« Daa Tl A (B17)

which again is the expression for gﬁf"f‘) quoted in the main text.

APPENDIX C: EVALUATION OF THE INTEGRALS
I 1s I 2 I 3 I 4

In this section, we will calculate the integrals I, b, I,
and Iy for the uncontrolled calculation in d = 2, the hard
continuation, and the soft continuation.

1. The Integral I;
a. Uncontrolled calculation in exactly d = 2

We now calculate the integral /; in exactly d = 2, integrat-

ing over Ae ™ < [ky| < A, —00 < k, < 00:
d*k ks k®
L= 2 2
- (2m) (72k6 +a2k‘,‘)
K2k
=n / dky / B
T2 J et (2K + a2k4)

Making the change of variable of integration

k, = (%) ki (tan 0)* (C2)
y

in the k, integral in (C1) gives

11

1 o 3 1 A —% % 2 4
=—|— — dkyk, df cos” f(tan )3
32\ |yl ot Jpe-ar 0

7 1 T
1 3AT3 2 4
— _(i) i dﬁ/ df cos’ H(tan 9)3
0

3m2\Iyl) ot

ol

1
—|V|7%a’§A’%d€/ d6 (cos0)3 (sin§)>
372 0

1 7 5, _1
F|y| sa” T ATIdE
T
1 g(unc)

- —% C3
18 azDQ €3

where we have defined

Wi
Wl

. D,
g = Dejyhatact, (C4)

Note that, unsurprisingly, both our expression for g™ and
our result for /; agree with the results (C8) and (C7) of the
hard continuation, to be discussed next, if we set d = 2 in
those expressions.

b. Hard continuation

In the “hard” continuation, which we will now present,
we treat the “soft” direction x as one-dimensional, while the
“hard” direction y is extended to d — 1 dimensions. In prac-
tice, this means we will simply replace k, in Fourier space
with a (d — 1)-dimensional vector k; orthogonal to the x
direction. This gives

L= dk k2kS
1 =
= Q@Y (y2k8 + a202)?
- 2 d’ 'k,,/ ak, —ike
Q) J pe-at gy < 0 (y2k6 + ozzk;‘)2
(C5)
Making the change of variable of integration
o % 2 1
k, = <ﬁ> kj (tan6)3 (C6)
14

in the k, integral in (C5) gives

7 e
28, 31 A 10 2
I = d ld (i) _4f dkhkd 3 / d sin 6 cos’ 0
32\ |yl ) a* Jae-a 0

1

28, 1 RS 3
- L(—) A”%dz/z d6 sin’ 6 cos? 0
0

3y \ |y|7ed
1
Sa_1 1 3 37
= A3 de
182 )d—! <|V|7a5)
gthard)
= ———d/¢, (CT
18a2DQ
where
() _ _Sd=1 ooty (C8)
8 - (zn)dfl 4 0 :

c. Soft continuation

In the “soft” continuation, we treat the “soft” direction x
as (d — 1)-dimensional, while the “hard” direction y is taken
to be one-dimensional. In practice, this means we will simply
replace k, in Fourier space with a (d — 1)-dimensional vector
k; orthogonal to the y direction. This gives

dk kok?
. (2m)d (y2k6 + azkz})z

25, 2 d+4
= ; / dk, / dk,—2> . (C9)
Q2m ) Jpe-ar 2k6 + a2k4)

Making the change of variable of integratlon

1
32
ke = <i> ky (tan9)%
Iyl

L =

(C10)
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in the k; integral in (C9) gives

28, (%) A s
L = d-1 i _ dk\vk)(; )
32 )4 \ |y at Jpe-a T
x /2 d6 cos? 6(tan 6)(*F)
0
25d71 ( +5) (211 5)
© 3@y <|)’|) at

X /2 do cos20(tan0)(%)

0

28a-1 | o(45) ,(557) 5 (252)
= 3 3 AV )R
3(271),1I7/| a

i

2 4md L di2
x/ df (cosf) 3 (sinf) 3
0

_ Sa_1 (11+5) (11 7) (211 5)
= th o A de
1 g(so’rt)

= — de,
122D,

(C11)

where in the penultimate equality we have set d = % in the
integrand of the integral over 6, and in the final equality we
have defined

Sa— 1D
- V2Qr)!

ofy = 24710 | =(457) o (5 A ), (C12)

2. Integral I,
a. Uncontrolled calculation in exactly d = 2
In exactly d = 2,
4%k kky?

L = 5 3
= Q)% (y2kS + o2k})

1 A 00 k2k12
= [ [
= J Aet 0 (]/ kS +a ky)

Inserting (C2) into (C13) we get

13 s

1 1o -t [
L=— (% _/ dkyk, ? /2 dé cos*O(tan )%

302\ |yl) @® Jupa 0

T

1 B s 1 2 2 10
= lyl"3a 3AT3de | df cosi Osini 0
3 0

(C13)

(unc)

T g

=5 4 Cl4
216 y2a2D, (19

b. Hard continuation

Continuing to higher dimensions using the hard continua-
tion described above gives

%Rk
> @m) (26 + Otzlc;‘l)3

L =

k2k12

2 A d—1 * h
. di- kh/ dky, —"> __(C15)
@) fA 0 (v + k)

Changing variables and inserting (C6) into (C15) we get

ZSd_] o % 1
L= a\T ) 6
3Qr)\Ivl) o

A d—10 3 10 2
X/ dkyk, / df sin3 6 cos3 0
Ae—dt 0
184
T 21627 )1
7g(hard)

S
216y%a2D,

ly “SaT AT de

(C16)

c. Soft continuation

Continuing to higher dimensions using the soft continua-
tion defined above yields

d'k ks k?
L= i y s 3
- (2m) (V2k6 + a2k4)~
2S k2kd+l()
_ d;/ dk/ dk—25 1)
Q2m)d Jpe-ae 2k6 + azk“)

Inserting (C10) into (C17) we obtain

ZSd | o rH;,ll 1 A 2is
L= 2) 0 / dkyk, 3
32m)d \ |y| ol Jpe-a

X fz do 00549(tan9)%
0

= DL IR ae [ a0 costosint o
3(27'[) 0

5 (soft)
LI ST (C18)
96 y2a2D,

where in the integrals over 8 we have set d = 5/2.
3. integral I3

a. Uncontrolled calculation in exactly d = 2

In exactly d = 2,
d’k kOk?
. (2m)? (yzk6+a2k‘,‘)3

k6 6
= / dk, / dk, —————.
Ae—dt 2k6 +(¥2k4)

Inserting (C2) into (C19) we get

! ( )3 ! /A dkk_gfgde 40 (tan )}
= — COoS an
3n2\Iyl/) a® Jpewr 7 Uy

1 3
= —|J/|_50F3 A~ SdE/ dO cos’ 0 sin3 0
T 0

I =

(C19)

(C20)
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b. Hard continuation
Continuing to higher dimensions using the hard continua-
tion gives
dk KOk?

L=
S ANCET (v2k6 + azk;‘l)3

2 A 0 k6k6
= —d/ dd“kh/ dk, ——"
2r)* Jpe-ae 0 (v2KS + ak})

Changing variables and inserting (C6) into (C21) we get

7 T
28, 3] A _10 B
L= ld (i) —6/ dkhkf 3 /2 d sin> 6 cos’ 0
3@a)y \lyl/) af Jaea 0

5841

= 36ny1”

(C21)

ot A

5 g(hard)

= ————dX.

C22
2160°D, (€22

c. Soft continuation

Continuing to higher dimensions using the soft continua-
tion gives

dk kOkS
d 3
> (27T) ()/st6 + Olzk;)

25 _ A 0
== / dk, / dk,
Q@) Jpeae " Jo

Inserting (C10) into (C23) gives

28,41 o () 1 A 2d-8
= = — / dkyk,
3@2m)* \lyl af Jpea

X /2 do cos49(tan9)%
0

3

67.d+4
KOK

_ O )
(y2kS + a2k’

254-1 |y|’(%)a[’3131\#d6 /7 d cos? §sin? 6
0

3(2mw)d
1 (soft)
- & (C24)
32D,
where in the integrals over 8 we have set d = 5/2.
4. Integral I,
a. Uncontrolled calculation in exactly d = 2
In exactly d = 2,
d’k Kk
4= 2 2
- O (y2ag + ok
1 K2kd
(C25)

A 00 N
== dk, / dk, —————.
= hee 0 (v2kS + ak?)

Inserting (C2) into (C25) we get

1 1 A L[ 2
=15 dky k; d6 cos” 6
3nta |V| Ae—dt 0
11 A 11
- k= — A~lde. (C26)
6 &3 |y| Jpeae 7 6w @dly|

b. Hard continuation

Continuing to higher dimensions using the hard continua-
tion gives

dk K2kt
L= 27V 2
> ( 7[) (yzkg +()l2kh)

Kk}

2 A o]
= ﬁ/ ddflkh/ dk, ——1—— (C27)
(27 )¢ Jpe-ae 0 (v2kS + ok}})

Changing variables and inserting (C6) into (C27) we get

28,1 1 A
32m) o3 |y| Jpe-ae

Sq—1 1 A d—4
S T
12Qm)4-1 a3|y| Jpp-ar g

S, 1
— 247l Ad-34y,
12Q2m)d=1 o3|y|

Iy =

dly k4= / " d6 cos* 0
0

(C28)

c. Soft continuation

Continuing to higher dimensions using the soft continua-
tion gives

d'k kK
. 2m)d (y 2k6+a2k4})2

28,
— 22d-l / dk, / dk, ——= Y (C29)
Ae—dt 2k6 + a2k4)

I, =

- @n)

Inserting (C10) into (C29) we get

28,21  a-n b - ;
I = 3(2;)‘da%|y|—%de/0 d6 (cos ) (sin)5"
2841 i 3
— 2l a”a“|y|—”%'de/2 d6 cos* 0sint 0
32m)? 0
5 Sy
e e 1) (C30)

36sin (51—72’) Qm)d

where in the integrals over 6 we have setd = 5/2.
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