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The study of extreme ocean waves has gained considerable interest in recent

years, due to their importance for offshore design and navigation safety, and

several theoretical approaches have been developed for their statistical

description. However, in the case of crossing seas, where two or more wave

systems of different characteristics are present, a full understanding of the main

physical mechanisms responsible for the occurrence of very high individual

waves is still lacking. As a consequence, the prediction of extremes in such

conditions currently relies on integrated parameters of the total sea state, such

as the spectral wave steepness. In this study, to gain further insight into the role

of the crossing wind sea and swell wave systems in producing extreme

individual waves, we investigate realistic sea states during typhoon Kong-rey

(2018) using an ensemble of numerical simulations obtained from a phase-

resolving wave model based on the High-Order Spectral (HOS) method. The

reliability of the numerical fields is assessed for the first time with stereo wave

measurements of the sea surface elevation field collected from an offshore

platform in the area of interest. We show that, in specific conditions, space-

time extreme crest heights in crossing seas can be larger than in unimodal seas

due to second-order bound wave interactions between the wind sea and the

swell. To improve existing prediction capabilities, we propose a novel

formulation for the wave steepness in crossing seas, which includes

nonlinear effects up to the second order and accounts for the spectral

parameters of the interacting wave systems.

KEYWORDS

extreme waves, crossing seas, High-Order Spectral method, cyclone winds, stereo
wave imaging
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1 Introduction

In recent years, significant advances have been made in the

understanding of the physical mechanisms leading to

abnormally high waves. In deep water conditions, several

effects have been proposed to explain the formation of extreme

waves, with the two main competing hypotheses being the

directional and dispersive focusing enhanced by second-order

nonlinear non-resonant or bound harmonic waves (Tayfun,

1980; Forristall, 2000) and the nonlinear focusing due to third-

order nonlinear quasi-resonant free wave interactions, also

called modulational instability (Benjamin and Feir, 1967;

Zakharov and Filonenko, 1967). These effects cause the

statistics of realistic gravity waves to differ significantly from

the Gaussian model of linear seas, thus leading to unexpectedly

high waves. To date, a consensus has not yet been reached on

whether in typical oceanic seas second-order nonlinearities

dominate the dynamics of extreme waves or if third-order

nonlinear effects also play a significant role in the formation of

the highest waves. The discussion on nonlinear instabilities

active in rogue wave generation has often focused on the role

of the modulational instability phenomenon, whose strength

and influence are usually measured via the Benjamin-Feir Index

(BFI), a parameter proposed by Janssen (2003). In general, this

type of instability seems to be most effective in narrow-banded

and directionally limited sea states, whereas its effect decreases as

the spectrum broadens (Alber, 1978; Onorato et al., 2004).

Typical oceanic wind seas are short-crested, directionally

spread wave fields, so nonlinear focusing due to modulational

effects seems to be reduced (Onorato et al., 2009; Waseda et al.,

2009; Fedele, 2015), though it might still be significant if the

wave steepness is large enough and the spectral bandwidth is

sufficiently small (Mori et al., 2011; Waseda et al., 2011). On the

other hand, the constructive interference of waves with random

amplitudes and phases enhanced by second-order bound

nonlinearities has proven to be the most effective mechanism

for extreme wave generation in realistic seas (Tayfun and Fedele,

2007; Tayfun, 2008; Fedele, 2012; Benetazzo et al., 2015), so the

role of third-order nonlinearities in the generation of extreme

waves was recently questioned (see, e.g., Fedele et al., 2016;

Brennan et al., 2018). These studies showed that the main

parameters governing the occurrence of extreme waves are the

steepness, the spectral bandwidth and the directional spreading,

with the wave steepness being the most effective.

However, most of the theoretical approaches and numerical

studies focused on unimodal sea states, for which the wave

energy is concentrated around a single peak in the wave

spectrum. On the other hand, bimodal conditions, where

generally a wind sea mixes with a swell system, are not

infrequent since they make up 15-25% of the ocean state at

different locations around the world (Guedes Soares, 1984;

Guedes Soares, 1991; Boukhanovsky et al., 2007; Rapizo et al.,

2015). When a bimodal (also called crossing) sea state is present,
Frontiers in Marine Science 02
the formation of extreme waves can also be influenced by the

nonlinear interaction between the two wave systems, depending

on additional factors such as the energy ratio between the

constituent systems and their frequency and angular separations.

Most of the recent work on rogue wave occurrence in

crossing seas has focused on the influence of the crossing

angle in idealized, long-crested conditions. For example,

Onorato et al. (2010) showed that, for similarly long-crested

systems, freak waves may appear with a higher probability for

angles between 10° and 30° and, similarly, Toffoli et al. (2011),

taking the kurtosis as a proxy for the presence of extreme events

(Janssen et al., 2003), showed that maximum values are obtained

for two long-crested wave systems with an interaction angle

between 40° and 60°. In more directionally spread conditions,

Toffoli et al. (2006) showed that for small incidence angles the

wave crest distribution differs from the one related to unimodal

sea states, while Bitner-Gregersen and Toffoli (2014) found that

systems with small crossing angles seem to possess somewhat

larger kurtosis and skewness, all the more when a narrow

directional distribution is present. A comprehensive study on

the effect of the relative crossing angle was carried out by

Gramstad et al. (2018) where, for both narrow-banded and

realistic broadband and directionally spread conditions with

the same peak frequency and energy, increased sea surface

kurtosis was found for small and large crossing angles and a

minimum in the kurtosis was found for crossing angles close to

90°. Interestingly, the maximum crest height distribution at a

fixed point was almost independent of both the crossing angle

and the spectral bandwidth. Similarly, Luxmoore et al. (2019)

suggested that a greater role in the formation of extremes might

be played by the component directional spreading rather than

the crossing angle, whose influence was found to be weak in

laboratory experiments. Conversely, the work by McAllister

et al. (2018) showed that for a unimodal sea state with a very

large directional spreading and for two wave groups with the

same frequency and amplitude crossing with large relative

angles, maximum crest heights over a spatial domain are

further enhanced due to the presence of a set-up of the wave-

averaged free surface.

The influence of the energy ratio and the peak frequency

separation was only recently addressed by Wang et al. (2021) for

the simplified case of two co-propagating long-crested waves.

They found that for a fixed energy ratio the kurtosis is higher

when the two systems have similar peak frequencies, whereas for

a fixed peak frequency separation the kurtosis seems to be lower

when they have the same energy content. Mild, weakly nonlinear

extreme wave statistics were found also by Støle-Hentschel et al.

(2020) for two co-propagating long-crested systems with similar

energy, somewhat intermediate between those of a linear swell

and a strongly nonlinear wind sea, highlighting the need to

extend the analysis also to the single wave partitions separately

as well as on the combined sea state to gain insight on the

mechanisms at play. However, in realistic ocean conditions the
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wind sea contribution is usually short-crested and directionally

spread, while the narrow-banded swell is usually less steep, so we

expect the statistics of the single partitions and of the combined

sea state to differ from the idealized case of two long-crested

systems. To date, the investigation of the influence of energy

ratio, frequency separation and crossing angle on extreme wave

heights in such realistic conditions is still lacking.

Moreover, few studies have focused directly on the physical

mechanisms leading to the formation of particularly high waves

in realistic crossing seas. Støle-Hentschel et al. (2020), taking the

results of numerical simulations for short-crested bimodal seas

during the Prestige accident of Trulsen et al. (2015) and

assuming the independence of the wind sea and swell systems,

provided indirect evidence of nonlinear interactions between

two crossing wave systems in addition to their simple linear

superposition. In this context, the work by McAllister et al.

(2018) represents an important step forwards in describing the

second-order nonlinear interactions that may occur in a crossing

sea state, which can lead to increased crest heights due to the set-

up of the free surface. As regards the effects related to

modulational instability, the work by Brennan et al. (2018)

showed that, if the single partitions do not show signs

of instability, then the phenomenon will unlikely arise in the

crossing sea state, even over large temporal scales. Nevertheless,

enhanced growth rates of the instabilities cannot be excluded in

the particular case where the crossing of two steep, narrow-

banded wave systems occurs.

Our still incomplete knowledge of the physics of crossing

seas is also reflected in the statistical distributions used for the

prediction of extreme waves in the case of bimodal sea states.

Indeed, existing formulations rely on integrated parameters,

such as the wave steepness, which are computed from the

directional wave spectrum and therefore lack physical meaning

when two or more systems are present (Portilla-Yandun et al.,

2015), since they cannot be directly associated with the

characteristics of any constituent wave systems and with

their interactions.

The goal of the present work is therefore twofold. First, we aim

at investigating the role of the concurrent wave systems in

producing extreme individual waves for different energy ratios

and crossing angles in realistic ocean conditions and test if they

can be higher than in pure wind sea conditions. The second

objective is to test how well currently used distributions relying on

a unified steepness are able to predict extremes and we investigate

alternative, more physically consistent formulations for the wave

steepness in a crossing sea state, which rely on the characteristics

of the two constituent wave systems and of the bimodal spectrum.

For the study of the interaction between different wave

systems within a crossing sea state, we have focused on the

wave field caused by particular atmospheric conditions such as

tropical cyclones, where multiple crossing sea states can be

identified within the same wave field (Wright et al., 2001;

Black et al., 2007; Holthuijsen et al., 2012) and particularly
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interesting cases can be selected for extreme wave assessment. In

particular, depending on the relative position with respect to the

cyclone eye, several azimuthal sectors experiencing different

types of mixed sea states (and wave spectra) have been

identified within a cyclone (see also Hu and Chen, 2011; Liu

et al., 2017). As a result of these combinations, it was suggested

that long-crested, unidirectional extreme waves resulting from

nonlinear instability have a greater potential of occurring south-

east of the storm centre in the Northern Hemisphere, whereas in

the south and west areas the nonlinear four-wave interactions

are attenuated and the wave field is thought to exhibit a weakly

nonlinear behaviour, though it might still be dangerous due to

the presence of crossing sea states (Mori, 2012). Indeed,

enhanced spatio-temporal probability of high waves due to

bound-mode effects was found by Benetazzo et al. (2021a) to

the south/south-west of the translating storm, whereas increased

BFI values, possibly linked to extreme waves caused by

modulational instability, were found in the south-east part of

the cyclone. However, the role of crossing seas in the formation

of such high waves is still an open question.

The tropical cyclone selected for this study is typhoon Kong-

rey, a tropical storm that originated from a disturbance in the open

Northwestern Pacific Ocean (Yellow Sea), in late September 2018

and made landfall in South Korea on 6 October 2018, where also

3D stereo measurements were available for the assessment of the

numerical model used herein. For this event, high values of

dimensionless crest heights were found by Benetazzo et al.

(2021a) in regions of high steepness.

For the simulation of realistic crossing sea states during

typhoon Kong-rey, we employ a phase-resolving wave model

based on the High-Order Spectral method, which allows

multiple realizations of spatio-temporal sea surface elevation

fields with random phases for each case considered. Indeed, due

to the recent advances in computing power, the study of extreme

waves with very low probability levels with numerical phase-

resolving simulations of long and short-crested sea states has

gained popularity, since these models grant a large amount of

statistically homogeneous data not always available from

laboratory or in-situ measurements. For instance, even the most

accurate instrument for spatio-temporal sea surface elevation fields

presently available, namely the stereo system, can collect a limited

number of space-time data due to the limited camera footprint,

compared to the length of very high waves, and the limited

duration of the recording, which often cannot be extended

beyond the usual 20-30 minutes due to the required stationarity

of the measured sea states. This limitation may prove to be

challenging for the analysis of the nonlinearities at play because

the sampling variability may dominate over such effects (Bitner-

Gregersen et al., 2021). Of course, the stereo system still represents

a unique source of space-time data that has the advantage of

capturing all the physical processes involved (e.g. dissipation due to

wave breaking) and provides an accurate quantification of their

effects on maxima.
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A distinctive feature of the analysis carried out is the use of

two different statistical approaches for the extreme-value

analysis at short-term/range, namely the conventional time

approach at a fixed point, which may however be subject to

sampling variability, and the space-time approach, where the

statistics refer to a given sea surface area. Indeed, the latter

approach has recently been envisaged as a more reliable

approach for the analysis of extreme waves (Bitner-Gregersen

et al., 2021; Kirezci et al., 2021) and it was shown that the

statistical moments resulting from numerical simulations can

vary significantly, depending on the size of the sea surface area

considered for their computation (Kokina and Dias, 2020). Since

the size of the area considered also affects the value of predicted

extreme wave crest heights due to the different number of waves

within such area and the short-crestedness of the sea state

(Fedele, 2012), our analysis also traces such dependence.

The paper is organized as follows. In Section 2 we briefly

describe the numerical model and setup used for the simulation

of nonlinear wave fields carried out in this work and we provide

a concise description of the stereo camera system employed. The

theoretical framework of our statistical analysis is also outlined.

Section 3 first provides details on the main characteristics of the

spectra selected within the cyclone Kong-rey field and a

preliminary comparison between stereo measurements and

numerical simulations is presented. Then, we compare the

short-term statistics of extreme wave crest height from our

numerical simulations for the single wind sea and swell

partitions, identified within three different crossing sea states,

with the statistical models currently used to describe extreme

waves in unimodal conditions. The comparison between the

simulation results for crossing seas and for the constituent

partitions is also shown in this section. The accuracy of

existing distributions in predicting extreme crest heights in

crossing seas is then evaluated in Section 4, where we also

propose an alternative formulation for the wave steepness in

such complex sea conditions that provides insight into the

underlying physics. Conclusions are summarized in Section 5.
2 Methods and data

2.1 High-order spectral numerical model

Spatio-temporal sea surface elevation fields are the most

complete source of information for extreme wind wave analysis

presently available and they can be produced using phase-

resolving numerical models. Indeed, such models allow

multiple simulations of the fully nonlinear sea surface

elevation field over large physical domains and relatively long

time scales, therefore capturing also nonlinear interactions

between wave components over long temporal scales. In recent

years, one of the most efficient approaches in phase-resolving

wave modelling for the fully-nonlinear problem is the so-called
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High-Order Spectral method (HOS hereinafter), independently

proposed by Dommermuth and Yue (1987) and West et al.

(1987). HOS is a pseudo-spectral, potential flow method for

solving nonlinear free surface boundary conditions up to an

arbitrary order of nonlinearity. Since it grants fast convergence,

accurate solution and high computational efficiency, it has been

widely used to perform long-time nonlinear propagation of

arbitrary input wave spectra and investigate the occurrence

and generation mechanisms of extreme waves. Many

numerical studies focusing on extreme waves under unimodal

spectra have been carried out with such phase-resolving models

recently (Dysthe et al., 2003; Socquet-Juglard et al., 2005; Toffoli

et al., 2006; Ducrozet et al., 2007; Toffoli et al., 2010; Mori et al.,

2011; Sergeeva and Slunyaev, 2013; Xiao et al., 2013; Fedele et al.,

2016; Slunyaev et al., 2016; Kokorina and Slunyaev, 2019; Liu

and Zhang, 2019; Bitner-Gregersen et al., 2021; Kirezci

et al., 2021).

In this study, we use the HOS-ocean model developed by

Ducrozet et al. (2016) and provided in an open-source code

(available at https://github.com/LHEEA/HOS-ocean). This

version of the model employs the pseudo-spectral formulation

of West et al. (1987), more physically consistent than the one by

Dommermuth and Yue (1987) (see Tanaka, 2001; Clamond

et al., 2006) and has undergone extensive validation (see

Ducrozet et al., 2007; Bonnefoy et al., 2010).

One of the main limitations of this model is that only the

propagation of wave fields in non-breaking wave conditions is

computed on a periodic domain of constant water depth.

Indeed, the HOS solvers are limited to non-breaking (or,

equivalently, non-overturning) waves due to the assumption

of irrotational flow and inviscid fluid, whereby the free surface

position h(x, y, t) must be a single-valued surface function of x

and y. When the surface becomes too steep, simulations are

terminated due to numerical instability. The method has also

been extended to include the effects of energy dissipation due

to wave breaking (Wu et al., 2006; Tian et al., 2010; Xiao et al.,

2013; Seiffert and Ducrozet, 2018), whose inclusion has shown

differences up to 15% compared to the model without

breaking (Slunyaev and Kokorina, 2020). However, these

additions to the HOS model were not considered in the

present study.

Since the phase-resolving model employed does not account

for wind input or wave breaking, it might not be fully

representative of the extreme conditions investigated herein, so

the reliability of the numerical model is investigated by taking

advantage of stereo measurements of the 3D sea surface

elevation field recorded from a fixed oceanographic platform

in the area of interest.

2.1.1 Simulation setup
In the present study, the numerical domain was discretized

using NX·NY = 384·384 points free of aliasing errors, which

corresponds to the maximum resolved wavenumber kMAX = 8kP
frontiersin.org
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for the single-peak simulations and kMAX = 8max(kPw; kPs) for

the bimodal simulations, where kPw is the peak wavenumber of

the wind sea partition and kPs is the peak wavenumber of the

swell partition. This wavenumber cut-off has a large influence on

the range of applicability of the HOS solver, as shown by

Ducrozet et al. (2017), but in general, for common

applications such as the propagation of a nonlinear sea state,

the choice of kMAX = [5, 8]kP is typical.

Since this study aims at investigating the occurrence of high

waves during cyclone-driven bimodal sea states due to

constructive interference and nonlinear interactions between

two wave systems, the nonlinear order in the HOS simulations

was set toM = 3. This ensures that all the main nonlinear effects,

including four-wave quasi-resonant interactions between free

waves, are included in the model simulations (Toffoli et al., 2011)

and, at the same time, it grants an accurate solution with limited

computational effort.

The HOS models do not employ any atmospheric forcing, so

the definition of the initial wave field relies on a directional wave

spectrum as input to the model, derived either from

measurements (e.g., stereo video or radar), hindcast spectral

wave models or analytical formulations, and on random initial

phases. For the present study, phase-averaged model spectra and

their derived partitions were used to initialize the numerical

model. Multiple realizations with different initial random phases

were then conducted for each case to limit the role of variability

in our estimates and the number of repetitions varies according

to the number of individual waves present in the analyzed sea

states. Indeed, simulations based on the long-wave swell spectra

result in smaller sample size compared to the short-wave wind

sea simulations within the same model set-up, so more

realizations were required for a consistent statistical

comparison of maximum wave crest heights. For the present

study, 30 runs were carried out for the wind sea systems and the

crossing sea states, whereas 50 runs were considered for the

swell. The total duration of the simulations was set to 20 minutes

and the solution was taken at 2 Hz. To avoid numerical

instabilities, a warm-up period lasting 100s was introduced to

allow a smooth transition from the initial (linear) field to fully

nonlinear computations (Dommermuth, 2000).

We note that, motivated by ocean applications, we have

focused on conditions where the water is deep relative to the

wavelength of the carrier wave (i.e., kPd > 2, with d representing

the water depth).
2.2 Wave model spectra during Kong-rey

The HOS simulations carried out in the present study

relied on phase-averaged model directional spectra, which

were provided by the European Centre for Medium-Range

Weather Forecasts (ECMWF) version (ECWAM, see Janssen,

2008) of the third-generation phase-averaged WAM wave
Frontiers in Marine Science 05
model (Komen et al., 1994), forced by 10-m height neutral

wind speeds and two-way coupled to the atmosphere and

ocean models. The high-resolution deterministic forecasts

produce hourly wind and wave fields at a horizontal

resolution of 0.1° (about 9 km × 11 km in the study area)

and 0.12° (about 12 km × 14 km), respectively. ECWAM is run

on a spectral domain of 36 frequencies (f1 = 0.0345 Hz with 1.1

geometric progression) and 36 equally spaced directions (from

5° to 355°N). The significant wave height and wave direction

fields taken from the hindcast model for the area and dates of

interest (see Section 3.1) are shown in Figure 1, as well as the

corresponding wind speed and wind direction fields. For

further details on the model and its assessment with in-situ

measurements the reader is referred to Benetazzo et al. (2021a).

The identification of the different wave systems present

within the model spectra was obtained with an automated

partitioning procedure of the directional frequency spectrum

based on the watershed algorithm of Hasselmann et al. (1996),

which treats the wave spectrum as an inverted catchment area,

following the implementation of Hanson and Philips (2001).

Although the identification of a wind sea or a swell within

the cyclone field is not always straightforward due to the very

intense winds (see Portilla et al., 2009), for the selected spectra

we have classified the different partitions based on the peak

frequency, whereby swells were associated with lower frequency

and wind seas with higher values. Given that the focus is on sea

states where more than one system is present, regardless of

whether they are truly a wind sea or a swell, we consider the

adopted classification sufficient for the purpose of this work.

Once the partitions have been identified, to characterize the

energy distribution in the bimodal spectra we have adopted the

Sea-Swell Energy Ratio (SSER), defined by Rodriguez et al.

(2002) and Guedes Soares and Carvalho (2003) as:

SSER =
m000,w

m000,s
(1)

wherem000,w andm000,s are the zeroth order moments (m000)

of wind sea (w) and swell (s) directional spectra S(w,q),
respectively. In their most general form, the spectral moments

can be written as:

mijl =
ðð
kixk

j
yw

lS(w , q)dwdq (2)

with w=2pf the angular frequency, q the wave direction of

flow and (kx,ky ) the components of the wavenumber vector k.
Wave fields with SSER values smaller than 1.0 represent swell-

dominated sea states, while wave conditions with SSER larger than

1.0 represent wind sea-dominated sea states. Similarly, the

Intermodal Distance (ID) parameter has been used to describe

the peak frequency fP separation between the two wave systems:

ID =
fP,w − fP,s
fP,w + fP,s

(3)
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When ID approaches 0, the sea state is characterized by a

small frequency separation between swell and wind sea, while

values of ID above 0.10 correspond to a sea state with clearly

separated swell and wind sea peak frequencies. Lastly, to describe

the relative crossing angle Dq between the coexisting wave

systems we have used the following definition:

Dq = qP,W � qP,S
�� �� (4)

where qP,W and qP,S are the peak directions of wind sea and

swell, respectively. This way, following the work of Donelan et al.

(1997), we define a following condition when the swell travels

within 45° of the wind sea, a cross swell when it travels at an

angle of 45-135° with respect to the wind sea and an opposing

condition when the crossing angle lies in the range 135-180°.
2.3 Stereo wave observations

Within this study, in-situ observations in the Yellow Sea

during the cyclone Kong-rey have been considered to assess

wave model results. Dedicated data were collected from the

offshore platform Gageocho Ocean Research Station (S3 in
Frontiers in Marine Science 06
Figure 2), which is located 150 km east of the southern edge of

Korea at an average depth d of 33 m.

For the extreme wave characterizations, field data of the

spatio-temporal sea surface elevation field h(x,y,t) were recorded
using two stereo cameras designed based on the Wave

Acquisition Stereo System (WASS) technology (Benetazzo,

2006; Benetazzo et al., 2012) and software (Bergamasco et al.,

2017). WASS was mounted facing east at + 26.5 m above the

mean sea level, and it had a setup identical to that described in a

previous study that focused on sea states at the further north

Socheongcho Ocean Research Station (Benetazzo et al., 2018).

The stereo processing’s primary result is a temporal sequence (at

7.5 Hz frame rate) of sea surface elevation fields h(x, y). Due to
the adopted camera setup and setting, we expect that errors in

sea surface vertical displacement h have a maximum absolute

value of about 0.1 m and a root-mean-square error of 0.03 m.

For processing purposes, 3D scatter points h(x, y) were bi-

linearly interpolated onto an Earth-referenced xy-grid with

uniform spacing of 0.5 m, spanning the rectangular region x ∈
[-70 m, 70 m] and y ∈ [40 m, 160 m]. To limit the influence of

high-frequency noise, independent time series h(t) taken at each

xy-position of the gridded elevation were low-pass filtered at
A B

D E F

C

FIGURE 1

(A–C) Wind speed U10 (coloured shading) and mean wind direction (arrows, decimated for graphical purposes) fields and (D–F) significant wave
height Hs (coloured shading) and mean wave direction (arrows, decimated for graphical purposes) fields in the East China Sea and the Yellow
Sea during the tropical storm Kong-rey on 5 October 2018 at 04 (left) and 17 UTC (centre) and on 6 October 2018 at 01 UTC (right).
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0.9 Hz. For comparison with model data, the 20-minute-long

sequence recorded on 6 October 2018 at 01 UTC is considered.
2.4 Extreme wave analysis

In this study, for the characterization of themaximumwaves, we

consider two different theoretical descriptions of the wave field.

Firstly, we consider the sea surface elevation field at a fixed point as a

function of time only, which is adequate for the assessment of single-

point measured data (e.g., from buoys or wave probes). Then, to

account for the 3D geometry of very large waves, we take advantage

of the space-time approach, which extends the estimate of wave

maxima from a fixed point to a spatial region of a given area larger

than zero. It was proven that the values over a sea surface area are

generally larger than those found at a single point within the same

area, especially for short-crested conditions (Krogstad et al., 2004;

Forristall, 2006; Dysthe et al., 2008; Fedele et al., 2013; Barbariol et al.,

2015; Benetazzo et al., 2015), so to produce a realistic estimate of

maxima that might occur in a mixed sea state it is crucial to consider

also the areal effect. This kind of representation is the most

appropriate for the comparison, for instance, with data measured

by a remote-sensing instrument (e.g., stereo imaging, X-band radar).

Our focus in the present study is on the wave crest heights

since they are not affected by crest-trough correlation and are

largely influenced by second- and higher-order nonlinearities

(Tayfun and Fedele, 2007; Häfner et al., 2021).

2.4.1 Theoretical distributions
For a sea state where the surface elevation h(t) is Gaussian

distributed and surface waves are narrow-banded in frequency,

the wave crest heights (hc) normalized with the significant

wave height (Hs) at a fixed point in space have a probability of

exceedance (or exceedance distribution function; EDF
Frontiers in Marine Science 07
hereinafter) of the level z given by the Rayleigh distribution

(Longuet-Higgins, 1952):

PR = Pr
hc

Hs
> z

� �
= exp ( − 8z2) (5)

where Hs = 4s is significant wave height and s the standard

deviation of h(t). Due to nonlinear effects occurring in realistic

active sea states, the above formulation often underpredicts the

crest height probability, so other models have been developed to

account for nonlinearities. Indeed, realistic, irregular sea states,

usually display wave crests that are sharper than their linear

counterpart and troughs that are shallower and more rounded.

To account for this, a formulation based on a steepness

parameter m was developed by Tayfun (1980), which enhances

the tail of the Rayleigh distribution due to the presence of

second-order effects:

PT = Pr
hc

Hs
> x

� �
= exp ( − 8z2) (6)

where x is the second-order sea surface elevation, satisfying
the quadratic equation (also called Tayfun formula) that relates

the normalized linear (z) to the second-order nonlinear (x )

elevations as follows:

x = z + 2mz2: (7)

Following Fedele and Tayfun (2009), the wave steepness has

been evaluated as a statistically stable estimate from the

moments of the directional spectrum and can be written in the

following form:

m = mm(1 − n + n2) (8)

where the spectral bandwidth is defined as n =  ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m000m002=m001

2 − 1
p

(Longuet-Higgins, 1975) and the
A B C

FIGURE 2

Sea-Swell Energy Ratio (SSER) of the crossing wave fields in the East China Sea and the Yellow Sea during the tropical storm Kong-Rey on 5
October 2018 at 04 (A) and 17 UTC (B) and on 6 October 2018 at 01 UTC (C). Unimodal spectra within the typhoon field and bimodal spectra
with one system clearly dominating in terms of energy (i.e. SSER<0.25 or SSER>4) are masked in white. The selected locations where the model
spectra used in this study (S1, S2 and S3) were extracted are shown with a white marker.
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quantity mm represents an integral measure of the wave

steepness, defined as mm = kms (Fedele and Tayfun, 2009),

where the parameter km represents the mean wavenumber and

is given by:

km =
w2
m

g
=

m001
m000

� �2
g

(9)

with wm the spectral mean frequency and m000 , m001 and

m002 represent the zeroth, first and second-order moments of the

directional spectrum. Statistical formulations that account for

third-order effects have also been developed namely the Tayfun–

Fedele distribution (Tayfun and Fedele, 2007) given by:

PTF = Pr
hc

Hs
> x

� �
= exp ( − 8z2) 1 + Lz2(4z2 − 1)

� 	
(10)

where the variable L is a function of the fourth-order joint

cumulants of the sea surface elevation and its conjugate and is

often approximated in terms of the excess kurtosis (see Fedele

et al., 2017).

The theoretical models shown above are valid for the sea

surface elevation recorded in time at a given position in space.

However, these models were extended to a space-time

framework by generalizing the concept of waves in a

multidimensional domain, which in this study spans two

spatial dimensions (a sea surface area of sides X and Y) and a

time interval D. In this context, then, the reference stochastic

formulations of maxima for space-time fields, namely the linear,

second-order and third-order space-time extreme asymptotic

distributions (STE(1), STE(2) and STE(3) herein), rely on the

distributions (5), (6) and (10) and on the definition of specific

spatio-temporal parameters, as shown below:

PSTE1 = Pr
hc,max

Hs
> zjðN3D,N2D,N1D Þ

� �

≈   (16N3Dz
2 + 4N2Dz + N1D)PR (11)

PSTE2 = Pr
hc,max

Hs
> xjðN3D,N2D,N1D Þ

� �

≈ (16N3Dz
2 + 4N2Dz + N1D)PT (12)

PSTE3 = Pr
hc,max

Hs
> xjðN3D,N2D,N1D Þ

� �

≈ (16N3Dz
2 + 4N2Dz + N1D)PTF (13)

where N3D, N2D and N1D, represent the average number of

waves within the space-time volume, on the boundary surfaces

and along the perimeter, respectively (see Fedele, 2012) and rely

on the definition of the mean zero-crossing period (Tz = Tm02),

the mean zero-crossing wavelength and wave crest length (Lx =

Lxm02 and Ly = Lym02, respectively), and the irregularity
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parameters of the sea state (axt, ayt, and axy, all ranging

between -1 and +1), computed from the moments of the

directional spectrum (see Baxevani and Rychlik, 2004; Fedele,

2012). The reader is referred to the work of Fedele (2012) for

details on the linear space-time extreme asymptotic distribution,

of Benetazzo et al. (2015) for its second-order expansion and of

Fedele (2016) (see also Fedele et al., 2017) for the third-

order expansion.

In general, provided that the requirements of stationarity in

time and homogeneity over space are satisfied, the choice of the

time duration and of the spatio-temporal volume over which to

compute the space-time extreme statistics is arbitrary and is

usually driven only by the purpose of specific applications (e.g.,

the sea surface footprint of an off-shore platform; Benetazzo

et al., 2021b). In this study, rather than choosing a spatial area

and time duration of fixed dimensional size, we address the

influence of the number of waves considered (viz. the sample

size) on the values of the maximum crest heights by selecting a

spatio-temporal volume VST = XYD which depends on the

spectral characteristics. In particular, setting the temporal

length at D = 20Tz, we present the results stemming from the

space-time extreme analysis for a sea-surface area XY (in this

study, taken to be X = Y) of varying size within the numerical

domain, from X = 0.5Lx to X = 10Lx (step 0.5Lx), as done by

Fedele et al. (2017). This ensures that the extreme value statistics

referring to different sea state conditions can be directly

compared given that they refer to the same number of waves.

For an area of a given size, we compute the expected value

(marked with an overbar) of the space-time maximum crest

height �hmax,ST as the statistical reference measure of comparison.

A point worth mentioning is that, since the validity of space-

time extreme theoretical distribution only holds for large

thresholds, the space-time expected maxima are often

estimated from the asymptotic Gumbel limit. The expected

value of maximum crest heights can then be described

analytically for the linear, second-order and third-order cases.

However, in the present work, we found that the asymptotic

Gumbel fit space-time extreme distributions tend to

overestimate large values of normalized crest heights at low

probability levels, whereas it is useful and accurate in providing

the expected value in the lower crest height range, where the

original asymptotic STE(1) and STE(2) asymptotic distributions

overestimate maxima (see, for instance, Figure 10 of Benetazzo

et al., 2015). For this reason, as reference linear and second-order

space-time extreme distributions we have considered the

original STE distribution in the upper crest height range, while

in the lower range we have resorted to the analytical Gumbel fit

formulations. The lower and upper crest height range was

arbitrarily defined to the left and the right of the intersection

point between the Gumbel fit and the original space-time

extreme distribution, respectively, and our estimates of the

expected value on the original distributions were taken at the
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same-probability level of the expected maxima on the Gumbel

fit distribution.

2.4.2 Empirical distributions
The empirical wave crest height distributions resulting from

the HOS simulations have been computed as follows. For the

analysis at a fixed point of the wave field, the time series of the

sea-surface elevation were first extracted at the central node of

the numerical domain grid for each simulation and the wave

crests were identified as the highest point of the sea surface

elevation profile between a zero up-crossing and the consecutive

zero down-crossing. Then, the wave crests identified for each

run were grouped and considered as members of an ordered

sample, and their mean and standard deviation were calculated

following the definition of Tayfun and Fedele (2007). The same

procedure was also used for the analysis of stereo data collected

at Gageocho-ORS, with the only evident difference that the in-

situ measurements refer to one 20-minute recording and not to

multiple 20-minute realizations.

For the space-time analysis, the expected maximum crest

heights of HOS and stereo measurements were computed relying

on the block maxima approach, an efficient alternative to the

peak-over-threshold method (Ferreira and de Haan, 2015) to

select extreme values in the measured data. To this end, for each

simulation we divide the space-time domain into several non-

overlapping space-time subsets (or sub-volumes) VST = XYD,

whose sides (taken to be X=Y) gradually increase at regular steps

(from X = 0.5Lx to X = 10Lx, step 0.5Lx) and whose temporal

length was fixed at D = 20Tz. For a given area of width X, then,

the maximal surface elevation (hmax,ST) has been pinpointed

within each space-time sub-volume and the values of the

maximum crest heights thus found were used to draw an

empirical distribution both for the HOS and the stereo data.

The results of the space-time analysis for an area of increasing

size are then presented in terms of the expected value, as for the

theoretical estimates.
3 Results

3.1 Crossing sea states during cyclone
Kong-rey (2018)

To select different bimodal directional spectra to use as

forcings for the HOS simulations, we first analyse the spectral

fields over the Yellow Sea during typhoon Kong-rey on the three

time instants considered in terms of the crossing sea parameters

given in Eqs. (1), (3) and (4). In particular, in Figure 2 we show

the values of SSER where two crossing wave systems were found

within the cyclone field.

In line with the work by Mori (2012), several crossing sea

states can be found within the cyclone wave field, mostly in the

left quadrants of the typhoon (west of the eye), where a short
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fetch due to the Korean peninsula is present and the wind field

opposes the direction of the translating cyclone (see Titley et al.,

2020 for the full cyclone track). Such crossing sea conditions are

likely caused by the particularly intense wind field close to the

slow-moving cyclone eye which intercepts the long-crested wave

field, generated at an earlier stage, that has overtaken the cyclone

eye and is approaching from the S-SE direction. There is a clear

dominance of locally generated wind waves (SSER > 1) for all

three time instants in the outer parts of the cyclone field, while a

narrower area closer to the typhoon eye displays a bimodal

spectral shape with approximately the same energy content in

both systems (SSER values around 1). Furthermore, in the north-

west sector of the cyclone a near-orthogonal crossing angle is

present (Dq around 90°, not shown here), while in the south-

west sector an almost opposing crossing condition was found

(Dq around 160°, not shown here). We note that in the south-

east side of the eye we are probably underestimating the number

of crossing sea states within the wave field, due to the difficulties

in identifying the double-peaked structure of the spectra

correctly where the spectral peaks are too close together.

Interestingly, the bimodal spectra with SSER values around 1

of Figure 2 all lie within a region where particularly high

normalized crest heights were found by Benetazzo et al.

(2021a), despite a relatively low BFI index.

For our analysis, we have selected different bimodal

directional spectra E(f,q) at specific locations within the

cyclone field (S1, S2, and S3, depicted with white markers in

Figure 2). In particular, to first investigate the influence of the

angular separation Dq on extreme wave height values, two

different bimodal conditions (S1 and S2) were chosen on 05

October 2018, so that the two wave systems have similar energy

content and a similar peak frequency separation and only the

influence of crossing angle on the statistics of extremes can be

analyzed. Then, to test the influence of SSER for a fixed crossing

angle and ID value, one bimodal condition (S3) was

conveniently taken in a clearly steep, wind sea-dominated

location of the cyclone coinciding with the Gageocho-ORS

station, so that both hindcast model and stereo data could be

inter-compared and the reliability of the HOS model assessed.

On the other hand, all the narrow-banded, swell-dominated

cases within the typhoon wave field displayed low values

of steepness.

In summary, the three bimodal sea states selected for this

study are such that the spectra S1 and S2 have similar shape and

energy ratio (no dominance of wind sea or swell) but display

different crossing angles, while S3 differs mostly from S2 for

being wind sea-dominated. The three spectra are shown in

Figure 3, as well as their constituent wind sea (solid red line)

and swell (solid blue line) partitions, obtained from the

aforementioned partitioning procedure.

The main characteristics of the three conditions S1, S2 and

S3 are summarized in Table 1 in terms of the integral parameters

(total significant wave height Hs, mean zero-crossing period Tz,
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peak period Tp), integral wave steepness (mm) and of the crossing
sea parameters defined above (SSER, ID and Dq).

The main spectral parameters of the single wind sea and

swell systems of each case are shown in Table 2, as well as the

peak direction (qp), directional spreading (sq), spectral

bandwidth (n). For the directional spreading (sq) we have

adopted the formulation implemented in the ECWMF Wave

Model Manual (2017). From the data in Table 2, the distinction

between wind sea and swell spectra is clear, with the latter

displaying steeper (mm around 0.09, three times that of swell) and

broader (n around 0.41, twice that of swell) energy distribution

over frequencies. Wind sea spectra are also always broader

in direction.
3.2 HOS-ocean assessment using stereo
wave observations

A comparison of the sea surface elevation fields obtained

from HOS models and those obtained from stereo camera

recordings have not yet been carried out to the best of our

knowledge, so in this section the two space-time datasets are

compared for the first time and jointly used for extreme wave

assessment. In particular, one numerical HOS wave field is

compared with the 20-minute stereo wave observation set

recorded at the Gageocho-ORS on 06 October 2018 at 01 UTC

(spectrum S3). For a more complete assessment, the analysis is

carried out both at a fixed position of the simulation domain and

over a sea surface area of a given size.

The EDF of the dimensionless observed and modelled

dimensionless wave crest heights (hc/Hs) at a fixed point, as well

as the corresponding stability bands, are shown in Figure 4A. For

reference, we also show the linear Rayleigh distribution.

The comparison between the two distributions was then

carried out over a sea-surface area of a given size in terms of the
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mean (or expected) dimensionless crest heights (�hmax , ST/Hs) as a

function of the normalized surface area side X=T2
z . The

dimensionless space-time expected maxima and the

corresponding standard deviation are shown in Figure 4B. We

have adopted the dimensionless area width X=T2
z instead of X/Lx

since strong limitations in the estimation of Lx are present for the

stereo system under high sea states, such as the ones analyzed

herein, due to the limited camera footprint size. Additionally, we

note that the wave crest height values resulting from the

numerical HOS simulations were corrected to account for the

spatial discretization error (see Appendix A), which leads to an

underestimation of modelled crest heights compared to the

true values.

Minor differences are found between the dimensionless crest

heights obtained at a fixed point of the numerical simulations

and those obtained from the stereo data for the crossing sea

condition S3 (Figure 4A).

As regards the space-time extremes (Figure 4B), crest height

values over the smallest sea surface area almost coincide, on

average, with those predicted at a given fixed point, whereas the

space-time estimates for both datasets increase with the sea-

surface area, following the larger number of waves present in the

spatio-temporal volume domain. We found a very good match

between HOS simulations and stereo data for sea surface areas

up to the typical size of the region observed by the stereo system

(about 70 x 70 m2), with only a slight overestimation of the

model. We note that, since the HOS model does not include

wind input and breaking dissipation, and therefore simulations

are taken up until the breaking onset, the slightly lower values

present in the stereo data compared to the simulations might be

caused by a certain amount of active breaking in the highest

waves during the stormy conditions analyzed. Conversely, we do

not expect the different sea states present at Gageocho-ORS,

where stereo data were collected, and at the closest hindcast

model grid point, where the wave spectra used for HOS were
A B C

FIGURE 3

Frequency/direction S(f, q) wave spectra from ECWAM model at the three selected locations in the Yellow Sea on 5 October 2018 at 04 UTC
(S1, A), on 5 October 2018 at 17 UTC (S2, B) and on 6 October 2018 at 01 UTC (S3, C). Wind sea (solid red) and swell (solid blue) partitions are
also shown.
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extracted, to have a significant influence on our results, since

their spectral shape and characteristics are very similar (see

Benetazzo et al., 2021a).

In the more general context of our study, we note that the

above comparison refers to slightly weaker typhoon conditions

(see Figure 1), which were downgraded to a tropical storm on 6th

October 2018, compared to those present on 5th October 2018,

so the results of the HOS model under the more extreme and

active conditions S1 and S2 might be, to some degree,

overestimated compared to real ocean conditions, where we

expect a large amount of breaking to limit the growth of very

large waves.
3.3 Crest height statistics during
crossing seas

3.3.1 Unimodal wind sea and swell
In this study, the statistical distributions presently available

for a fixed point and over a spatio-temporal domain are adopted

as reference for the analysis of the wave fields under different

crossing sea conditions. With this in mind, in this section we

verify the empirical distribution of crest heights obtained from

the wind sea and swell simulations of each of the three sea states

S1, S2, and S3 against the statistical distributions valid for

unimodal (single-peaked) conditions. The comparison of the

EDFs at a fixed point of the spatial domain is shown in Figure 5.

The empirical distributions of crest heights for both wind sea

and swell show a strong dependence on wave steepness, whereas

the influence of directional spreading and spectral bandwidth is

somewhat more difficult to assess, also due to the small

differences between the three sea states. Indeed, both the

broad-banded wind sea (Figures 5A–C) and the narrow-

banded swell (Figures 5D–F) from HOS simulations produce
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higher crests for cases where a high steepness is present (S1 for

wind sea and S2 for swell). This behaviour is well described by

the Tayfun model, while the third-order contribution, which

includes effects related to kurtosis, seems to overpredict the

highest crest heights for the wind seas. Although theoretical

distributions should be used with care to infer the nature of the

nonlinear processes leading to the formation of the highest

waves, the analysis of normalized crest heights seems to

suggest that second-order bound wave contributions are

important in all three sea conditions analyzed, whereas effects

related to modulational instability do not seem to be

clearly present.

A similar investigation to the one shown above is then

carried out in the spatio-temporal domain. For the sake of

generalization, we present the results stemming from the

space-time extreme analysis for a sea-surface area XY of

increasing size within the numerical domain, as was done by

Fedele et al. (2017), up to a maximum area width of X = 10 Lx, in

order to trace the areal effect on the maximum crest height. The

results of the analysis performed on the wind sea and swell

systems of the three sea states S1, S2 and S3 for a given

normalized sea surface area of side X/Lx are shown in Figure 6.

For the steep, broad-banded, directionally spread wind seas

(Figures 6A–C), the empirical maximum crest heights show

similar areal statistics for all three conditions, with the value of

expected maxima increasing with the sea surface area

considered. Overall, extreme crest heights seem marginally

higher for sea state S1, characterized by a slightly higher

steepness. The empirical distributions match reasonably well

(overestimation within 5% of Hs) with the second-order space-

time formulation (STE(2)) for large sea-surface areas, which

slightly overestimate maxima for very small sea surface areas.

As already mentioned in Section 2.4.1, this is most likely due to

the asymptotic nature of the statistical distributions in space-
TABLE 2 Main spectral characteristics of the partitioned wave systems identified within the selected bimodal spectra.

Spectrum Partition Hs (m) Tz (s) Tp (s) qp (°N, flow) sq (°) n mm

S1 swell 4.67 11.89 13.51 325 13.7 0.19 0.03

wind sea 5.30 6.69 9.23 235 21.3 0.41 0.10

S2 swell 4.94 11.17 13.51 325 16.8 0.26 0.04

wind sea 5.38 7.10 9.23 165 26.1 0.41 0.09

S3 swell 2.72 11.68 13.51 325 11.8 0.20 0.02

wind sea 4.69 6.92 9.23 165 21.1 0.42 0.08
frontiersin
TABLE 1 Main characteristics of the selected bimodal spectra during typhoon Kong-Rey (2018) in terms of their integral and crossing sea parameters.

Spectrum Date (UTC) Lat (°N) Lon (°E) Hs (m) Tz (s) Tp (s) mm SSER ID Dq (°)

S1 05/10/2018 04 31 125 7.06 7.99 13.51 0.10 1.29 0.19 90

S2 05/10/2018 17 32 125.5 7.30 8.32 13.51 0.09 1.18 0.19 160

S3 06/10/2018 01 34 124.6 5.42 7.56 9.23 0.08 2.97 0.19 160
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A B

D E F

C

FIGURE 5

Empirical exceedance distribution functions of dimensionless crest heights (hc/Hs) at a fixed point of the numerical domain for wind sea (A–C) and swell
(D–F) partitions identified within sea conditions S1, S2 and S3. The 99th percentile (white circle) and the empirical EDF stability band (solid line) are also
highlighted. Reference statistical distributions at a fixed point: linear (Rayleigh, solid black), second-order (Tayfun, dashed black) and third-order (Tayfun-
Fedele, solid grey). In brackets we display the value of the steepness m defined in Eq. (8).
A B

FIGURE 4

Exceedance distribution function of dimensionless crest heights (hc/Hs) at a fixed point (A) and space-time extreme distributions of expected

normalized maximum wave crest heights (�h max,ST/Hs) as a function of the normalized sea surface area width X=T2
z (B) from HOS (green circles)

and one 20-minute WASS record (orange circles). The stability bands (coloured lines) and the standard deviation (shaded area) are also shown.
The inset plot in panel (B) shows an enlargement of the distributions for the overlapping range of sea surface area widths. Reference statistical
distributions at a fixed point and for space-time extremes are shown with a black line (Rayleigh and STE(1)).
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time, whereby their validity holds for particularly large crest

height values (and therefore areas), though discrepancies can be

also due to the combination of errors from other sources, namely

the calculation of the space-time parameters of Eq. (11) and (12)

and the spatial discretization error correction of the empirical

data (see Appendix A). In general, the swell is much more linear

than the wind sea, reflecting the more regular and less sharp

wave form.

3.3.2 Crossing wind sea and swell
After having shown the distribution of crest heights derived

from the unimodal sea states, in this section we consider the

corresponding results from the bimodal sea states. The empirical

distribution of dimensionless crest heights for the three crossing

sea conditions at a fixed point of the spatial domain is shown in

Figure 7. For reference, we also show the empirical distributions

from the simulations of the unimodal wind sea and swell

partitions described in the previous section.

For the 90°-separation, wind sea-swell equivalent crossing

configuration S1 (Figure 7A), the statistics of the crossing sea are

somewhat intermediate between those of its corresponding wind

sea and swell partitions for percentiles below the 99th value
Frontiers in Marine Science 13
(white marker). This is close to what might be expected if the two

systems were independent of each other (see Støle-Hentschel

et al., 2020), thereby possibly suggesting a weak interaction

between the two systems. Conversely, for the 160°-separation,

wind sea-swell equivalent crossing configuration S2 (Figure 7B),

a higher probability was found, despite the slight increase in both

the spectral bandwidth and the directional spreading of the wind

sea and the swell partitions (see Table 2). Finally, for the wind

sea-dominated case S3 (Figure 7C) differences between the

combined system and the two partitions are less clear, though

in general crest height values seem to be slightly lower than S2

condition with a similar crossing angle. Conclusions stemming

from the comparison at percentiles above the 99th value are less

robust due to their large variability, so they will not be

discussed here.

In Figure 8 we present the analysis in terms of the mean

values of the maximum crest heights resulting from the space-

time analysis of the three crossing sea states for increasing sea

surface areas widths up to X = 10Lx.

In line with our findings at a fixed point, the extreme wave

crest heights for bimodal conditions S2 (Figure 8B) show

increased crest height values compared to the unimodal wind
A B

D E F

C

FIGURE 6

Empirical space-time expected normalized maximum wave crest height (�h max,ST/Hs) for the wind sea (A–C) and swell (D–F) identified within the
sea states S1, S2 and S3 over a space-time volume VST=XYD, considering X=Y and a fixed duration of D=20Tm02, and plotted as a function of
the normalized sea surface area width (X/Lx). The standard deviation of the empirical distributions (shaded area) is also shown. Reference
statistical distributions for space-time extremes: linear space-time extreme (STE(1), solid black) and second-order space-time extreme (STE(2),
dashed black). In brackets we display the value of the steepness m.
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sea and swell and a slight increase in the likelihood of extreme

waves was also found for the wind sea-dominated sea state S3

(Figure 8C). On the other hand, the statistics for the crossing sea

S1 (Figure 8A) resemble those of its underlying wind sea system.

In general, these results suggest that crossing sea conditions

can lead to increased extreme wave probability compared to single

wind sea or swell wave systems. Moreover, our results indicate that

stronger interactions between the wind sea and swell, which may

ultimately raise the wave elevations over those of the generative

systems, are present for crossing sea configurations where the

relative angle of the two systems approaches an opposing

propagation (spectrum S2), and this is particularly evident when

the energy between the wind sea and the swell is similar.
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Significant differences between S1, S2, and S3 can also

be seen if we compare the ensemble-averaged 2D spatial

shape of the wave field around the maximum crest heights

(Figures 9A–C).

Indeed, the spatial shape of the 90° crossing sea condition

(Figure 9A) is characterized by multiple troughs along the

respective wind sea and swell directions and the highest waves

are very short-crested, almost cusp-like. This feature can also be

qualitatively appreciated in the case of two wind seas crossing

with a near-orthogonal angle, as the one shown in Figure 10. On

the other hand, a more typical long-crested wave form alternated

by deep troughs is found as the fronts of the two systems travel

along similar directions (Figures 9B, C).
A B C

FIGURE 7

Ensemble exceedance distribution functions of dimensionless crest heights (hc/Hs) at a fixed point of the numerical domain for sea conditions
S1 (A), S2 (B) and S3 (C). Wind sea (solid red line), swell (solid blue line) and total (solid green line) are compared. The 99th percentile value for
the total system (white circle) and the empirical EDF stability band (solid line) are also shown. Reference statistical distributions: linear (Rayleigh,
solid black).
A B C

FIGURE 8

Empirical space-time expected normalized maximum wave crest height (�hmax,ST/Hs) for the wind sea (red), swell (blue) and crossing sea (green)
conditions of cases S1 (A), S2 (B) and S3 (C) as a function of the normalized sea surface area width (X/Lx). The standard deviation of the crossing
seas (shaded area) is also shown.
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In the two cases S2 and S3, sea surface isolines are closer

together along the direction of maximum gradient compared to

sea state S1, possibly suggesting increased local steepness values.

However, the local steepness is difficult to quantify in a crossing

sea, since the direction of propagation in the physical xy-space is

not clear. Similarly, difficulties arise in the definition of the

spectral wave steepness in a crossing sea and, as a consequence, a

unified wave steepness computed directly from the bimodal

wave spectrum is often used instead. In the following section,

we address the issue by introducing a novel wave steepness

parametrization suitable in the case of two crossing wave groups.
Frontiers in Marine Science 15
4 Wave steepness in crossing seas

For unimodal wave spectra, integral parameters, such as the

spectral wave steepness m, can be directly associated with the sea

state characteristics and are therefore suited to the Tayfun model

for crest heights. The steepness defined from the total spectrum,

however, fails to represent wave geometry accurately in complex

situations such as crossing sea states. Indeed, the physical

meaning of this parameter does not provide information on

the various systems that make up the crossing sea state (Portilla-

Yandun et al., 2015; Støle-Hentschel et al., 2018) and does not

explicitly account for their interactions. With this in mind, in

Figure 11 we analyze the second-order nonlinear space-time

extreme distribution using such a unified steepness, computed

directly from the moments of the total bimodal spectrum.

Interestingly, the second-order nonlinear distribution STE(2)

with a unified steepness seems to predict the maximum crest

heights fairly well for all three cases (the HOS underestimation is

below 5% of Hs). Despite the consistent accuracy of the

predictions based on the unified steepness, the above results

do not allow an interpretation of the underlying physics and

therefore cannot be adequately judged. For instance, the

likelihood of extreme waves was found to increase under

particular crossing angle configurations (Figure 8B), while the

unified steepness does not seem to vary between S1 and S2

(Figures 11A, B). This suggests that the use of a unified wave

steepness in bimodal sea conditions represents a potential

limitation in accurately describing the extreme crest heights

and that an improved definition of the wave steepness for a

bimodal spectrum is needed to ensure its physical consistency

for both unimodal and bimodal cases.

The main goal of our investigation in this section is therefore

to introduce a parametrization of the steepness parameter in
A B C

FIGURE 9

Spatial ensemble-average of the normalized sea surface elevation field (h(x,y)/Hs) around the highest crests for the crossing sea states S1 (A), S2
(B) and S3 (C), identified within an area of width X=10Lx (a smaller sea surface area centred at the focusing point x/Lx=y/Ly=0 is displayed). The
corresponding wind sea (solid red) and swell (solid blue) mean directions are plotted in the upper right-hand corner, with the x and y axes
representing the zonal and meridional directions, respectively. Sea surface elevation isolines are drawn at 0.2 interval.
FIGURE 10

Example of crossing sea state composed of two wind sea
systems travelling at a near-orthogonal angle recorded with
stereo cameras from an oceanographic vessel on 28 March 2017
(photo credit: Andrea Bergamasco, CNR-ISP).
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bimodal conditions which accounts for the characteristics of the

underlying wave systems and sheds light on which types of

interactions are present, verifying how it compares with the

numerical simulations. Since crossing waves resulting from wind

and swell systems will most likely be of different carrier

frequencies and energies, which will affect the strength of their

interaction, we aim at generalizing the formulation of the

steepness in order to include all possible combinations. To this

end, we follow two distinct approaches, as explained below.

First, we define a wave steepness by assuming linear

interference between the wind sea and the swell waves, which

are taken as two uncorrelated and statistically independent

systems. Given that the steepness is related to the third-order

moment skewness (Tayfun, 2006), one can calculate a weighted

steepness parameter (mweighted ) using the formulation proposed

by Støle-Hentschel et al. (2020). In this context, the condition of

independence is assured by setting the covariance between the

two systems equal to zero. The weighted steepness can therefore

be written as:

mweighted =
mWs 3

W + mSs 3
S

s 2
W + s 2

Sð Þ3=2
(14)

where mW and mS represent the steepness parameters of the wind

sea and of the swell, respectively, defined in Eq. (8), while the weights

sW and sS are the standard deviations of the wave elevations of the

two systems. Operatively, the weighted steepness was used in the

STE(2) distribution for space-time extremes and will be referred to as

STE(2,w) henceforth. The comparison between the empirical values

and the theoretical probabilities derived using the weighted

parameter is shown in Figure 12.

For the wind sea-swell equivalent case S1 and the wind sea-

dominated case S3 of Figure 12, the STE(2,w) formulation tends

to slightly underestimate the empirical maxima for large sea
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surface areas, though it can nevertheless be considered quite a

good approximation for the prediction of space-time extreme

elevations. However, for the opposing configuration S2 that

triggers an increased likelihood of extreme waves, the

underestimation using the STE(2,w) distribution is more

significant (Figure 12B) and is most likely because Eq. (14)

neglects any contribution arising from the nonlinear wave-wave

interaction between the wind sea and the swell.

To include the effects of nonlinear interactions in the

steepness parameter, we resort to the multicomponent second-

order theory for wave elevations. In this context, the second-

order free surface elevation of a crossing sea may be described

using a simplified expression for the case of two quasi-

monochromatic crossing wave groups in deep water, where

each wave group can be described as a carrier wave slowly

modulated by the envelope (see Longuet-Higgins, 1962; Dalzell,

1999; McAllister et al., 2018):

h =o
2

j=1
Aj cos (yj) +  o

2

j=1

A2
j kj
2

cos (2yj) +  A1A2B
+ cos (y1

+ y2) + A1A2B
− cos (y1 − y2) (15)

where Aj is the envelope of wave system j, kj a characteristic

wavenumber (to be specified more in detail in the following) of

the j-th carrier wave, while yj is a phase function given by:

yj = kjX�wjt + fj (16)

where X is a position vector in the xy-plane, wj = wm,j is the

mean frequency which follows the dispersion relation and fj is a
random phase uniformly distributed between [0 2p]. The

coefficients B+ and B− represent the second-order sum and

difference interaction kernels for the nonlinear bound

harmonics, respectively, first introduced by Longuet-Higgins
A B C

FIGURE 11

Empirical space-time mean values of normalized maximum wave crest height (�h max,ST/Hs) as a function of the normalized sea surface area
width (X/Lx) for crossing sea conditions S1 (A), S2 (B), and S3 (C). The standard deviation of the empirical distributions (shaded area) is also
shown. Reference statistical distributions for space-time extremes: linear (STE(1), thick solid black) and second-order nonlinear (STE(2), dashed
black). In brackets we display the value of the steepness m .
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(1963) for deep water and then extended by Sharma and Dean

(1981) and Dalzell (1999) to any depth. In the general case, both

kernels are functions of the first-order frequencies of the two

interacting wave pairs (f1 and f2), as well as their relative

propagation angle (i.e. the mean crossing angle, which in the

analyzed cases coincides with Dq) and the water depth d.

Figures 13A–C shows an example of the second-order sum

and difference interaction kernels for deep water.

For a single, weakly spread wave group, the superharmonic

term is responsible for the sharpness of the crests and the flatness

of the troughs, while the subharmonic term expresses the

setdown of the water level beneath the group. Although the

setdown may be significant in intermediate and shallow waters,

in this study we have neglected its contribution given that it is

generally very small in deep water (McAllister and van den

Bremer, 2019). When two wave groups cross at a given angle,

additional sum and difference terms arise and are expressed in

Eq. (15) via the two interaction kernels, with the latter term

giving rise to a partial standing-wave pattern that can lead to a

set-up (the so-called crossing wave contribution hCW; see

McAllister et al., 2018) in the case of perfect or near-perfect

focusing. As we may notice for the theoretical case of a wind sea

with the same mean frequency as the swell (f1 = f2), the second-

order difference interaction kernel B− (dashed black line in

Figure 13C) is zero for two co-propagating systems (Dq = 0°)

and the solution of Eq. (15) reduces to that of a single wave

group. Conversely, the maximum of the crossing wave

contribution is reached when two wave groups travel in the

opposite direction (Dq = 180°) and have the same phases (f1 =
f2) at the point and time of focus (x = 0, y = 0 and t = 0 , where

the second-order elevations reach their maxima). As the

difference in frequency of the linear waves increases, the value

of B− becomes larger. The sum interaction kernel B+ (crossed
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black line in Figure 13C) reaches its maximum for two co-

propagating systems (Dq = 0°) with the same phases (f1 = f2)
and remains positive for crossing angles up to Dq = 90°, after

which it approaches zero again for the case of two opposing

waves, where the solution coincides with that of a standing wave

(McAllister and van den Bremer, 2019). We note that, while the

difference term at the point and time of focus cos(f1−f2) is

always positive, the sum term cos(f1+f2) depends on the phases

of the two systems and can be negative. Since our interest is in

the largest crest heights, following the approach of Tayfun

(1980) we can derive the approximation for the maxima

associated with the nonlinear wave process up to the second

order described in Eq. (15) as follows:

hc  =o
2

j=1
aj  +o

2

j=1

a2j kj
2

+  a1a2 B+j j + B−ð Þ (17)

where aj = Aj (xj = 0, yj = 0, t = 0) is the amplitude of each

group at the point and time of focus and the particular case of

equal phases where the crossing wave contribution is maximized

(i.e. cos(f1+f2)B+= |B+|) was considered as an upper bound.

However, for a spatially and temporally limited wave field the

likelihood of satisfying such condition at the point and time of

focus is relatively low, so we expect the numerical simulations to

display somewhat lower crest height values compared to the

ones given by Eq. (17).

At this point, we can assume that the ratio of the two

amplitudes a1 = aS (swell) and a2 = aW (wind sea) is given by t =
aW/aS , and that the linear amplitude of the crossing sea state at the

point of focus is given by the simple superposition aW+aS = a.

Moreover, since the two amplitudes scale with the square of the

energy of the respective systems, the ratio can be computed as t =ffiffiffiffiffiffiffiffiffiffi
SSER4

p
.

A B C

FIGURE 12

Empirical space-time mean values of normalized maximum wave crest height (�h max,ST/Hs) as a function of the normalized sea surface area
width (X/Lx) for crossing sea conditions S1 (A), S2 (B) and S3 (C). The standard deviation of the empirical distributions (shaded area) is also
shown. Reference statistical distributions for space-time extremes: second-order weighted (STE(2,w), solid black) and second-order including
interaction kernels (STE(2,k), dashed black). In brackets we display the value of the respective steepnesses parameters.
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Then, we may write Eq. (17) in its most general form as:

hc  = a +
1
2
a2

kS
(1 + t)2

+
1
2
a2

kW
1 + 1

t


 �2 + a2
B+j j + B−ð Þ

(1 + t) 1 + 1
t


 � (18)

If we divide both sides of Eq. (17) by the significant wave

height Hs = 4s of the crossing sea state, we can write the

expression of the normalized crest heights for the crossing sea as:

hc

Hs
=

a
Hs

+ 2
a
Hs

� 2 kS
(1 + t)2

+
kW

1 + 1
t


 �2 + 2 B+j j + B−ð Þ
(1 + t) 1 + 1

t


 �
 !

s

(19)

This yields a first-order, free-wave term and a second-order

nonlinear correction which includes additional terms arising

from the interaction between two wave groups, and has the same

functional form as (7). As a particular case of (19), one may

consider aW = aS = a/2 and f1 = f2 , obtaining the same expression

as the one found by McAllister and van den Bremer (2019).

We note that this simplified functional form represents an

upper bound of wave crest heights for two quasi-monochromatic

crossing wave groups and represents a relatively simple, though

physically consistent, predictor of maximum crest heights. We

can therefore conveniently define a crossing sea steepness

parameter (mkernel), which relies solely on the wavenumbers of

the single wave partitions and on the crossing sea state

parameters, via the second-order interaction kernels. The

equivalent, Tayfun-like steepness is in this case given by:

mkernel =
kS

(1 + t)2
+

kW
1 + 1

t


 �2 + 2 B+j j + B−ð Þ
(1 + t) 1 + 1

t


 �
 !

s (20)

The formulations seen above depend, to some extent, on the

definition of the characteristic wavenumber kj , which can be
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taken as the mean wavenumber of the j-th wave group in the

case of narrow-banded seas or it can be defined in several other

ways (Tayfun and Al-Humoud, 2002). For consistency with the

unimodal distributions used so far, also in the case of crossing

seas we have relied on the more general definition of steepness

given in Eq. (8), which also includes effects related to the spectral

bandwidth. Therefore, since the steepness is defined as m=ks, we
have considered kj =

w2
m,j

g (1 − n + n2) as the characteristic

wavenumber for each wave group in the bimodal sea state.

The steepness defined in Eq. (20) can then be used in the second-

order statistical distributions for space-time extremes (referred

to as STE(2,k)). The results stemming from such analysis are

shown in Figure 12.

In agreement with the qualitative results of Figure 9, the

wave steepness calculated with Eq. (20) yields a lower value for

crossing sea condition S1 (0.06) compared to conditions S2 and

S3 (0.09 for both cases), due to the enhanced second-order

interactions for large crossing angles (see Figure 13C). Moreover,

since the positive and negative interaction terms for crossing sea

condition S1 are very small, the wave steepness for this case

approaches the value of the weighted steepness (0.04), while for

sea states S2 and S3 the wave steepness parameters are higher

than the weighted steepness (0.04 for both cases). We note that,

as anticipated before, the absolute value of the sum interaction

kernel employed in the theoretical steepness of Eq. (20) leads to

an overestimation of the highest crest height values compared to

the empirical data obtained herein. However, we expect that for

a very large number of simulated waves the proposed upper

bounded formulation provides a reliable prediction of extreme

crest heights.

In general, for the moderately steep, broad-banded wind seas

and weakly nonlinear, narrow-banded swells considered in this

study, extreme crest height values were accurately predicted

without considering nonlinear third-order effects in the

statistical distributions and, rather, they seem to be well
A B C

FIGURE 13

(A, B) Second-order sum (B+) and difference (B-) interaction kernels. The value of the ratio between wind sea (system 2) and swell (system 1)
mean frequencies for sea states S1 (purple), S2 (cyan) and S3 (yellow) is also shown. (C) Section of the sum (crossed lines) and difference
(dashed lines) interaction kernels taken at the mean frequency ratio value for the three sea states and for the simple case of f1=f2.
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explained by constructive interference enhanced by second-

order bound nonlinearities, as suggested by Fedele et al. (2016)

and Brennan et al. (2018). This is also supported by the analysis

of Benetazzo et al. (2021a), where the role of nonlinear four-

wave focusing was found to be limited in the typhoon regions

where the directional spectra used in this study were extracted.

We note, however, that the wave steepness obtained herein does

not include effects related to wave breaking, which have so far

only been included indirectly in the upper-bounded distribution

of Benetazzo et al. (2020), so further work is still needed.
5 Discussion and conclusions

In this paper, we have analyzed the amplitude of maximum

waves that can occur in sea states where crossing wind sea and swell

wave systems are present. The subject has been discussed in previous

studies using laboratory and numerical data, though mostly under

simplified conditions and relying on statistics derived at a fixed

point. To date, a firm conclusion on the conditions that trigger high

waves in realistic crossing seas is still under debate.

In this context, we have simulated crossing sea conditions

during typhoon Kong-Rey (2018) in the Northwestern Pacific

(Yellow Sea) using a nonlinear HOS wave model that provides

phase-resolved information from initial conditions defined by

hindcast model spectra. In particular, three types of crossing sea

states and their constituent wind sea and swell partitions within the

wave field produced by the cyclone have been simulated and

analyzed, to investigate the effects of crossing angle and energy

ratio between the two wave systems on the probability of extremes

under realistic ocean conditions. To limit the role of variability in

our estimates, multiple numerical realizations with random phases

have been carried out for each sea state. For completeness, the

statistical analysis was performed both at a fixed point (time

statistics) and over a sea surface region (space-time statistics).

The HOS-ocean model was validated for the first time by

direct comparison with space-time wave measurements acquired

from a stereo camera system mounted on a fixed oceanographic

platform in the region of interest, showing good agreement

between the two sources of wave data. Although the HOS model

used in this study does not include wave breaking, the simulated

wave fields do not seem to be significantly affected by such

effects, since the steepnesses considered are moderate and no

sign of numerical instability due to breaking onset was recorded.

Our findings provide a preliminary cross-validation of both

products and highlight the advantages of the combined use of

stereo observations and HOS numerical data for extreme wave

assessment at different scales, namely the possibility to extend

the space-time analysis to domain sizes far larger than those

available from space-time measurements with the HOS model.

To strengthen the validation carried out in this study, future

work should investigate the performance of the model under sea

states with different characteristics.
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The time and space-time analysis of the simulated wind sea

and swell partitions proved that, in both unimodal conditions,

extreme crest heights are well predicted by the existing second-

order statistical distributions. On the other hand, the space-time

extreme analysis of the three simulated crossing sea conditions

showed increased crest height probability for wind sea and swell

systems crossing with a relative angle of 160°, especially in the

case of two systems with the same energy content. Our results

suggest that, under this particular configuration, crossing seas

can lead to higher waves compared to their underlying wind sea

or swell systems and should therefore be regarded as a

particularly dangerous condition for operations at sea. In the

case of a slow-moving typhoon in the Northern Hemisphere, we

therefore expect particularly high waves in the south-west sector

of the cyclone field, where the aforementioned crossing sea

conditions can be found.

We show that the main reason for such increased occurrence

probabilities is that second-order non-resonant interactions

between the two wave systems are present for both very small

and very large crossing angles, while their effect becomes less

noticeable when the two systems cross at a near-orthogonal

angle. In the latter case, then, the likelihood of high waves can be

accurately described by only considering linear superposition as

the main driving mechanism.

As a first step toward a more accurate statistical prediction of

extremes where more than one wave system is present, we

propose a relatively simple, though physically consistent,

formulation for the upper bound of the wave steepness, which

accounts for linear and second-order bound wave interactions

between the two systems and relies on the spectral characteristics

of the two constituent partitions (mean wavenumber and

spectral bandwidth) and on their crossing conditions (mean

frequency difference, crossing angle and energy ratio). Given the

functional form of the new steepness parameter, it can be easily

implemented in operational spectral wave models for the

statistical prediction of the single highest waves that might

occur in a given crossing sea state. We point out that our

results stem from a limited sample of crossing conditions, so

additional comparisons against model and observed data are

necessary to firmly assess the quality of the new formulations.
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Appendix

Appendix A: numerical
discretization errors

The HOS numerical simulation surface elevation fields used

in this study are provided at discrete time steps and grid points

(see Section 2.1.1), whose resolution depends on the

characteristics of the directional wave spectra. When the

model sampling rate or the spatial discretization becomes too

coarse, we expect errors to be present in the modelled maximum

crest height values compared to the true crest height values

observed in the ocean. Indeed, sampling-rate errors are known

to cause discrepancies in the statistics of crest heights, so that

one most likely observes a smaller value than the true one in any

zero up-crossing cycle (Tayfun, 1993). To account for this, a

sampling-rate error correction was introduced by Tayfun (1993)

for the linear sea surface elevation recorded at a fixed point as a

function of time h(t) = Acos(wt+f), where A = A(t) is the

Rayleigh-distributed random amplitude function, w is the

spectral frequency and f = f(t) is the random phase with

uniform distribution over the interval (0, 2p). The mean of the

highest apparent wave crest heights ~h = ~h(t) can therefore be

written as a function of the true mean h = h(t) :

~h = (1 − Et)h (21)

where Et is the sampling-rate error, given by:

Et =
p2

6
Dt
Tm

� 2

(22)

with Tm = Tm01 = 2p/wm representing the spectral mean

period. Similarly, to correct the underestimation of the sharper

large crests, a derivation based on the second-order nonlinear

model was also introduced (see Tayfun and Al-Humoud, 2002).

In this case, the sampling-rate error can be computed as:

Et =
p2

6
Dt
Tm

� 2

1 +
3
2
a~h

� 
(23)
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where a = (2m000)
1/2kz is a measure of the RMS surface

s teepness , wi th kz = m 00 2 /m 0 00g the mean zero-

crossing wavenumber.

However, since the temporal sampling rate of the HOS

simulations in the present study is small (Dt = 0.5 s) compared

to the mean wave periods of the analyzed sea states, the

corresponding error is somewhat negligible in the resulting

crest height values (Et generally below 1% for both wind sea

and swell). Conversely, the spatial discretization step for the

simulated sea states is relatively large with respect to the mean

wavelengths in the case of the wind sea (Dx = 8 m), so we expect

the spatial discretization to be a non-negligible source of error in

the estimation of crest heights. Therefore, given the similar

representation of the sea surface elevation either in time or as

a function of the linear spatial coordinate h(x) = Acos(kx+f) , the
wave crest height correction in Eq. (22) can be extended to the

spatial dimension for the linear case as follows:

Es =
p2

6
Dx
Lx

� 2

(24)

And, similarly, for the second-order nonlinear correction:

Es =
p2

6
Dx
Lx

� 2

1 +
3
2
a~h

� 
(25)

Although this correction is directly applicable to the case of

1D wave simulations, it might not be accurate in the case of 2D

simulations such as the ones discussed in this work. However, we

assume this correction to hold for the case of long-crested sea

states, where there is little variation of the wave profile along the

crest length. In this sense, we assume the correction given in Eq.

(25) to be conservative correction in the case of 2D simulations.

For the sea states analyzed in the present work, the resulting

linear spatial error Es was 3% in the case of the wind sea and only

1% for the swell, while the second-order error correction in Eq.

(25) yielded spatial discretization errors up to 8% for the wind

sea and around 1% for the swell. This is somewhat consistent

with the errors found in the estimation of the kurtosis due to the

discretization of the domain by Toffoli et al. (2010).
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