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FORCED WAVES OF A THREE SPECIES PREDATOR-PREY SYSTEM

WITH A PAIR OF WEAK-STRONG COMPETING PREYS IN A

SHIFTING ENVIRONMENT

THOMAS GILETTI AND JONG-SHENQ GUO

Abstract. In this paper, we investigate so-called forced wave solutions of a three com-
ponents reaction-diffusion system from population dynamics. Our system involves three
species that are respectively two competing preys and one predator; moreover, the compe-
tition between both preys is strong, i.e. in the absence of the predator, one prey is driven
to extinction and the other survives. Furthermore, our problem includes a spatio-temporal
heterogeneity in a moving variable that typically stands as a model for climate shift. In this
context, forced waves are special stationary solutions which are expected to describe the
large-time behavior of solutions, and in particular to provide criteria on the climate shift
speed to allow survival of either of the three species. We will consider several types of forced
waves to deal with various situations depending on which species are indigenous and which
species are aboriginal.

1. Introduction

In this paper, we study the following three-species predator-prey system with a pair of

weak-strong competing preys

(1.1)





ut = d1uxx + r1u[1 + α(x+ st)− u− kv − b1w], x ∈ R, t > 0,

vt = d2vxx + r2v[1 + α(x+ st)− hu− v − b2w], x ∈ R, t > 0,

wt = d3wxx + r3w[−1 + α(x+ st) + a1u+ a2v − w], x ∈ R, t > 0,

in which u, v stand for the densities of two competing preys, w is the density of the predator,

and all parameters in system (1.1) are positive.

The function α models the effect of climate change and we assume it to be a negative

bounded continuous function such that

(1.2) α(z) ≥ −Ceρz , ∀ z ≤ −K, α(z) < −1, ∀ z ≥ K, for some positive constants C, ρ,K.

The positive constant s is the shifting speed of the environment, and we typically assume

it to be positive. Therefore the favorable habitat of all three species is receding (in the

left direction) as time advances. The di, i = 1, 2, 3, denote the diffusion coefficients. The

(heterogeneous) functions [1 + α(x + st)]ri, i = 1, 2, are the intrinsic growth rates of u, v,
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respectively, and the net growth rate of the predator w is assumed to be [−1+α(x+st)]r3. In

particular, due to α ≤ 0, it is assumed that the predator cannot survive without the feeding

of preys. Moreover, the two preys obey the logistic growth rule. Regarding coupling terms,

ai, bi, i = 1, 2, are the conversion rates and the predation rates for the preys, respectively,

and h, k are inter-specific competition coefficients such that 0 < h < 1 < k. This means that

u is a weak competitor and v is a strong competitor, at least in the absence of the predator.

For simplicity, in this paper we only consider the case with equal diffusions, predation

rates and conversion rates, namely,

d1 = d2 = d3 := d, a1 = a2 := a, b1 = b2 := b.

Moreover, we always assume that

(1.3) a > 1, 0 < h < 1 < k,

so that the predator can survive with the feeding of the competing preys.

We are mainly concerned with the existence and non-existence of forced waves, namely,

traveling waves which move with the same speed s > 0 as the environmental shift. More

precisely, a forced wave of (1.1) is an entire in time and bounded solution of the form

(u, v, w)(x, t) := (φ1, φ2, φ3)(z), z := x+ st,

for some function (φ1, φ2, φ3) (which we call the wave profiles). Hence (φ1, φ2, φ3) satisfies

(1.4)





dφ′′
1(z)− sφ′

1(z) + r1φ1(z)[α(z) + (1− φ1 − kφ2 − bφ3)(z)] = 0,

dφ′′
2(z)− sφ′

2(z) + r2φ2(z)[α(z) + (1− hφ1 − φ2 − bφ3)(z)] = 0,

dφ′′
3(z)− sφ′

3(z) + r3φ3(z)[α(z) + (−1 + aφ1 + aφ2 − φ3)(z)] = 0,

for all z ∈ R.

According to condition (1.2), the space-time environmental heterogeneity is such that

the favorable region to the three species decreases as time increases. In particular, in the

non-moving frame all species go to extinction. Thus a forced wave must satisfy that

(1.5) (φ1, φ2, φ3)(∞) = (0, 0, 0),

which is the only non-negative steady state of the limiting problem as x + st → +∞. The

condition (1.5) can be verified in the same manner as that of [10, Proposition 2.2]. It is simply

due to the fact that at +∞ the growth rate for both preys is negative, which ultimately drive

them as well as the predator to extinction. We refer the reader to [10] and omit its proof

here.

On the other hand, there are several possible limiting states at z = −∞. Since the forced

wave moves to the left, the choice of this limiting state may be interpreted as that of the

initial condition before the climate change. Computing the nontrivial constant states of (1.4)
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without the α term, we find the possible limiting states

(1.6) Eu := (1, 0, 0), Ev := (0, 1, 0), E∗ := (up, 0, wp), E∗ := (0, vp, wp),

where

vp = up :=
1 + b

1 + ab
, wp :=

a− 1

1 + ab
.

Due to our assumption that h < 1 < k, both competing preys cannot co-exist and thus there

is no positive co-existence state for system (1.4) without α term. In particular, the above

formulae for the steady states do not involve the competition parameters h and k.

When the climate change effect is taken into account, there have been a lot of studies on

the existence of forced waves for the scalar equation and two-component competition (or

cooperative) systems. See, e.g., [1, 2, 3, 4, 16, 18, 24] and [11, 12, 13, 32] respectively for

scalar local and nonlocal equations, and [34, 31, 14] for two species models. All models in

these works satisfy the comparison principle so that the classical monotone iteration method

can be applied. With the shifting effect, little is done for two or three species predator-prey

systems where such an approach is not available.

On the other hand, an application of Schauder’s fixed point theorem with the help of

so-called generalized upper-lower solutions has been proved to be very successful in many

homogeneous predator-prey systems (without the shifting effect) to study traveling wave

solutions. In this aspect, we refer the reader to [30, 33, 19, 22, 23, 26, 20, 25, 27, 8, 36] for

2-species cases and to [15, 21, 28, 35, 29, 5, 17, 6, 7] for 3-species cases. Recently, this method

was used to derive the existence of forced waves in the work [9] for a two species predator-

prey system in a shifting environment and in [10] for system (1.1) with two weak competing

preys (i.e. h, k < 1) and with non-equal diffusion. Note that in [9, 10] the monotonicity of

α is imposed, but the shifting effect on the predator is only indirect. In this work, we shall

remove the assumption on the monotonicity of α imposed in [9, 10]. Moreover, we impose

directly the shifting effect in the predator equation of (1.1).

The rest of this paper is organized as follows. In Section 2, we state our main results on the

existence and non-existence of forced waves. We shall deal separately with different types of

forced waves depending on the invaded state (φ1, φ2, φ3)(−∞). Section 3 is concerned with

the proofs of the existence results by the method of generalized upper-lower solutions. The

formulas of generalized upper-lower solutions for forced waves with invaded states Eu and E∗

are exactly the same as that in [10]. However, the conditions we impose here are different from

that in [10] (see Remark 2.1 below), to be self-contained and for the reader’s convenience

we give the detailed construction of upper-lower solutions here. The verification of these

upper-lower solutions and the technical computations this involves shall be postponed to

the Appendix. Lastly, in Section 3 we derive the existence of forced waves with invaded
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state E∗ for any s > 0. In particular, we shall include a very simple proof of the existence

of a positive forced wave for scalar equations without any monotonicity assumption on the

shifting heterogeneity α. See Proposition 3.7 below.

2. Main results

In this section, we proceed to the statements of our main results on sufficient and necessary

conditions for the existence of forced waves. First note that, by a suitable translation,

condition (1.2) can be rephrased as

(2.1) α(z) ≥ −εeρz , ∀ z < 0,

for any given positive constant ε. Indeed, for a given positive constant ε, from (1.2) we have

θ(z) := α(z −M) ≥ −Ce−ρMeρz ≥ −εeρz, ∀ z < 0,

if we choose the constant M ≥ K large enough such that Ce−ρM ≤ ε. Replacing α(z) in

system (1.4) by θ(z), without loss of generality and for convenience, we shall assume (2.1) in

the rest of this paper for some ε > 0 that can be made arbitrarily small as needed. Note that

a solution (φ1, φ2, φ3)(z) of the translated system (1.4) with α(z) = θ(z) renders a solution

(φ1, φ2, φ3)(z +M) of the original system (1.4) with α(z).

In the sequel we denote

β∗ := 1− hup − bwp, β∗ := 1− kvp − bwp.

Then one can check that β∗ > 0 and β∗ < 0, using h < 1 and k > 1, since

β∗ = (1− h)(1 + b)/(1 + ab), β∗ = (1− k)(1 + b)/(1 + ab).

Moreover, these are the growth rates of respectively v around the steady state E∗, and u

around the steady state E∗, when α is replaced by 0. Hence E∗ is unstable and E∗ is stable

(in the ODE sense and without the α term). Note that Eu and Ev are always unstable.

Next, we also let

s∗2 := 2
√
dr2(1− h), s∗∗2 := 2

√
dr2β∗, s∗3 := 2

√
dr3(a− 1),

which denote respectively the minimal traveling wave speeds in the homogeneous equations

vt = dvxx + r2v(1− h− v),

vt = dvxx + r2v(β
∗ − v),

wt = dwxx + r3w(a− 1− w).

In other words, at least formally s∗2 is the minimal speed of invasion of the strong prey in a

homogeneous environment populated only by its weaker competitor, while s∗∗2 is the minimal

speed of invasion of the strong prey in a homogeneous environment populated by both the
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weak competitor and the predator. Similarly, s∗3 may be understood as the minimal invasion

speed of the predator in an environment populated by only one of either prey.

By analogy with the scalar equation, it is natural to expect that the existence or not of

forced waves of (1.1) is related to the value of the shifting speed s and how it compares to

the invasion speeds s∗2, s
∗
3 and s∗∗2 . This is already confirmed by our first main result which

provides necessary conditions for the existence of (positive) forced waves.

Theorem 2.1. Under conditions (1.2) and (1.3), there exists a positive solution (φ1, φ2, φ3)

of (1.4)

with (φ1, φ2, φ3)(−∞) = (1, 0, 0) only if s ≥ max{s∗2, s∗3};(2.2)

with (φ1, φ2, φ3)(−∞) = (0, 1, 0) only if s ≥ s∗3;(2.3)

with (φ1, φ2, φ3)(−∞) = (up, 0, wp) only if s ≥ s∗∗2 .(2.4)

Since the proof of Theorem 2.1 is exactly the same as that of [10, Proposition 4.3], we

omit it here. It relies on estimating the exponential convergence of the forced wave to its

limiting steady state. See also [10, Proposition 4.9]. Hereafter (φ1, φ2, φ3) is positive means

φi > 0 in R for all i = 1, 2, 3. We remark that condition (1.5) is not needed in Theorem 2.1,

since (1.5) is automatically satisfied for any positive solution of (1.4).

In the first type of forced wave in Theorem 2.1, the invaded state is (1, 0, 0). Thus in these

forced waves, a pulse of the second (strong competitor prey) and third (predator) species

propagates together with the climate shift, into an environment populated by the first (weak

competitor prey) species. Similarly, in the second type of forced wave a pulse of the weak

prey and of the predator is propagating into an environment inhabited by the strong prey;

in the third type, a pulse of the strong prey propagates into an environment where the weak

prey and the predator cohabit. Note that we omit in Theorem 2.1 the case of a forced wave

whose invaded state is (0, vp, wp). Indeed, (0, vp, wp) is a stable steady state with respect to

the underlying kinetic ODE system (that is, (1.1) with d1 = d2 = d3 = 0 and α ≡ 0), and

therefore we expect that such a forced wave may exist for any positive speed; see Theorem 2.4

below.

Next, we seek conditions for the existence of these forced waves. We manage to show that,

at least in some parameter ranges, the critical speeds in Theorem 2.1 are optimal. Our next

three theorems each deal with a different type of traveling wave.

Let us first consider forced waves whose invaded steady state at z = −∞ is Eu. We let

Q1(ρ) :=

{
dρ+ r3(a− 1)/ρ, if ρ ∈ (0, λu),

s∗3, if ρ ≥ λu :=
√

r3(a− 1)/d.

where ρ comes from (2.1). Then we have the following result:
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Theorem 2.2. Let conditions (1.2) and (1.3) be enforced. Suppose that r2(1−h) = r3(a−1),

s ≥ Q1(ρ) and

(2.5) r1[k + b(2a− 1)− 1] < r3(a− 1).

Then there exists a positive solution of (1.4) satisfying (1.5) and

(2.6) (φ1, φ2, φ3)(−∞) = (1, 0, 0),

if s ≥ max{s∗2, s∗3} = s∗2 = s∗3.

Such a forced wave corresponds to a situation where a “pulse” of the strong prey and

the predator travel along the climate change in an environment which is initially populated

only by the weak prey. By an analogy with the homogeneous case, it is expected that such a

forced wave can only be observed in the Cauchy problem if the initial data has a slow enough

(typically exponential) decay as x → −∞. If the initial populations of the strong prey v0

and the predator w0 are compactly supported, it is therefore expected that both species are

driven to extinction. In other words, this result formally suggests that max{s∗2, s∗3} is the

maximal bearable climate shift speed in this situation.

Remark 2.1. It is left open whether there are forced waves invading Eu when s∗2 6= s∗3. We

conjecture that max{s∗2, s∗3} should be the minimal speed for forced waves.

Also, for the forced waves invading Eu for two weak competing preys in [10], we imposed the

condition 0 < b < min{1−h, 1−k}/(2a) which is void for the case of weak-strong competing

preys here. However, the same formula of upper-lower solutions constructed in [10] works

for Theorem 2.2 with condition (2.5).

Let us now turn to the situation where the invaded state is E∗, i.e. the weak prey u cohabits

with the predator w ahead of the climate shift, and the strong prey v is the tentative invader.

In this case, we let

Q2(ρ) :=

{
dρ+ r2β

∗/ρ, if ρ ∈ (0, λ∗),

s∗∗2 , if ρ ≥ λ∗ :=
√
r2β∗/d.

Then we have:

Theorem 2.3. Let conditions (1.2) and (1.3) be enforced. Suppose that s ≥ Q2(ρ) and

(2.7) max{r1[(k − 1) + b(2a− 1)], r3} < r2β
∗.

Then there exists a positive solution of (1.4) satisfying (1.5) and

(2.8) (φ1, φ2, φ3)(−∞) = (up, 0, wp),

if s ≥ s∗∗2 .
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Similarly as before, this highlights the value s∗∗2 as the typical minimal speed for a positive

forced wave into an environment populated only by the weak prey and the predator, (at least

formally) as also the maximal climate change speed that is sustainable for an indigenous

strong prey competitor to persist in such a situation.

Lastly, for the stable state E∗, we have

Theorem 2.4. Suppose that

(2.9) a >
1

1− h
, b <

1− h− 1/a

2a− 1
.

Then there is a solution (φ1, φ2, φ3) of (1.4) with φi > 0 in R, i = 2, 3, such that

(φ1, φ2, φ3)(−∞) = (0, vp, wp), (φ1, φ2, φ3)(∞) = (0, 0, 0),

for any s > 0.

This shows that, if the strong competitor prey and the predator inhabits the whole (un-

bounded) favorable zone, they naturally always persist ahead of the climate shift, regardless

of the introduction of the weak competitor prey.

Notice that in Theorem 2.4 we do not state that the first component φ1 is positive. Actually

this cannot be ensured in general and there is a parameter range where there does not exist a

forced wave satisfying (φ1, φ2, φ3)(−∞) = (0, vp, wp) together with φ1 > 0. We shall discuss

this in Section 3.3 after the proof of Theorem 2.4.

In Theorems 2.2 and 2.3, the invaded state is unstable which is why those forced waves

had a positive minimal speed; as far as spreading is concerned, these minimal speeds should

be the maximal climate shift speed allowing the corresponding indigenous species to survive.

Theorem 2.4 is different because the invaded state is stable; such a forced wave represent the

typical large time behavior of solutions of the Cauchy problem. In particular, the fact that

φ1 may be null suggests that the weak competing prey may be fully driven to extinction,

even in the moving frame of the climate shift where the populations of the strong prey and

the predator are diminished.

Remark 2.2. We were unable to derive any nontrivial forced waves invading Ev. As a

matter of fact, similarly to the case when the invaded state is E∗, one may find a parameter

range where a positive forced wave invading Ev simply does not exist. See also Remark 3.1

below. This indicates that a suitable pair of generalized upper-lower solutions is not always

available and its construction is by no means trivial in general.
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3. Derivation of wave profiles

This section is devoted to the existence of wave profiles by an application of Schauder’s

fixed point theorem. To do so, we first introduce the notion of generalized upper-lower

solutions as follows.

Definition 3.1. Given s > 0. Continuous functions (φ1, φ2, φ3) and (φ
1
, φ

2
, φ

3
) defined on R

are called a pair of generalized upper-lower solutions of (1.4) if φ
′′

i , φ
′′

i
, φ

′

i, φ
′

i
, i = 1, 2, 3, are

bounded functions such that the following inequalities hold:

U1(z) := dφ
′′

1(z)− sφ
′

1(z) + r1φ1(z)[1 + α(z)− φ1(z)− kφ
2
(z)− bφ

3
(z)] ≤ 0,(3.1)

U2(z) := dφ
′′

2(z)− sφ
′

2(z) + r2φ2(z)[1 + α(z)− hφ
1
(z)− φ2(z)− bφ

3
(z)] ≤ 0,(3.2)

U3(z) := dφ
′′

3(z)− sφ
′

3(z) + r3φ3(z)[−1 + α(z) + aφ1(z) + aφ2(z)− φ3(z)] ≤ 0,(3.3)

L1(z) := dφ′′

1
(z)− sφ′

1
(z) + r1φ1

(z)[1 + α(z)− φ
1
(z)− kφ2(z)− bφ3(z)] ≥ 0,(3.4)

L2(z) := dφ′′

2
(z)− sφ′

2
(z) + r2φ2

(z)[1 + α(z)− hφ1(z)− φ
2
(z)− bφ3(z)] ≥ 0,(3.5)

L3(z) := dφ′′

3
(z)− sφ′

3
(z) + r3φ3

(z)[−1 + α(z) + aφ
1
(z) + aφ

2
(z)− φ

3
(z)] ≥ 0,(3.6)

for z ∈ R \ E with some finite set E.

From such generalized upper-lower solutions, one can infer the existence of a solution

(φ1, φ2, φ3) to system (1.4), as stated in the following proposition.

Proposition 3.2. Given s > 0. Suppose that system (1.4) has a pair of generalized upper-

lower solutions (φ1, φ2, φ3) and (φ
1
, φ

2
, φ

3
) such that

φ
i
(z) ≤ φi(z), ∀ z ∈ R, i = 1, 2, 3,(3.7)

lim
ξցz

φ
′

i(ξ) ≤ lim
ξրz

φ
′

i(ξ), lim
ξրz

φ′

i
(ξ) ≤ lim

ξցz
φ′

i
(ξ), ∀ z ∈ E, i = 1, 2, 3.(3.8)

Then system (1.4) has a solution (φ1, φ2, φ3) such that φ
i
≤ φi ≤ φi, i = 1, 2, 3.

The proof of Proposition 3.2 is based on an application of Schauder’s fixed point theorem.

Its proof is by now standard, thus we safely omit it and refer the reader to, e.g., [30].

With Proposition 3.2 and (1.5) in hand, the remaining task is to construct a suitable pair

of generalized upper-lower solutions that capture the desired left-hand limit at z = −∞ and

satisfy conditions (3.7) and (3.8). Note that, by the strong maximum principle for scalar

equations, any nonnegative bounded solution (φ1, φ2, φ3) of (1.4) satisfies φi > 0 in R if

φi 6≡ 0, for any i ∈ {1, 2, 3}.
In particular, in the next three subsections we give three different pairs of generalized

upper-lower solutions to address the different types of forced waves according to their left-

hand limit at z = −∞.



FORCED WAVES 9

3.1. Case Eu = (1, 0, 0).

In this subsection we construct a pair of generalized upper-lower solutions and prove

Theorem 2.2.

First, we assume that s > s∗3 and let

A1(λ) := dλ2 − sλ+ r3(a− 1).

Then, due to r2(1− h) = r3(a− 1), we also have

A1(λ) = dλ2 − sλ+ r2(1− h),

and since s > s∗3 there exist 0 < λ1 < λ2 < ∞ such that A1(λi) = 0, i = 1, 2. Note that

A1(λ) < 0 for all λ ∈ (λ1, λ2).

Let us now briefly check that (1.2) holds with ρ = λ1. On the one hand, notice that

λu =
√

r3(a−1)
d

∈ (λ1, λ2). Thus, if ρ ≥ λu, then without any loss of generality we can

reduce ρ in (1.2) and assume that it holds with ρ = λ1. On the other hand, if ρ < λu, then

s ≥ Q1(ρ) = dρ+
r3(a− 1)

ρ
,

hence

A1(ρ) = dρ2 − sρ+ r3(a− 1) ≤ 0.

We find that ρ ∈ [λ1, λ2], and we conclude as announced that (1.2) holds with ρ = λ1.

Then, due to (2.5), we can choose ε such that

(3.9) 0 < ε <
r3(a− 1)− r1[k + b(2a− 1)− 1]

r1
,

and, by a translation, (2.1) holds for this ε and with ρ = λ1.

We now define

(3.10)





φ1(z) ≡ 1, φ
1
(z) = max{1− eλ1z, 0},

φ2(z) = min{eλ1z, 1}, φ
2
(z) = max{eλ1z − q1e

µ1z, 0},
φ3(z) = (2a− 1)min{eλ1z, 1}, φ

3
(z) = max{(2a− 1)eλ1z − q2e

µ2z, 0},
where µi ∈ (λ1,min{λ2, 2λ1}), i = 1, 2, and

q1 > max

{
1,

r2[ε+ 1 + b(2a− 1)]

−A1(µ1)

}
,(3.11)

q2 > max

{
2a− 1,

r3(2a− 1)[ε+ (3a− 1)]

−A1(µ2)

}
.(3.12)

Then we have the following lemma, whose proof we postpone to the Appendix.

Lemma 3.3. Let the assumptions of Theorem 2.2 be enforced. Assume that s > s∗3. Then the

functions (φ1, φ2, φ3) and (φ
1
, φ

2
, φ

3
) defined by (3.10) are a pair of generalized upper-lower

solutions of (1.4) such that conditions (3.7) and (3.8) hold.
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Next, we assume that s = s∗3. In this case, A1(λ) = 0 has a double root λu > 0. We

choose ε such that

(3.13) 0 < ε <
e{r3(a− 1)− r1[k + b(2a− 1)− 1]}

r1

and, similarly as above and up to a translation, we assume that (2.1) holds with this ε

and ρ = λu.

Set B0 := λue, and define

φ1(z) ≡ 1, φ
1
(z) =

{
1 +B0ze

λuz, z < −1/λu,

0, z ≥ −1/λu,

φ2(z) =

{
−B0ze

λuz, z < −1/λu,

1, z ≥ −1/λu,
φ
2
(z) =

{
−B0ze

λuz − q3
√
|z|eλuz, z < z3,

0, z ≥ z3,

φ3(z) =

{
−(2a− 1)B0ze

λuz, z < −1/λu,

2a− 1, z ≥ −1/λu,

φ
3
(z) =

{
(2a− 1)

{
−B0z − q4

√
|z|

}
eλuz, z < z4,

0, z ≥ z4,

where z3 := −(q3/B0)
2, z4 := −(q4/B0)

2, q3 > e
√
λu, q4 > (2a− 1)e

√
λu and

q3 > 4r2

(
B0

d

)[
ε

(
5

2B0

)5/2

+ [1 + b(2a− 1)]B0

(
7

2B0

)7/2
]
,(3.14)

q4 > 4r3

(
B0

d

)[
ε

(
5

2B0

)5/2

+ (a+ 1)B0

(
7

2B0

)7/2
]
.(3.15)

Note that zi < −1/λu, i = 3, 4, and s = s∗3 = 2dλu. Then we have:

Lemma 3.4. Let the assumptions of Theorem 2.2 be enforced. Assume that s = s∗3. Then

the functions (φ1, φ2, φ3) and (φ
1
, φ

2
, φ

3
) defined above are a pair of generalized upper-lower

solutions of (1.4) such that conditions (3.7) and (3.8) hold.

We again postpone the proof to the Appendix. Note that in both cases s > s∗3 and s = s∗3,

the generalized upper-lower solutions satisfy (φ1, φ2, φ3)(−∞) = (φ
1
, φ

2
, φ

3
)(−∞) = (1, 0, 0).

Thus Theorem 2.2 is proved by combining Lemmas 3.3 and 3.4 with Proposition 3.2 and

(1.5).

3.2. Case E∗ = (up, 0, wp).

Let us now turn to the proof of Theorem 2.3. As in the previous section, we first consider

the case s > s∗∗2 . Set

A2(λ) := dλ2 − sλ+ r2β
∗.
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Then A2(λ) = 0 has two real roots λi, i = 3, 4, with 0 < λ3 < λ4 and A2(λ) < 0 for all

λ ∈ (λ3, λ4). Thanks to (2.7), we can choose ε such that

(3.16) 0 < ε < min{(r2β∗/r1)− [(k − 1) + b(2a− 1)], (r2β
∗/r3)− 1}.

Due to s ≥ Q2(ρ), one can check that ρ ≥ λ3, hence up to a translation and without loss of

generality we can assume that (2.1) holds with this ε and ρ = λ3.

We construct

(3.17)





φ1(z) = min{up + bwpe
λ3z, 1}, φ

1
(z) = max{up(1− eλ3z), 0},

φ2(z) = min{eλ3z, 1}, φ
2
(z) = max{eλ3z − η1e

ν1z, 0},
φ3(z) = min{wp +B1e

λ3z, 2a− 1}, φ
3
(z) = max{wp(1− eλ3z), 0},

where B1 := 2a− 1− wp, ν1 ∈ (λ3,min{λ4, 2λ3}) and η1 satisfies

(3.18) η1 > max

{
1,

r2[ε+ 1 + b(2a− 1)]

−A2(ν1)

}
.

Then we have:

Lemma 3.5. Let the assumptions of Theorem 2.3 be enforced. Assume that s > s∗∗2 . Then

the functions (φ1, φ2, φ3) and (φ
1
, φ

2
, φ

3
) defined by (3.17) are a pair of generalized upper-

lower solutions of (1.4) such that conditions (3.7) and (3.8) hold.

Next, we assume that s = s∗∗2 . In this case, A2(λ) = 0 has a double root λ∗ =
√

r2β∗/d > 0.

We choose ε such that

(3.19) 0 < ε < emin{(r2β∗/r1)− [(k − 1) + b(2a− 1)], (r2β
∗/r3)− 1}

and, similarly as before, we can assume that (2.1) holds with this ε and ρ = λ∗.

We define

φ1(z) =

{
up − bwpB2ze

λ∗z, z < −1/λ∗,

1, z ≥ −1/λ∗,
φ
1
(z) =

{
up[1 +B2ze

λ∗z], z < −1/λ∗,

0, z ≥ −1/λ∗,

φ2(z) =

{
−B2ze

λ∗z, z < −1/λ∗,

1, z ≥ −1/λ∗,
φ
2
(z) =

{
−B2ze

λ∗z − η2
√

|z|eλ∗z, z < z6,

0, z ≥ z6,

φ3(z) =

{
wp − B1B2ze

λ∗z, z < −1/λ∗,

2a− 1, z ≥ −1/λ∗,
φ
3
(z) =

{
wp[1 +B2ze

λ∗z], z < −1/λ∗,

0, z ≥ −1/λ∗,

where B1 = 2a− 1− wp, B2 := λ∗e, z6 := −(η2/B2)
2 and η2 satisfies

(3.20) η2 > max

{
e
√
λ∗, 4r2

B2

d

[
ε

(
5

2B2

)5/2

+ {1 + b(2a− 1)}B2

(
7

2B2

)7/2
]}

.

Note that z6 < −1/λ∗ and s = s∗∗2 = 2dλ∗. Then we have:
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Lemma 3.6. Let the assumptions of Theorem 2.3 be enforced. Assume that s = s∗∗2 . Then

the functions (φ1, φ2, φ3) and (φ
1
, φ

2
, φ

3
) defined above are a pair of generalized upper-lower

solutions of (1.4) such that conditions (3.7) and (3.8) hold.

The proofs of Lemma 3.5 and 3.6 shall be dealt with in the Appendix. In either cases we

have (φ1, φ2, φ3)(−∞) = (φ
1
, φ

2
, φ

3
)(−∞) = (up, 0, wp), so that Theorem 2.3 immediately

follows by combining Lemmas 3.5 and 3.6 with Proposition 3.2 and (1.5).

3.3. Case E∗ = (0, vp, wp).

We now turn to last case of a forced wave satisfying (φ1, φ2, φ3)(−∞) = E∗, and throughout

this subsection we fix s > 0. In particular we will discuss the positivity (or not) of such a

forced wave at the end of this section.

Unlike Eu and E∗, the steady state E∗ is stable with respect to the underlying ODE

system (i.e. without diffusion) without climate shift (i.e. α ≡ 0). Thus we use here a

different approach by comparison with traveling waves of some scalar equations. Our first

step is to prepare the following proposition (see [4, 18] for similar result under a monotonicity

assumption on α).

Proposition 3.7. Let α̂ be a negative bounded continuous function such that there exist

positive constants C, ρ and K with

(3.21) α̂(z) ≥ −Ceρz , ∀z ≤ −K; α̂(z) < −1, ∀z ≥ K.

Given positive constants d, s, r and 0 < γ < − lim supz→+∞ α̂(z), then there is a solution φ

to

dφ′′(z)− sφ′(z) + rφ(z)[γ + α̂(z)− φ(z)] = 0, z ∈ R,(3.22)

φ(−∞) = γ, φ(∞) = 0,(3.23)

such that 0 ≤ φ ≤ γ in R. Moreover, there is a positive constant λ0 ∈ (0, ρ) such that

φ(z) ≥ γ(1− eλ0z),

for all z < 0.

Proof. To construct a solution of (3.22)-(3.23), we use the monotone iteration method to-

gether with a pair of super-sub-solutions. On one hand it is clear that φ(z) ≡ γ is a

super-solution.

For the sub-solution, we first choose a positive constant λ0 < ρ small enough such that

dλ2
0 − sλ0 < 0. Then we choose ε > 0 small enough such that

(3.24) dλ2
0 − sλ0 + rε < 0.

Up to a translation, α̂ satisfies (2.1) with this chosen ε.
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Let φ(z) = γmax{1− eλ0z, 0}. We compute, for z < 0,

dφ′′(z)− sφ′(z) + rφ(z)[γ + α̂(z)− φ(z)]

≥ −γeλ0z(dλ2
0 − sλ0) + rγ(1− eλ0z)[γ − εeρz − γ + γeλ0z]

≥ −γeλ0z{dλ2
0 − sλ0 + rεe(ρ−λ0)z} ≥ 0,

due to λ0 < ρ and (3.24). Hence φ is a sub-solution of (3.22).

It follows from the monotone iteration method that a solution φ of (3.22) exists such that

φ(−∞) = γ and φ ≤ φ ≤ φ in R. The fact that φ(∞) = 0 follows from the negativity of the

reaction term γ + α̂(z) at ∞, by the same proof as that of [10, Proposition 2.2]. Thus the

proof of Proposition 3.7 is done. �

Next, we remark that any bounded nonnegative solution (φ1, φ2, φ3) of (1.4) must satisfy

φ
1
:= 0 ≤ φ1 ≤ φ1 := 1,

0 ≤ φ2 ≤ φ2 := 1,

0 ≤ φ3 ≤ φ3 := 2a− 1,

in R. This simply follows from the maximum principle for scalar equations, noticing for

instance that

dφ′′
1 − sφ′

1 + r1φ1 [1− φ1] ≥ 0.

It follows from assumption (2.9) that b(2a − 1) < 1 − h, and then from Proposition 3.7

that there is a solution φ = φ
2
to

(3.25)

{
dφ′′(z)− sφ′(z) + r2φ(z)[γ2 + α(z)− φ(z)] = 0, z ∈ R.

φ(−∞) = γ2 := 1− h− b(2a− 1) > 0, φ(∞) = 0,

such that 0 ≤ φ
2
≤ γ2 < 1 and φ

2
(z) ≥ γ2(1−eλ0z) for all z < 0 for some constant λ0 ∈ (0, ρ).

Using again assumption (2.9) and Proposition 3.7 (with γ = γ3 defined below, α̂ = α +

a(φ
2
− γ2) and the constant ρ in (3.21) is replaced by λ0), we have a solution φ = φ

3
to

(3.26)

{
dφ′′(z)− sφ′(z) + r3φ(z)[−1 + α(z) + aφ

2
(z)− φ(z)] = 0, z ∈ R,

φ(−∞) = γ3 := −1 + aγ2 > 0, φ(∞) = 0,

such that 0 ≤ φ
3
≤ γ3 < a− 1 < 2a− 1.

Then one can check that (φ1, φ2, φ3) and (φ
1
, φ

2
, φ

3
) are continuously differentiable such

that (3.1)-(3.6) hold for all z ∈ R. Hence they are a pair of generalized upper-lower solutions

of (1.4) such that (3.7) and (3.8) hold. It follows from Proposition 3.2 that a solution

(φ1, φ2, φ3) of (1.4) exists such that φ
i
≤ φi ≤ φi, i = 1, 2, 3. Also, (φ1, φ2, φ3)(∞) = (0, 0, 0),

by (1.5).

To derive (φ1, φ2, φ3)(−∞) = E∗, we use the method of contracting rectangles. We refer

the reader to [6, section 4.3.1] for the details. This proves Theorem 2.4.
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We conclude this section by discussing the positivity of the forced wave (φ1, φ2, φ3) connect-

ing (0, vp, wp) and (0, 0, 0). The positivity of the second and third component immediately

follows from the strong maximum principle, yet it remains an open question whether φ1 > 0.

Actually, one may check that φ1 ≡ 0 in some parameter range.

Indeed, consider (φ1, φ2, φ3) constructed above. First, we have that φ2 ≥ φ
2
and φ3 ≥ φ

3
,

hence

dφ′′
1 − sφ′

1 + r1φ1(1 + α− φ1 − kφ
2
− bφ

3
) ≥ 0.

Furthermore, by construction the functions φ
2
and φ

3
are positive and independent of the pa-

rameter k. They also have positive limits at −∞, while lim supz→+∞ α(z) < −1. Therefore,

one can find k large enough such that

1 + α− φ1 − kφ
2
− bφ

3
< 0

for all z ∈ R. Thus, the function φ1 cannot admit a positive maximum. Since φ1(±∞) = 0,

we conclude that φ1 ≡ 0. As announced, the first component of the forced wave may not be

positive.

Notice that we carried out the above argument only for the forced wave that we con-

structed, which a priori may not be the unique forced wave connecting (0, vp, wp) and (0, 0, 0).

However, in Proposition 3.7 it is possible to choose φ as the minimal positive and bounded

solution of (3.22)-(3.23), which is stable from below. Thus, one may check by comparison

arguments with scalar equations that any forced wave (φ1, φ2, φ3) still satisfies φ2 ≥ φ
2
and

φ3 ≥ φ
3
, hence the above argument still applies.

Remark 3.1. We point out that a similar argument can be made for forced waves (φ1, φ2, φ3)

whose invading state is Ev = (0, 1, 0). Indeed φ
2
above still acts as a subsolution for the

φ2-equation, and putting this into the first equation, one can find k large enough so that

1 + α− kφ
2
< 0, hence φ1 ≡ 0.

4. Appendix: verifications of upper-lower solutions

In this section, we prove Lemmas 3.3 to 3.6. Since conditions (3.7) and (3.8) clearly

hold, we only verify conditions (3.1)-(3.6) for each case. Moreover, since these conditions

are also trivial in the subdomains where the generalized upper-lower solutions are constant,

it suffices to check (3.1)-(3.6) in the ranges where the generalized upper-lower solutions are

non-constant.

Proof of Lemma 3.3. It is clear that U1(z) ≤ 0 for all z ∈ R.

Next, for z < 0 we compute

U2(z) ≤ eλ1z(dλ2
1 − sλ1) + r2e

λ1z{1− h+ heλ1z − eλ1z} = r2e
λ1z(h− 1)eλ1z ≤ 0,
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using α < 0, φ
3
≥ 0, h < 1 and A1(λ1) = 0.

For z < 0, we also have

U3(z) ≤ (2a− 1)eλ1z(dλ2
1 − sλ1) + r3(2a− 1)eλ1z{−1 + a+ aeλ1z − (2a− 1)eλ1z}

= r3(2a− 1)eλ1z(1− a)eλ1z ≤ 0,

using α < 0, A1(λ1) = 0 and a > 1.

Now we turn to the lower solutions. For z < 0, we compute

L1(z) ≥ −eλ1z(dλ2
1 − sλ1) + r1(1− eλ1z){−εeλ1z + eλ1z − keλ1z − b(2a− 1)eλ1z}

≥ eλ1z{r3(a− 1)− r1[ε+ k + b(2a− 1)− 1]} ≥ 0,

using (2.1) with ρ = λ1 (see the discussion in Subsection 3.1), A1(λ1) = 0 and (3.9).

For φ
2
, there is z1 < 0 (due to q1 > 1) such that φ

2
(z) = eλ1z − q1e

µ1z for z < z1 and

φ
2
(z) = 0 for z > z1. Then we compute, for z < z1,

L2(z) ≥ eλ1z(dλ2
1 − sλ1)− q1e

µ1z(dµ2
1 − sµ1)

+r2(e
λ1z − q1e

µ1z){1− h− εeλ1z − (eλ1z − q1e
µ1z)− b(2a− 1)eλ1z}

≥ eµ1z{−q1A1(µ1)− r2e
(2λ1−µ1)z[ε+ 1 + b(2a− 1)]} ≥ 0,

where we used (2.1) with ρ = λ1, A1(λ1) = 0, A1(µ1) < 0, µ1 < 2λ1 and (3.11).

Lastly, there is z2 < 0 (due to q2 > 2a − 1) such that φ
3
(z) = (2a − 1)eλ1z − q2e

µ2z for

z < z2 and φ
3
(z) = 0 for z > z2. Similarly, we have L3(z) ≥ 0 for z < z2, by using the choice

of q2 in (3.12). This proves Lemma 3.3. �

Proof of Lemma 3.4. For z < zu := −1/λu, we compute

U2(z) ≤ −B0ze
λuz(dλ2

u − sλu)− B0e
λuz(2dλu − s)

−r2B0ze
λuz{1− h− hB0ze

λuz +B0ze
λuz}

= −r2B0ze
λuz{−hB0ze

λuz +B0ze
λuz} ≤ 0,

using α < 0, s = 2dλu, φ3
≥ 0, h < 1 and A1(λu) = 0. We point out that s = 2dλu comes

from the fact that λu is a double root of A1(λ) = 0, and this shall be used again below.

For the last upper solution, for z < zu we also have

U3(z) ≤ −(2a− 1)B0ze
λuz{(dλ2

u − sλu) + r3[−1 + a− (1− a)B0ze
λuz]} ≤ 0,

using α < 0, s = 2dλu, a > 1 and A1(λu) = 0.
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Next, for z < zu we compute

L1(z) ≥ −B0ze
λuz(−dλ2

u + sλu)−B0e
λuz(−2dλu + s)− r1(1 +B0ze

λuz)εeλuz

−r1(1 +B0ze
λuz){1− k − b(2a− 1)}B0ze

λuz

≥ −B0ze
λuz{r3(a− 1)− r1[ε(−zB0)

−1 + k + b(2a− 1)− 1]}
≥ −B0ze

λuz{r3(a− 1)− r1[ε/e+ k + b(2a− 1)− 1]} ≥ 0,

using (2.1) with ρ = λu, s = 2dλu, k > 1, A1(λu) = 0, B0 = λue = −e/zu and (3.13).

Moreover, for z < z3, we have

L2(z) ≥ 1

4
(−z)−3/2dq3e

λuz

−r2(−B0z − q3
√

|z|){ε− B0z − q3
√
|z| − b(2a− 1)B0z}e2λuz

≥ 1

4
(−z)−3/2dq3e

λuz + r2B0ze
2λuz{ε− [1 + b(2a− 1)]B0z}

=
1

4
(−z)−3/2eλuz

{
dq3 − 4r2B0[(−z)5/2εeλuz + (−z)7/2B0(1 + b(2a− 1))eλuz]

}
,

using (2.1) with ρ = λu, s = 2dλu, h < 1 and A1(λu) = 0. Recall the fact that, for a given

constant γ > 0,

(−z)γeλuz ≤
(

γ

eλu

)γ

= (γ/B0)
γ , ∀ z < 0.

It then follows from (3.14) that L2(z) ≥ 0 for all z < z3 < 0.

Finally, a similar calculation also leads L3(z) ≥ 0 for all z < z4, using (3.15). The lemma

is thus proved. �

Proof of Lemma 3.5. For z < 0, we calculate

U1(z) ≤ bwpe
λ3z(dλ2

3 − sλ3) + r1(up + bwpe
λ3z){1− up − bwpe

λ3z − bwp + bwpe
λ3z} ≤ 0,

using α < 0, φ
2
≥ 0, 1− up − bwp = 0 and A2(λ3) = 0.

Also for z < 0, we compute

U2(z) ≤ eλ3z(dλ2
3 − sλ3) + r2e

λ3z{1− hup + hupe
λ3z − eλ3z − bwp + bwpe

λ3z} ≤ 0,

using α < 0, A2(λ3) = 0 and −1 + hup + bwp = −β∗ < 0, and

U3(z) ≤ B1e
λ3z(dλ2

3 − sλ3) + r3φ3(z){−1 + aup + abwpe
λ3z + aeλ3z − wp − B1e

λ3z} ≤ 0,

using A2(λ3) = 0, −1 + aup −wp = 0 and the fact that abwp + a−B1 = 0 by the definitions

of B1 and wp.
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Next, we compute, for z < 0,

L1(z) ≥ −upe
λ3z(dλ2

3 − sλ3) + r1up(1− eλ3z){−εeλ3z + upe
λ3z − keλ3z − bB1e

λ3z}
= −upe

λ3z(dλ2
3 − sλ3) + r1up(1− eλ3z){−εeλ3z − (k − 1)eλ3z − b(2a− 1)eλ3z}

≥ upe
λ3z{r2β∗ − r1[ε+ (k − 1) + b(2a− 1)]} ≥ 0,

using (2.1) with ρ = λ3 (see the discussion in Subsection 3.2), up + bwp = 1, A2(λ3) = 0 and

(3.16).

Now, due to η1 > 1, there is z5 < 0 such that φ
2
(z) = eλ3z−η1e

ν1z for z < z5 and φ
2
(z) = 0

for z > z5. Then we have, for z < z5 < 0,

L2(z) ≥ eλ3z(dλ2
3 − sλ3)− η1e

ν1z(dν2
1 − sν1)

+r2(e
λ3z − η1e

ν1z){β∗ − εeλ3z − hbwpe
λ3z − eλ3z + η1e

ν1z − bB1e
λ3z}

≥ eν1z{−η1A2(ν1)− r2[ε+ 1 + b(2a− 1)]e(2λ3−ν1)z}
+r2η1e

ν1z{εeλ3z + hbwpe
λ3z + φ

2
(z) + bB1e

λ3z}
≥ eν1z{−η1A2(ν1)− r2[ε+ 1 + b(2a− 1)]e(2λ3−ν1)z} ≥ 0

using A2(λ3) = 0, B1 = 2a− 1− wp, h < 1, A2(ν1) < 0, ν1 < 2λ3 and (3.18).

Finally, for z < 0, we compute in a similar way that

L3(z) ≥ −wpe
λ3z{dλ2

3 − sλ3 + r3(ε+ 1)} = −wpe
λ3z{−r2β

∗ + r3(ε+ 1)} ≥ 0,

using (2.1) with ρ = λ3, −1+aup−wp = 0, (3.16) and A2(λ3) = 0. This completes the proof

of the lemma. �

Proof of Lemma 3.6. Set z∗ := −1/λ∗ for notational convenience. For z < z∗, we have

U1(z) ≤ −bwpB2ze
λ∗z(d(λ∗)2 − sλ∗)− bwpB2e

λ∗z(2dλ∗ − s)

+r1φ1(z){1 − up + bwpB2ze
λ∗z − bwp − bwpB2ze

λ∗z} ≤ 0,

using α < 0, φ
2
≥ 0, s = 2dλ∗, 1− up − bwp = 0 and A2(λ

∗) = 0.

Next, for z < z∗ we compute

U2(z) ≤ −r2B2ze
λ∗z{β∗B2ze

λ∗z} ≤ 0,

using α < 0, s = 2dλ∗, A2(λ
∗) = 0 and β∗ = 1− hup − bwp > 0, as well as

U3(z) ≤ −B1B2ze
λ∗z{d(λ∗)2 − sλ∗} ≤ 0,

using α < 0, s = 2dλ∗, −1 + aup − wp = 0, A2(λ
∗) = 0 and B1 = 2a− 1− wp = a(bwp + 1)

due to wp = (a− 1)/(1 + ab).
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For the lower solutions, the computations proceed similarly as in the proof of Lemma 3.4,

so that we only sketch these. First, we have for z < z∗ that

L1(z) ≥ −upB2ze
λ∗z(r2β

∗)− r1up{εeλ
∗z − [(k − 1) + b(2a− 1)]B2ze

λ∗z} ≥ 0,

using (2.1) with ρ = λ∗, s = 2dλ∗, A2(λ
∗) = 0, B2z = λ∗ez ≤ −e for z < z∗ = −1/λ∗, (2.7)

and (3.19). Then, for z < z6,

L2(z) ≥ 1

4
(−z)−3/2eλ

∗z{dη2 − 4r2B2[(−z)5/2εeλ
∗z + (1 + hbwp + bB1)× (−z)7/2B2e

λ∗z]}

≥ 1

4
(−z)−3/2eλ

∗z{dη2 − 4r2B2[(−z)5/2εeλ
∗z + (1 + b(2a− 1))× (−z)7/2B2e

λ∗z]} ≥ 0,

using (2.1) with ρ = λ∗, s = 2dλ∗, A2(λ
∗) = 0, h < 1 and (3.20). Finally, L3(z) ≥ 0 for

z < z∗ follows in the same manner as before (using (2.7) and (3.19)). This concludes the

proof of Lemma 3.6. �
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